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A B S T R A C T  

 

The power density of a direct methanol fuel cell (DMFC) stack as a function of temperature, methanol 

concentration, oxygen flow rate, and methanol flow rate was studied using a response surface methodology 
(RSM) to maximize the power density. The operating variables investigated experimentally include 

temperature (50-75 °C), methanol concentration (0.5-2 M), methanol flow rate (15-30 ml min-1), and oxygen 

flow rate (900-1800 ml min-1). A new design of the central composite design (CCD) for a wide range of 
operating variables that optimize the power density was obtained using a quadratic model. The optimum 

conditions that yield the highest maximum power density of 86.45 mW cm-2 were provided using 3-cell stack 

at a fuel cell temperature of 75 °C with a methanol flow rate of 30 ml min-1, a methanol concentration of 0.5 
M, and an oxygen flow rate of 1800 ml min-1. Results showed that the power density of DMFC increased with 

an increase in the temperature and methanol flow rate. The experimental data were in good agreement with the 

model predictions, demonstrating that the regression model was useful in optimizing maximum power density 
from the independent operating variables of the fuel cell stack. 

1. INTRODUCTION1 

Over the past decade, the demand for renewable and clean 

energy resources, such as wind, solar, geothermal, biomass, 

hydropower, and fuel cells, have increased significantly. In 

particular, due to a high energy density, the low-cost and easy 

storage and handling of methanol, and low operating 

temperatures, direct methanol fuel cells (DMFCs) are 

promising candidates to produce electricity for portable 

electronic applications like laptops and mobile phones [1,2]. 

The main challenges associated with this type of fuel cells are 

low power density due to slow reaction kinetic at the anode 

and cathode chambers, methanol crossover, low stability and 

durability, and water management. 

   Many factors affect the DMFC performance such as 

concentration of methanol, fuel and air flow rates, and 

operating temperature. Several researchers have investigated 

the effects of these operating conditions on the performance of 

DMFC. For example, Ge and Liu [3] experimentally studied 

the effects of the cell temperature, cathode humidification 

temperature, methanol concentration, anode and cathode flow 

rates on the DMFC performance. They reported that only the 

temperature of cathode humidification did not affect cell 

performance. Argyropoulos et al. [4] showed that the 

methanol concentration, cathode air pressure, and methanol 

flow rate could significantly affect the DMFC voltage 

dynamic response. Seo and Lee [5] examined oxygen or air as 

an oxidant to study the effects of cell temperature, flow rate, 

methanol concentration, humidification temperature, and 

backpressure at the cathode on DMFC performance. The 

results showed that oxygen exhibited greater instrumentality 

in the higher DMFC performance than the air. Jung et al. [6] 
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investigated the effects of Nafion types, cell temperature, and 

concentration of methanol on the single cell, and showed that 

the performance of the DMFC enhanced with an increase in 

the cell temperature. According to their results, maximum 

current density was obtained using Nafion 112 at a fixed 

voltage of 0.55 V when 2.5 M methanol was used. 

   In order to obtain the effect of different parameters on the 

performance of a fuel cell system extensively, a large number 

of experiments are needed. The governing equations of 

change and rates as applicable to DMFC for having an insight 

into the experimental approach are summarized in Table 1 [7]. 

   The common approaches of experiments were implemented 

by changing only one variable at a time, while maintaining the 

other variables constant. This approach does not take into 

account the effects of a possible interaction between the input 

variables. The design of experiment (DOE) and statistical 

tools reduce the number of experiments and experimental time 

and cost. In addition, the DOE method can be used to 

determine the impacts of the operating variables and their 

interactions on fuel cell performance and find the operating 

and design conditions that yield the optimum performance. 

One-factor design, factorial designs, two-level fractional 

factorial, response surface methodology (RSM), and Taguchi 

orthogonal arrays are some of the most common DOE types. 

Among the DOE methods, RSM is a strong tool for 

optimization, which is based on a fit between one polynomial 

equation and the data of the experiments. In this method, 

linear or square polynomials equations are applied to describe 

the behavior of the system by considering the effect of 

independent variables and their interaction effects and, 

consequently, to explore the experimental conditions that 

optimize the system studied [8]. Selecting the most important 

independent variables, choosing the experimental design, 

performing the experimental test, fitting a polynomial 
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equation, evaluating the fitted model, and obtaining the 

optimal values are the steps in applying the RSM method. 

This method has been applied in fuel cells in some studies 

found in the literature [9-13]. 

   For example, Taymaz et al. [9] optimized the DMFC 

operating conditions by using a quadratic model for the RSM. 

They investigated the effects of methanol and oxygen flow 

rates, the temperature of cell, and humidification temperature 

on the performance. Silva et al. [10] studied the effects of 

parameters such as temperature, air and methanol flow rates, 

concentration methanol, and air relative humidity on the 

DMFC power density using RSM. The results indicated that 

the effective operating variables on the power density 

included temperature, air flow rate, and methanol 

concentration. Charoen et al. [11] employed RSM to 

investigate the effects of flow rate and concentration of 

alcohol and operating temperature on the DMFC and direct 

ethanol fuel cell (DEFC) performance. They found that 

alcohol concentration and operating temperature had 

significant influence on the power density. Yuan et al. [12] 

found that the performance was significantly affected by the 

flow rate and concentration of methanol and cell temperature 

through RSM in the air-breathing micro direct methanol fuel 

cell (µDMFC). Ordonez et al. [13] obtained a model for the 

fuel cell system using the DOE methodology. In order to build 

up a model for DMFC, Central Composite Design (CCD) and 

the Steepest Ascent Method (SAM) were used to yield the 

maximum power density amounts. 

   Many single cells are connected in series to form fuel cell 

stack in order to increase the power output and achieve high 

volumetric power density for practical applications. There are 

many mathematical modeling and empirical studies on the 

polymer electrolyte membrane (PEM) fuel cell stacks that 

predict fuel cell performance and investigate the operating and 

design conditions effects on the fuel cell (e.g., [14–25]). 

However, fewer papers exist on the performance improvement 

of DMFC stacks through numerical and experimental studies 

in the literature. For example, Argyropoulos et al. [26] 

presented a model for DMFC stack that predicts the pressure 

drop of an individual fuel cell and the flow distribution 

through stack internal manifolds. Furthermore, Argyropoulos 

et al. [27–29] developed models that describe the stack 

voltage, fluid distribution from the stack manifolds, pressure, 

and thermal management of the stack. Kim et al. [30] 

investigated the performance of the DMFC stack under 

operating conditions such as the reactant flow rate, 

concentration of methanol, and the reactant direction in the 

stack. Lohoff et al. [31] used the RSM to describe the water 

permeation, cell voltage, and methanol crossover of a DMFC 

short stack. The results indicated that the behavior of the stack 

was affected by input variables including temperature, 

methanol concentration, and current density. Santiago et al. 

[32] developed a computer-aided automated system to quickly 

design DMFC stacks, where mass, volume, and fuel 

consumption are optimized. 

   In all of the above literature pieces, the optimization of 

operating conditions of a single cell was investigated using the 

RSM; however, in this work, a 3-cell stack with two parallel-

serpentine flow channels was considered to be used in 

portable applications. In this study, response surface 

methodology (RSM) with a Central Composite Design (CCD) 

was applied using Design-Expert 10.0.7 to optimize the 

operating parameters and investigate the effect of cell 

temperature, methanol and oxygen flow rates, and methanol 

concentration on the power density of a DMFC stack. 

 

Table 1. The equations of change and rates for anode and cathode [7]. 
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In Eq. (1), brQ  is the mass source term, which is zero in the flow channels and the diffusion layers, while its value in the 

catalyst layers can be calculated through Eq. (6). 
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The effective diffusivity, i,effD , is defined by the Bruggeman equation in porous media: 1.5
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2. EXPERIMENTAL 

2.1. DMFC performance tests 

Commercially available membrane electrode assembly (MEA) 

with 25 cm2 active area was used in a 3-cell DMFC stack 

system (Yangtze Energy Technologies, Inc.). Each MEA is 

composed of anode and cathode catalyst layers having 4 

mgmetal cm-2 Pt-Ru/C and 4 mgmetal cm-2 Pt/C catalyst loadings, 

respectively, two gas diffusion layers (or backing layers), and 

a Nafion® 117 membrane. Two parallel-serpentine channels 

with a depth of 1 mm, 1.2 mm width, and 0.7 mm rib were 

machined on the bipolar plates, which are made of composite 

graphite. A schematic of the bipolar plate is presented in 

Figure 1. Two copper current collector plates, which are 

coated with gold, and two aluminum end plates were used. 

Two gaskets (0.1 mm) were employed in order to seal the 

stack on the anode and cathode sides of each cell. The MEA 

was placed between the gaskets, and 5 Nm torque was applied 

for tightening the fuel cell stack. After assembling the fuel cell 

stack, the leakage test was performed. The stack was 

controlled by a DMFC test station (Asian Hydrogen New 

Science Co.), as shown in Figure 2. A peristaltic pump was 

used to inject methanol solution on the anode side. The flow 

rate of oxygen was controlled by the mass flow controller on 

the cathode side. The temperature controller measures the fuel 

cell stack and cathode humidifier temperatures. During the 

experiments, the pressure at the inlets of the test station was 

kept at 2-3 bar. The current density-voltage and current 

density-power density curves of the stack were recorded using 

a computer-aided DMFC test station. For each voltage point 

along the polarization curve, the waiting time of 10 s was 

applied to obtain a steady value. The stack specification is 

listed in Table 2. 

 
Figure 1. Schematic of the parallel-serpentine flow fields. Graphite with the silicon gasket (center). 

 

 

 
Figure 2. Photograph of the DMFC stack test station. 

 

Table 2. DMFC stack specification. 

Components Specifications 

MEA  

Membrane PFSA (Nafion 117) 

Thickness of membrane 175 µm 

Active area 25 cm2 

Catalyst loading of anode Pt-Ru/C, 4 mgmetal/cm2 

Catalyst loading of 

cathode 

Pt/C, 4 mgmetal/cm2 

Stack  

Cells number 3 

Current collector Gold-coated copper 

Bipolar plate Composite graphite with two 

parallel-serpentine flow fields 

2.2. Design of experiments: The selection of optimum 
operating conditions 

The CCD is one of the most important design methods for 

fitting second-order response surface models. The design 

involves 2k axial or star points, 2k factorial points, and nc 

center runs (where k is the number of variables). The 

interaction and quadratic terms of the equation were estimated 

using factorial and axial points, respectively. The center runs 

were also used to estimate pure error and contributed to the 

estimation of quadratic terms [8]. 

   In the present study, response surface methodology was 

used to optimize the operating variables of a DMFC stack by 

employing a central composite design for four independent 

variables at three levels. These operating variables are cell 

temperature, methanol flow rate, methanol concentration, and 



S. Sharifi et al. / JREE:  Vol. 6, No. 2, (Spring 2019)   22-29 
 

25 

oxygen flow rate. Accordingly, the number of experiments 

was 28 (=2k+2k+nc), where nc is the number of replications at 

the center point (=4). The levels of the operating parameters 

are shown in Table 3, while the experimental results of the 

maximum power density for CCD are given in Table 4. 

   The quadratic polynomial equation model was used to 

determine the correlation between the independent and 

dependent (response) variables according to the following 

equation [8]: 

k k k k
2

0 i i ii i ij i j

i 1 i 1 i 1 j i 1

Y x x x x
    

             (13) 

where Y is the response (power density), Xi and Xj are the 

independent variables, β0 is the constant coefficient, βi, βii, and 

βij are the linear, quadratic, and second-order interaction 

coefficients, and ɛ is the random error. 

Table 3. Independent variables and their levels employed for the 

experimental design. 

Operating variables Levels 

-1 0 1 

Temperature (°C) 50 62.5 75 

Methanol concentration (mol lit-1) 0.5 1.25 2 

Methanol flow rate (ml min-1) 15 22.5 30 

Oxygen flow rate (ml -1min) 900 1350 1800 
 

 

Table 4. Results of central composite design and experimental conditions. 

Run Temperature (°C) Methanol 

concentration (M) 

Methanol flow 

rate (ml/min) 

Oxygen flow 

rate (ml/min) 

Maximum power 

density (mW/cm2) 

1 62.5 0.5 22.5 1350 75.56 

2 62.5 1.25 22.5 900 66.17 

3 75 2 30 900 70.52 

4 50 0.5 15 1800 67.25 

5 50 2 30 900 64.37 

6 75 0.5 15 900 82.35 

7 50 0.5 30 1800 68.21 

8 75 2 30 1800 80.51 

9 62.5 2 22.5 1350 72.65 

10 62.5 1.25 22.5 1350 70.86 

11 50 0.5 15 900 64.27 

12 50 2 15 900 64.02 

13 62.5 1.25 22.5 1350 70.01 

14 50 2 15 1800 64.15 

15 75 1.25 22.5 1350 78.49 

16 75 2 15 900 66.82 

17 75 2 15 1800 72.42 

18 62.5 1.25 15 1350 73.41 

19 62.5 1.25 22.5 1800 71.15 

20 75 0.5 30 1800 86.45 

21 50 1.25 22.5 1350 70.37 

22 62.5 1.25 22.5 1350 70.42 

23 62.5 1.25 30 1350 74.64 

24 50 0.5 30 900 67.21 

25 50 2 30 1800 65.52 

26 75 0.5 15 1800 83.79 

27 62.5 1.25 22.5 1350 68.32 

28 75 0.5 30 900 83.55 

 

3. RESULTS AND DISCUSSION 

The results of the analysis of variance (ANOVA) for the 

quadratic model are given in Table 5. As Table 4 shows, the 

quadratic polynomial model was highly significant (F-value = 

15.11). The probability values less than 0.05 (p-value < 

0.0001) indicate that model terms are significant. The value of 
regression coefficient (R2 = 0.9421) shows that the quadratic 

model is suitable to describe the relationship between 

experimental results and parameters. 

   The following regression equation in terms of coded factors 

for maximum power density can be expressed as follows: 

Maximum power density = +71.56 +6.09A -3.20B +1.25C 

+1.68D -2.31AB +0.63AC +0.92AD +0.36BC +0.53BD 

+0.30CD +1.76A2 +1.44B2 +1.35C2 -4.01D2 

(14) 

diagnostic plots are used to check the model adequacy. In 

Figure 3, the normal probability plot of the studentized 

residuals was developed for the maximum power density. The 

normality assumption is satisfied since the points of this plot 

lie reasonably close to a straight line. Figure 4 presents the 

residuals plot versus the predicted response. Based on the 

random scattering of the residual shown in Figure 4, the 

variance of the observation is constant for all values of 

response. The correlation between the actual and predicted 

values of power density for checking model adequacy is given 

in Figure 5. It is clear that the actual values are scattered close 

to the straight line. 
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Table 5. ANOVA for the fitted quadratic polynomial model of power density. 

Source Sum of squares df Mean square F-value P-value Prob>F 

Model 1091.19 14 77.94 15.11 < 0.0001 

A-temperature 666.58 1 666.58 129.21 < 0.0001 

B-methanol concentration 184.86 1 184.86 35.83 < 0.0001 

C-methanol flow rate 28.12 1 28.12 5.45 0.0363 

D-oxygen flow rate 50.60 1 50.60 9.81 0.0079 

AB 85.58 1 85.58 16.59 0.0013 

AC 6.31 1 6.31 1.22 0.2888 

AD 13.51 1 13.51 2.62 0.1296 

BC 2.06 1 2.06 0.40 0.5384 

BD 4.56 1 4.56 0.88 0.3644 

CD 1.48 1 1.48 0.29 0.6007 

A2 8.03 1 8.03 1.56 0.2343 

B2 5.32 1 5.32 1.03 0.3284 

C2 4.73 1 4.73 0.92 0.3560 

D2 41.57 1 41.57 8.06 0.0140 

Residual 67.07 13 5.16   

Lack of fit 63.35 10 6.33 5.11 0.1030 

Pure error 3.72 3 1.24   

Cor total 1158.26 27    

R-squared 0.9421     

Adj R-squared 0.8797     

 

 

Figure 3. Normal probability plot of the standardized residuals. 

 

 

Figure 4. Plot of residuals versus the predicted response. 

 

Figure 5. Actual versus predicted values for maximum power 

density. 

 

The effects of methanol concentration and cell temperature on 

the response (power density) are presented in Figure 6 when 

the methanol and oxygen flow rates are a constant of 30 ml 

min-1 and 1800 ml min-1, respectively. It can be seen that, at a 

constant concentration of methanol, power density increased 

with the increase of temperature from 50 to 75 °C. This is 

because both reaction kinetics improve with temperature at the 

anode and cathode and activation loss decreases according to 

the Arrhenius equation. The maximum power density was 

achieved at the temperature and methanol concentration of 75 

°C and 0.5 ml min-1, respectively. In Figure 7, the 3D 

response surface and contour plots are developed for the 

power density with changing the methanol flow rate and 

methanol concentration. Power density decreases as the 

methanol concentration increases due to the methanol 

crossover. The maximum power density was predicted at a 

high level of the methanol flow rate and a low level of the 

methanol concentration. 
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Figure 6. The response surface and contour graphs showing the 

effects of methanol concentration and temperature on the power 

density. 

 

 

 

Figure 7. The response surface and contour graphs showing the 

effects of methanol concentration and methanol flow rate on the 

power density. 

 

Figure 8 illustrates the stack power density versus temperature 

and methanol flow rate at a methanol concentration value of 

0.5 M and an oxygen flow rate value of 1800 ml min-1. It 

reveals that increasing the flow rate of methanol leads to an 

increase in stack power density. The high methanol flow rate 

can be efficient in the removal of carbon dioxide bubbles on 

the anode side; however, it leads to more crossover of 

methanol through the membrane. 

The 3D graph and its corresponding contour plot of the model 

for power density, as affected by the temperature and oxygen 

flow rate, are given in Figure 9. It can be seen from the 

response surface plot that increasing the flow rate of oxygen 

up to a certain point causes an increase in power density. In 

general, the high oxygen flow rate is required to remove liquid 

water from the cathode flow channels and enhance oxygen 

concentration. The excessive oxygen can dry out the backing 

layer and membrane and decrease the proton conductivity. 
 

 

Figure 8. The response surface and contour graphs showing the 

effects of methanol flow rate and temperature on the power density. 
 

 

 
Figure 9. The response surface and contour graphs showing the 

effects of oxygen flow rate and temperature on the power density. 
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In this work, an optimization approach was applied to 

determine the optimum values of operating variables for 

response from the regression model. The optimum points of 

the factors and maximum power density are predicted through 

the regression equation (Eq. (14)). As shown in Table 6, the 

experimental value of 86.45 mW cm-2 for the power density 

was very close to the predicted value (87.59 mW cm-2). In 

addition, low error was achieved, confirming that RSM was 

suitable to optimize the variables of DMFC stack. 
 

Table 6. Validation between the optimized power density obtained 

from the regression model and the experimental data. 

Temperature Methanol 

concentration 

Methanol 

flow rate 

Oxygen 

flow rate 

Power 

density 

Optimized power density obtained from CCD (predicted value): 

75 0.5 30 1800 87.59 

Confirmation study of optimized power density (experimental data): 

75 0.5 30 1800 86.45 

 1.32 % 

 

4. CONCLUSIONS 

In this study, the maximum power density under the optimum 

operating conditions (temperature, methanol concentration, 

methanol flow rate, and oxygen flow rate) of a DMFC stack 

was obtained using the response surface method. The main 

findings of this study are summarized below: 

 The coefficient of determination (R2 = 0.9421) was 

obtained based on the analysis of variance results, showing 

high prediction accuracy of the second-order model. 

 The optimum values of the cell temperature, methanol 

concentration, methanol, and oxygen flow rates were 75 

°C, 0.5 M, 30 ml min-1, and 1800 ml min-1, respectively. 

 The power density predicted (87.59 mW cm-2) by the 

quadratic model had a reasonable error (1.32 %) related to 

experimental value (86.45 mW cm-2). 

 The results showed that the model obtained by RSM was 

adequate and suitable to be used for optimizing the 

operating conditions of DMFC stack with minimum cost 

and time. 
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