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A B S T R A C T  
 

In CI engines, the evaporation rate of fuel on various hot surfaces, including the combustion chamber, has a 
significant effect on deposit formation and accumulation, the exhaust emissions of PM and NOx, and their 
efficiency. Therefore, the evaporation of liquid fuel droplets impinging on hot surfaces has become an 
important subject of interest to engine designers, manufacturers, and researchers. The aim of this study is to 
investigate the evaporation characteristics based on droplet lifetime and critical surface temperature (the 
maximum heat transfer rate) of diesel and biodiesel fuel droplets on hot surfaces. In order to determine the 
effects of diesel fuel, canola oil biodiesel, and castor oil biodiesel, the droplets impinging on the hot surfaces 
of aluminum alloy (7075) and steel alloy (1.5920) and the evaporation lifetime of diesel and biodiesel fuels 
were measured. Statistical analysis (ANOVA and Duncan’s multiple-range test) was carried out using SAS 
software. The results showed the maximum critical surface temperature of 450 °C for the castor oil biodiesel 
on steel 1.5920 surface and the minimum one for diesel fuel (350 °C). In this case, both surfaces had the same 
droplet lifetimes of approximately 2 s. The results of ANOVA showed the significant effect of the surface 
material and fuel type on the evaporation lifetime of fuel droplet at 1 % probability. 

1. INTRODUCTION1 

The reduction of fuel resources and the environmental 
problems caused by the excessive use of fossil fuels have led 
to many environmental repercussions. In order to overcome 
these environmental problems and provide sustainable energy, 
various approaches have been developed, the most notable of 
which include increasing the fuel conversion efficiency and its 
replacement with renewable resources. 
   One of the renewable fuel types, which can be used as an 
alternative to fossil fuels in diesel engines, is biodiesel derived 
from vegetable oils and animal fats. It is worth mentioning 
that the invented engine by Rudolf Diesel was ignited using 
peanut oil for the first time [1]. Direct use of vegetable oils 
and animal fats has many disadvantages due to their high 
viscosity [2,3]. Therefore, many studies conducted so far have 
aimed to reduce the viscosity level of such renewable 
resources and optimize them to be applied as fuels for diesel 
engines. The methods used to reduce the viscosity include 
microemulsions, pyrolysis, and transesterification [3–5]. The 
most commonly used method, which is substantially 
significant in terms of both research and commerce, is 
transesterification. As represented in Equation 1, a mole of 
triglyceride with three moles of alcohol in the presence of a 
catalyst was converted to one mole of glycerol as a valuable 
byproduct and biodiesel, which is defined as the mono-alkyl 
esters of vegetable oils or animal fats [6]. 

K +

K -
Triglyceride+ 3Methanol 3Methylester+ Glycerol

′

′
→←           (1) 

   The methyl ester produced through the transesterification 
reaction ought to meet the fuel standard requirements such as 
ASTM D6751 and EN14214 so as to be accepted as standard 
                                                           
*Corresponding Author’s Email: ghobadib@modares.ac.ir (B. Ghobadian) 

biodiesel fuel. In addition to the aforementioned standards, 
there are other important characteristics, too. For instance, an 
important parameter is the fuel evaporation. The evaporation 
of liquid fuel droplets impinging on hot surfaces is the subject 
of interest to engine designers, manufacturers, and 
researchers. In compression ignition engines, the evaporation 
rate of fuel on various hot surfaces, including the combustion 
chamber, has an important effect on exhaust emissions, such 
as PM and NOx, and their efficiency. 
   The literature review revealed a number of studies on the 
evaporation behavior of fuel droplets on hot surfaces. 
Mizomoto et al. (1978) investigated the evaporation process 
of n-cetane and n-heptane droplets with a diameter of 2 mm 
on a stainless steel hot surface. They found that the 
evaporation process could be divided into different regions. 
With an increase in the hot surface temperature (in the range 
of 300 °C to 600 °C), the modes of droplet evaporation 
including the film evaporation region, the boiling evaporation 
region, the transition region, and the spheroidal evaporation 
region will change [7]. Abu-Zaid (1994) studied the 
evaporation time durations of gasoline and diesel droplets 
impinged on different surfaces made of different materials 
(aluminum, stainless-steel, carbon-steel, ceramic MgO, and 
kaolin). He reported that, at the same surface temperature, the 
time required for the droplets to evaporate on the porous 
materials (MgO and Kaolin) was shorter than that on the 
metallic materials (aluminum, stainless-steel, and carbon-
steel) [8]. In a research study, Fardad and Ladommatos (1999) 
studied the evaporation of various single- and multi-
component hydrocarbon compounds on hot surfaces. The 
results revealed that the minimum amount of time required for 
droplet evaporation for gasoline, diesel fuel, and a hexane–
octane mixture was the same (about 1 s). In addition, it was 
observed that increasing the surface roughness enhanced the 
evaporation rate [9]. Arifin et al. (2008) and Arifin and Arai 
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(2009) studied the state of fuel evaporation on a hot surface 
made of aluminum alloy (JIS 2017S). In this study, the 
evaporation characteristics of dodecane, diesel, and palm oil 
methyl ester were investigated by defining the maximum 
evaporation rate point (equal to critical temperature point in 
this study), which is equal to the minimum lifetime of the 
droplet. The investigation of evaporation features close to the 
maximum evaporation rate point and beyond the maximum 
evaporation rate point showed no obvious differences between 
the diesel and palm oil ester features. However, some notable 
differences were observed in the features of dodecane, which 
could be attributed to multi- and mono-component structures 
of these fuels. Furthermore, in this study, the diesel fuel (DF), 
Philippines national standard diesel fuel (contains 1 % of 
coconut oil methyl ester) (DFP), palm oil methyl ester 
(B100P), and coconut oil methyl ester (B100C) were 
investigated in terms of evaporation characteristics. The 
obtained results revealed that DF and DFP showed a similar 
behavior in terms of the droplet lifetime profile before 
reaching the maximum evaporation rate point. Yet, DFP 
reached a slightly lower point than the maximum evaporation 
rate point and obtained a longer droplet lifetime at this point. 
Taking the behavior of B100C into consideration, one could 
notice a shorter droplet lifetime before the maximum 
evaporation rate point, compared to that of the B100P. 
Meanwhile, the maximum evaporation rate point for B100C 
was far lower than that for B100P, DF, and DFP [10,11]. 
   The synthesized biodiesel’s Physiochemical properties 
(viscosity, surface tension, and so on) are affected by the 
feedstocks used in the production process. These properties 
are significant in terms of the evaporation characteristics of 
the biofuel. To date, the examination of renewable fuels 
derived from different oils in terms of evaporation on hot 
surfaces has received scant attention. In addition, almost no 
such study has statistically analyzed the matter so far. 
   In the present study, the evaporation behavior of two 
renewable fuels (castor oil methyl ester and canola oil methyl 
ester) on aluminum alloy 7075 and steel 1.5920 surfaces is 
evaluated. The reason for choosing the methyl esters of these 
two vegetable oils is the significant difference in their 
viscosity, which can affect their behaviors. Aluminum alloy 
7075 and steel 1.5920 were chosen due to their application in 
components related to the combustion chamber of internal 
combustion engines, especially in diesel engines. 
 
2. MATERIALS AND METHODS 

2.1. Materials 

The oils used to produce biodiesel in the current study include 
canola oil and castor oil, which were purchased from the 
market. The fatty acid profiles of these oils were determined 
using Metcalfe method [12,13]. The alcohol required for 
producing biodiesel was the methanol made by Merck 
Company with 99.9 % purity. Moreover, the catalyst used was 
the hydroxide potassium produced by Merck Company with 
99.99 % purity. The diesel fuel used was diesel No. 2, which 
was obtained from a gas station. Table 1 gives some of the 
important properties of the diesel fuel used in this research 
work. 
 
2.2. The test equipments 

The used experimental apparatus for droplet evaporation is 
shown in Figure 1. The hot surfaces were flat plates with a 

raised edge to avoid jumping out of the droplet. The surfaces 
are made of aluminum alloy 7075 and steel 1.5920. The 
surface roughness of each plate was measured by MarSurf 
M300+RD 18, Mahr Co, Germany. The arithmetic average 
surface roughness (Ra) rates of the surfaces made of aluminum 
alloy 7075 and steel 1.5920 are 0.6 µm and 0.2 µm, 
respectively. 

 
Table 1. Important properties of the test diesel fuel (measured). 

Amount Unit Item 
830 kg/m3 at 15 °C Density 
2.88 mm2/s at 40 °C Kinematic viscosity 
77 °C Flash point 

350 °C Final boiling point 
 
 

 
Figure 1. Schematic of an experimental apparatus used in this study. 
 
   A radius hole was considered for each surface for the 
temperature measurement by a thermocouple (J type, ± 2.5 °C 
accuracy, JUMO, Germany). The hole was placed because the 
tip of the thermocouple must be 2 mm below the surface. 
Using the thermocouple, a controller (TZ4ST, ± 0.3 % F.S. 
accuracy, Autonics, South Korea), and an electric heater, the 
plate temperature was set to the desired temperature. 
   A stainless steel needle (G20- 1,1/4”) and a needle valve 
were used as droplet generators. The distance between surface 
of plate and needle tip was set at 70 mm (trial and error) to 
avoid the splash loss of impinged droplet and minimize 
preheating. The average mass of a droplet for diesel fuel, 
biodiesel of canola, and castor is calculated from the weighing 
of 100 droplets. The measured values were 5.77 gr, 6.12 gr, 
and 6.8 gr respectively. 
 
2.3. The tests procedure 

To run the experiments, the surface temperature was set to the 
desired value. To maintain a uniform surface temperature and 
prevent temperature fluctuations occurred by the surrounding 
air, a portable transparent insulation chamber was used around 
the heater and plate in all experiments. Moreover, before 
starting each experiment, enough time (around 5 min) was 
given to experimental setup in order to improve the uniformity 
of the surface temperature. A droplet of the fuel impinged on 
the center of surface. The lifetime of evaporation droplet is 
defined either as the duration of droplet hitting the total 
evaporation (specifically for the mono-component 
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hydrocarbons) or the case in which no other evaporation 
occurs. Since the studied fuels in this research were of the 
multi-component type, the lifetime of droplet for these fuels 
was considered as the duration of droplet hitting the hot 
surface until no other evaporation occurred. The lifetime of 
the droplet was measured using two stopwatches, and the 
average values were recorded. After conducting each 
experiment, the surface was cleaned and prepared for further 
experiments. The temperature ranged from 300 °C to 500 °C 
at an interval of 25 °C. 
 
2.4. Statistical analysis 

All the experiments were repeated three times. The data was 
statistically analyzed using three completely randomized 
factors designed to determine the effects of hot surface 
materials, fuel types, and temperature of surfaces 
(independent parameters) on the droplet lifetime as the 
dependent parameter. Moreover, Duncan’s multiple range 
tests were used to compare whether the mean values of the 
droplet lifetime varied significantly or not when the hot 
surface materials and fuel types changed. Common letters 
were used to show no significant difference at a probability 
level of 5 % between the mean values. Spreadsheet software 
of Microsoft EXCEL 2007 and SAS 9.2 software were used to 
analyze the data. 
 
3. RESULTS AND DISCUSSION 

3.1. Characteristics of produced biodiesel 

The fatty profile of biodiesel base oils is given in Table 2. 
Moreover, some of the physical characteristics of the biodiesel 
produced from these oils are given in Table 3. 

 
Table 2. Fatty acid composition (wt %) of the used oils. 

Fatty acid Canola oil Castor oil 
Palmitic acid 6.1 1.1 
Stearic acid 2.2 0.9 
Oleic acid 60.5 3.2 

Linoleic acid 19.5 4.6 
Linolenic acid 9.1 - 
Ricinoleic acid - 88.2 

Others 2.6 2 
 
 

Table 3. Some properties of synthesized Canola and Castor biodiesel 
fuels. 

Amount 
Accuracy Unit Item Castor oil 

biodiesel 
Canola oil 
biodiesel 

96.6 97.2  % mass Methyl ester 
content 

909.6 867 
1 kg/m3 

kg/m3 at 
15 °C Density 

14.9 4.63 ±0.1 
mm2/s 

mm2/s 
at 40 °C 

Kinematic 
viscosity 

196 175 ±1 °C °C Flash point 
 
   The properties of the vegetable oils and their biodiesels, 
given in tables 2 and 3, were measured at Renewable Energy 
Research Institute of Tarbiat Modares University laboratories. 
The data of fatty acids given in Table 2 were measured by a 

Perkin-Elmer Clarus 580 gas chromatograph (GC) instrument, 
operating under conditions of the EN 14103 standard. The 
methyl ester content of biodiesels given in Table 3 was also 
measured by the GC under conditions of the EN 14103 
standard. The density and kinematic viscosity were measured 
by an Anton Paar-SVM 3000 viscometer. The flash point was 
measured by an MINIFLASH FLP/H/L Grabner Instrument 
according to the methods described in ASTM D 93. 
 
3.2. The effects of temperature on the droplet lifetime 

Figure 2 illustrates the trend of evaporation related to diesel 
fuel droplets on hot surfaces. As shown in this figure, an 
increase in surface temperature results in a sudden reduction 
in droplet lifetime; therefore, an increase in the temperature 
from 300 °C to 350 °C leads to a reduction in droplet lifetime 
by about 5 times (i.e., reducing 9.8 seconds to 1.81 seconds). 
The 350 °C temperature is called the “critical temperature 
point”, because it is at this point where the minimum droplet 
lifetime occurs. By increasing the temperature at this point, 
the evaporation rate decreases and the droplet lifetime 
increases to some degrees. This occurs as a result of the 
evaporation regime change from nucleate boiling to transition 
regime [14,15]. 
   According to this figure, for both aluminum and steel 
surfaces, the diesel fuel evaporation is similar. At a 
temperature of 350 °C, the critical temperature points (equal 
to the droplet’s minimum lifetime or the maximum 
evaporation point) for diesel fuel on aluminum and steel 
surfaces were 1.81 s and 1.97 s, respectively. As expected, 
since the critical temperature points on both surfaces were 
equal, it could be concluded that the critical temperature point 
was independent of the surface material. 

 

 
Figure 2. Droplet evaporation lifetime for diesel fuel. 

 
   Arifin and Aray (2010) examined the diesel fuel evaporation 
on the aluminum surface (JIS 2017S). They found that the 
vapor bubble and splash droplets occurred at temperatures 
lower than the critical temperature point, and the vigorous 
boiling occurred at temperatures close to the critical 
temperature point. In addition, the evaporation was identified 
to be of vapor layer type at temperatures greater than the 
critical temperature point. Accordingly, the formation of a thin 
layer of vapor between the hot surface and the evaporating 
liquid phase resulted in a relative increase in droplet lifetime 
[16]. The results reported by Fardad and Ladomatos (1999) 
and Revankar (2017) indicated a similar evaporation trend for 
diesel fuel on the surfaces of aluminum and stainless steel 
materials [9, 15]. Moreover, Abu-zaid (2004) reported the 
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critical temperature point of diesel fuel on the aluminum 
surface at 345 °C [17]. The findings of the present study are in 
accordance with those reported by the aforementioned studies. 
   Figure 3 shows the evaporation characteristics of the canola 
oil biodiesel fuel. At temperatures ranging from 300 °C to 350 
°C, the evaporation of canola oil biodiesel fuel on the steel 
surface occurred at a level greater than that of the aluminum 
surface. Additionally, by increasing the temperature from 300 
°C to 325 °C, the fuel droplet lifetime on the aluminum and 
steel surfaces reduced 3 times (reduction from 20.1 s to 6.74 
s) and 1.7 times (from 26.58 s to 15.6 s), respectively. When 
the temperature increased up to 375 °C, the evaporation of 
canola oil biodiesel fuel droplets occurred on both surfaces 
nearly to the same degree. The critical temperature points 
observed on the aluminum and steel surfaces are 2.25 s and 
1.14 s, respectively, at 400 °C. 

 

 
Figure 3. Droplet evaporation lifetime for canola oil biodiesel. 

 
   The comparison of evaporation trends of diesel fuel and the 
canola oil biodiesel fuel reveals that the droplet evaporation of 
these two fuels on both aluminum and steel surfaces follows a 
similar trend. The only difference is that the critical 
temperature point for the canola biodiesel fuel is about 50 °C 
greater than that of the diesel fuel. 
   In the present study, as reported by Arifin and Aray (2009), 
the evaporation trend of canola oil biodiesel on steel surfaces 
was similar to that of the coconut biodiesel fuel on aluminum 
surfaces. 

 

 
Figure 4. Droplet evaporation lifetime for the castor oil biodiesel. 

 
   The evaporation characteristics of the castor oil biodiesel 
fuel are represented in Figure 4. Although the critical 
temperature point was reached at the same temperature on 
both surfaces for the two previously mentioned fuels, the 
critical temperature point for the castor oil biodiesel fuel was 

reached at 425 °C and 450 °C on aluminum and steel surfaces, 
respectively. As depicted in this figure, the evaporation of 
castor oil biodiesel fuel occurred at temperatures greater than 
those of the canola biodiesel fuel, which could be attributed to 
the greater boiling point of fatty acid methyl ester as castor oil 
biodiesel (ricinoleate ca. 412 °C at 760.00 mm Hg) than that 
of the fatty acid methyl ester as canola biodiesel (methyl 
oleate ca. 352 °C at 760.00 mm Hg). 
   To gain a better understanding, the values of the critical 
temperature point for the fuels used on different surfaces are 
given in Table 4. According to the table, the critical 
temperature point of biodiesel fuels, compared with diesel 
fuel, is reached at higher temperatures. In an engine using 
diesel fuel blended with biodiesel fuel, there might be wall 
wetting. To prevent this undesirable effect, engine designers 
should take this issue into consideration. 

 
Table 4. The critical temperature point of diesel and biodiesel fuels 

on the hot surfaces. 

Surface material Fuel Type 
Steel 1.5920 Al 7075  

350 °C 350 °C Diesel 
400 °C 400 °C Canola oil biodiesel 
450 °C 425 °C Castor oil biodiesel 

 
3.3. Results of the statistical analysis 

The results of the analysis of variance (ANOVA) with respect 
to the type of surface material, fuel type, and surface 
temperature (independent parameters) on the evaporation time 
(dependent parameter) are given in Table 5. As shown in the 
table, the simple effects of the independent parameters and 
their interaction on the evaporation time are significant. 

 
Table 5. Analysis of variance (ANOVA) of parameters effective in 

the time of evaporation. 

Source Degree of 
freedom 

Mean sum of 
squares 

Type of surface material 1 19.15** 
Fuel type 2 67.86** 

Temperature of surface 8 433.7** 
Type of surface material × 

Fuel type 
2 19.67** 

Type of surface material × 
Temperature of surface 

8 10.10** 

Fuel type × Temperature of 
surface 

16 95.5** 

Type of surface material × 
Fuel type × Temperature of 

surface 

16 8.65** 

Error 106  
**stands for significant at 1 % probability level. 

 
   Figure 5 indicates the results of Duncan’s multiple range test 
to compare the mean values of the evaporation time with the 
type of surface material. As illustrated in this figure, the type 
of the surface material had a significant effect (at a 5 % 
probability level) on the fuel evaporation time. The 
evaporation time on the steel surface has a greater mean than 
that on the aluminum surface, indicating that the evaporation 
of fuels from the aluminum surface occurs faster. Abu Zeid 
(1994) stated that the droplet evaporation from a hot surface 
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was strongly dependent upon thermal diffusivity of surface 
material. He also proposed that, with an increase in the 
thermal diffusivity of the material, the evaporation time 
decreased, or vice versa. 

 

 
Un-common letters imply that there are significant differences between means 

at a 5 % probability level. 

Figure 5. The effects of type of surface material on the evaporation 
time. 

 
   In the present study, the thermal diffusivities of aluminum 
and steel are 4.83×10-5 and 4.53×10-6 m2/s, respectively; 
therefore, it could be concluded that this is the main reason for 
the higher evaporation rate on aluminum surface than that on 
steel surface. 
   The results of comparing the means through Duncan's 
method for different fuels are depicted in Figure 6. According 
to the findings, the fuel type has a significant effect (at a 5 % 
probability level) on the fuel evaporation on the hot surface. 
The maximum and minimum evaporation time durations were 
measured for the castor oil biodiesel fuel and diesel fuel, 
respectively. The evaporation time of canola oil biodiesel fuel 
has a mean ranging between two categories of the tested fuels. 

 

 
Un-common letters mean that there are significant differences between means 

at a 5 % probability level. 

Figure 6. The effects of fuels type on the evaporation time. 
 
   The results of Duncan’s multiple range tests to compare the 
mean values of the evaporation time versus surface 
temperature are given in Figure 7. 

 

 
Un-common letters mean that there are significant differences between means 

at a 5% probability level. 

Figure 7. The effects of the surface temperature on the evaporation 
time. 

 
According to the results, increasing the surface temperature in 
the range of 300 °C to 400 °C significantly decreases the 
evaporation time (P < 0.05) from 18 s to 5.7 s. However, the 
evaporation time increases significantly if the surface 
temperature increases. 
   The interaction effects of the surface type by fuel type on 
the evaporation time are given in Table 6. Although canola oil 
biodiesel on the steel surface experienced the maximum 
evaporation time (7.97 s), it can be observed that the 
evaporation time for castor oil biodiesel on both surfaces was 
not insignificantly different through this treatment. On the 
other hand, the evaporation time of diesel fuel on the 
aluminum surface was the minimum one (5.43 s). 
Additionally, the evaporation time for the steel diesel fuel and 
canola oil biodiesel on the aluminum surface was not 
significantly different. 

 
Table 6. Interaction effects of fuel type × surface type on the 

evaporation time of fuel droplets. 
 

Type of surface 
material 

Fuel type 
Diesel Canola 

biodiesel 
Castor 

biodiesel 

Al. 7075 5.43b 5.91b 7.84a 

St. 1.5920 5.63b 7.97a 7.65a 
Un-common letters mean that there are significant 
differences between means at a 5 % probability level. 

 
   Table 7 shows the interaction effects of the surface 
temperature by surface material type on the evaporation time. 
The maximum evaporation time (19.15 s) was related to the 
surface temperature of 300 °C on the steel surface, and the 
minimum evaporation time (2.72 s) was observed at a surface 
temperature of 400 °C on the surface with aluminum material. 
Increasing the surface temperature from 300 °C to 350 °C on 
the aluminum surface and increasing the surface temperature 
from 300 °C to 375 °C on the steel surface caused a 
significant decrease in the evaporation time. 
   As given in Table 7, in the temperature range of 300 °C to 
350 °C, the evaporation time of steel surface was significantly 
(P < 0.05) longer than that of the aluminum surface at each 
temperature level; in other words, the droplet lifetime varies 
on the surface materials at low surface temperatures. The 
difference of droplet lifetime on different surface materials at 
lower temperatures could be attributed to some physical 
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phenomena such as spreading and so on. In the temperature 
range of 375 °C to 500 °C, there were no significant 
differences between the evaporation times of aluminum and 
steel surfaces at each level of temperature; in other words, at 
high surface temperatures, the lifetime is independent of 
surface materials. At high temperatures, the wettability of the 
fuel droplet on the hot surfaces decreased. 

 
Table 7. Interaction effect of surface temperature × surface type on 

the evaporation time of fuel droplets. 

Surface temperature (°C) 
Type of surface material 
Al. 7075 St. 1.5920 

300 16.9b 19.15a 

325 9.45d 12.29c 

350 5.99ef 8.58d 

375 4.04fgh 4.41efgh 

400 2.72h 2.97h 

425 3.28gh 2.83h 

450 4.32fgh 3.87gh 

475 4.51efgh 4.59efgh 

500 6.35e 5.04efg 

Un-common letters mean that there are significant 
differences between means at a 5 % probability level. 

 
   The interaction effects of the surface temperature by fuel 
types on the evaporation time are given in Table 8. 

 
Table 8. Interaction effects of surface temperature × fuel type on the 

evaporation time of fuel. 

Surface temperature (°C) 
Fuel type 

Diesel Canola 
biodiesel 

Castor 
biodiesel 

300 9.77cd 23.34a 20.97a 

325 4.73fghi 11.18c 16.71b 

350 1.89jk 7.74de 12.24c 

375 3.06hijk 3.03hijk 6.58ef 
400 4.39fghij 1.69k 2.44ijk 

425 5.78efg 1.79jk 1.61k 

450 6.73ef 3.88ghijk 1.68k 

475 6.46efg 4.69fghi 2.49ijk 
500 6.97ef 5.13efgh 4.99fghi 

Un-common letters mean that there are significant differences 
between means at a 5 % probability level. 

 
   For the castor biodiesel, by increasing the surface 
temperature from 300 °C to 400 °C, the evaporation time 
decreased significantly (P < 0.05). The further increment of 
the surface temperature to 500 °C caused an insignificant 
increase in the evaporation time. For the canola oil biodiesel, 
the increment of the surface temperature in the range of 300 

°C to 375 °C reduced the evaporation time significantly (P < 
0.05). For diesel fuel, increasing the surface temperature from 
300 °C to 350 °C caused a significant (P < 0.05) decrease in 
the evaporation time, while the evaporation time increased 
significantly due to the further increment of the surface 
temperature. 
 
4. CONCLUSIONS 

The conclusions drawn from this research work are as 
follows: 

1. The simple effects of surface material, fuel type, and 
surface temperature parameters and their interaction 
effects were significant on the evaporation lifetime of 
fuel droplets. 

2. For the steel surface, the evaporation time of biodiesel 
fuels was significantly greater than that of the diesel 
fuel, while, on the aluminum surface, the evaporation 
time of castor oil biodiesel was significantly greater 
than that of the canola biodiesel and diesel fuels. 

3. The droplet lifetime at high temperatures was not 
dependent on the surface materials. 

4. The value of the critical temperature point for the diesel 
fuel on both surfaces was 350 °C. In this temperature, 
the fuel droplet lifetime was about 2 s. 

5. The canola oil biodiesel fuel droplet lifetimes on the 
aluminum and steel surfaces at a temperature of 400 °C 
were 2.25 s and 1.14 s, respectively. 

6. The critical temperature point for the castor oil 
biodiesel on the steel surface (450 °C) was higher than 
that on the aluminum surface (425 °C). 
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A B S T R A C T  
 

Concerning environmental pollution issues derived from fossil energy consumption, the application of 
renewable energies plays an important role in countries, especially in their energy sector policymaking. Since 
determining the relationship between different variables and renewable energy not only has significant policy 
applications in energy sector but also is necessary in achieving sustainable development goals, this study 
assesses the impact of effective factors on the development of renewable energy consumption in Iran with 
emphasis on the role of foreign direct investment (FDI) and financial sector development (especially stock 
market development). This study applies Auto-Regressive Distributed Lag (ARDL) bounding test method over 
the period of 1978-2016. The research findings show that there is a causal relationship between foreign direct 
investment and the stock market and renewable energy consumption in Iran such that the increase of foreign 
direct investment and stock market development will increase the consumption of renewable energies in Iran. 
On the other hand, a growth in renewable energies consumption will significantly reduce CO2 emission in the 
long run. Besides, increasing FDI and stock market development will raise the economic growth of a country 
and, in return, increase CO2 emission. 

1. INTRODUCTION1 

In recent years, numerous studies have estimated the 
relationship between energy consumption and economic 
growth in Iran. Most of them have indicated that energy use 
has an important role in increasing economic activities. Apart 
from energy security, environmental issues and climate 
changes arising from massive conventional energy 
consumption (like fossil fuel) represent another challenge for 
the Iranian economy. Therefore, the focus of energy 
economists and policy-makers has moved towards the use of 
renewable energies in the production process and 
consumption rather than the use of nonrenewable energy 
sources, e.g., fossil fuels. Because renewable energies can 
meet the increasing demand for energy, they can significantly 
reduce CO2 emissions. 
   Since renewable energies are harmless in environmental 
pollution by decreasing the emission of CO2 and other 
greenhouse gasses, their consumption is not limited and, 
finally, the ever-increasing energy demand for and the 
development and expansion of renewable energies are 
necessary for the sustainable development of developing 
countries as important factors. To reduce CO2 emission, the 
consumption of renewable energies has become an important 
topic of interest among energy economists, environmental 
scientists, and policy-makers in developing countries, 
primarily due to increasing economic activities. 
   Therefore, policymakers have made an attempt to develop 
the use of these energies through different policies in Iran. 
Despite the governments’ backbreaking efforts in the 
development of renewable energies, the ratio of the 
                                                           
*Corresponding Author’s Email: m.gholizadeh@umz.ac.ir (M. Rezagholizadeh) 

consumption share of renewable energies to total energy in 
Iran is still very low. One of the most important obstacles to 
the expansion of renewable energies includes a high initial 
investment and the lack of appropriate finance in this sector. 
The deployment of the renewable energy sector is one of the 
capital-intensive sectors in each country because renewable 
energy projects need a high amount of investment before 
production. Investing in the production of these energies is the 
same as infrastructure projects such as highways, airports, 
ports, and railways. For Youngho (2016), renewable energy 
projects are more dependent on high initial investment than 
other conventional energies. They also have low rates of 
return and long payback period of capital; therefore, 
investment in these projects that demand abundant financial 
resources would be risky. Some of the economic research 
studies (e.g., Jeayoon and Kwangwoo (2016); Paramati et al. 
(2016); Li (2013); Li and Wang (2011); Brunnschweiler 
(2010)) seek to answer whether there is a significant 
relationship between the financing of renewable energy 
projects (like foreign direct investment inflow or Stock market 
development) and the deployment of these energies and also 
reduction of environmental pollution in other countries. On 
the one hand, stock market development and the entrance of 
capital flow provide investment opportunities in a commercial 
and competitive environment in a country; moreover, by 
increasing the country’s economic activities, energy demand 
will increase. On the other hand, some economic theories state 
that foreign direct investment in the host country and its stock 
market development through international finance can reduce 
the consumption of fossil fuels and affect the environment by 
financing renewable energy projects. 
   Therefore, this study argues that increasing both stock 
market developments and FDI inflows in Iranian market 

mailto:m.gholizadeh@umz.ac.ir
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economies can lead this economy to enhance the use of 
advanced technologies in clean energy production and energy 
efficiency, leading to the significant reduction of CO2 
emissions. Regarding the importance of this issue, the 
relationship between foreign direct investment and country 
financial development (stock market in particular) with 
renewable energy consumption is analyzed from 1978 to 2016 
in the Iranian economy by using economic theories and an 
econometric model in this study. To do so, time series data 
and ARDL bounding test will be used. 
   The rest of the paper is organized as follows. Following the 
presentation of the theoretical foundation and literature 
review, an appropriate empirical model will be discussed. 
Then, after data introduction and research methodology, the 
regression model will be estimated and the results will be 
analyzed. 
 
2. LITERATURE REVIEW 

Regarding the research goal, the literature review is divided 
into three parts. In the first group of studies, the relationship 
between foreign direct investment flow and energy 
consumption level and CO2 emission is considered. This 
group aims to answer whether foreign direct investment can 
be an important factor in changing energy consumption. It 
should be noted that, generally, in most of these studies, the 
positive relationship among FDI, economic growth, and 
energy consumption has been concluded. The second group of 
studies investigates the effect of financial development (stock 
market growth in particular) on energy consumption seeking 
the reaction of energy consumption against the development 
of the financial sector. The third group of studies investigates 
the effect of FDI and financial development on energy 
consumption. Some of the most important studies related to 
each group are shown in Table 1 in Appendix. The main goal 
of this research is to investigate the effective factors in 
renewable energy consumption in Iran through Foreign Direct 
Investment and stock market development as a financial 
development index from 1978 to 2016. More specifically, to 
our knowledge, no study so far has empirically investigated 
the impact of both FDI inflows and stock market development 
on renewable energy use and CO2 emissions in Iran. 
   Energy consumption trend in developed countries shows 
that despite an increase in energy consumption, fossil fuel 
consumption has decreased due to the emission of greenhouse 
gasses in recent years. According to the EIA report, the use of 
renewable energy resources is not available for all countries 
due to their high initial cost; however, developed countries 
invest in renewable energies through foreign direct investment 
and, as a result, energy production through renewable 
resources is increasing rapidly. Also, these countries attempt 
to increase their renewable energy resources and replace fossil 
fuels with them by attracting foreign investments, direct and 
indirect stock market development, energy security, and 
reducing greenhouse gasses emission (Constantini and Martini 
(2010); Inglesi-Lotz (2013)). According to that, it can be 
concluded that energy consumption – renewable energies in 
particular- can be affected by Foreign Direct Investment and 
stock market growth. 
   Renewable energy project developers need a combination of 
debt (loan) and stock investment (ownership) for a project 
building cost. A Loan is available through public markets 
(bonds) or private sector (bank loans or organization loans), 
and the stock is available by internal resources and foreign 

investors in public or private markets. Loans are less 
expensive than stocks. Therefore, developers prefer loans to 
finance the projects. Regarding technological issues, the 
financial period of renewable energies is important due to 
being capital intensive; therefore, it needs loan and stocks 
more than other plants. Some problematic factors that hinder 
alluring financial resources into renewable energies are as 
follows: 

1) Project risks: most of the financial institutes do not have 
enough experience in risk assessment of renewable 
resources. Renewable projects failure leads to a more 
difficult and expensive increase in capital. 

2) Industry size and investor attraction: the renewable 
industry is smaller than other energy sectors and 
investors are reluctant to invest in this sector. 

3) Unpredictable policies: most of the renewable projects 
are dependent on government policies (tax credits, 
subsidies, etc.). These policies are almost unpredictable 
and have a negative effect on the investment in 
renewable energies. 

   Ryan and Steven (1997) and Brunnchweiler (2010) also 
divided the problem of renewable projects finance into two 
groups: first, availability of long-run loans for renewable 
companies, related to the development of the banking system. 
Second, limited financial resources are available for 
renewable companies because they are newer and more 
expensive than fossil fuel projects. According to the 
aforementioned reasons, the development of internal financial 
sectors is a very important factor in estimating the energy 
demand growth in less developed economies. 
   In developed economies, finance is mostly done through 
debt. However, in emergent economies, this study needs a 
greater stock market investment due to the disability in debt 
presentation (Thiam and Jacqueline (2016)). Therefore, 
foreign finance is available to a greater degree in countries 
with the advanced financial market and renewable sectors, 
which are highly dependent on foreign finance. The main 
reason for developing financial markets is to facilitate the 
process of less expensive finance in projects, which are 
compatible with the environment (Jiun and Kuangwoo 
(2016)). 
   Financial development is also considered as a significant 
factor in environmental performance such that higher financial 
development provides more financial resources for 
environmental projects with low financial costs. In a 
developed financial system, technological changes have 
significant effects on energy supply and CO2 emission 
reduction. The capital market as an inseparable part of a 
financial system will react to the release of environmental 
performance information. Financial development in a country 
leads to foreign direct investment, research, and development 
that can increase economic growth level and also the 
dynamism of environmental performance (Abul and Mete 
(2011)). In most of the rural areas of developing countries, 
there is not appropriate infrastructure for renewable energy 
systems on a small scale. This lack of financial sources is one 
of the main obstacles to the application of renewable energies 
for final consumer and small entrepreneurs. 
   Commercial financial infrastructure is located mostly in 
large urban areas, and lending loan criteria to rural areas are 
limited to the needs and credits repayment opportunities. 
Finance should be cost effective for both lender and borrower 
in an appropriate time frame. Finance is not the only factor in 
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projects’ success. Product quality, repair, and maintenance to 
increase trust and trained personnel for repair and 
maintenance are also needed in project success (Derrick 
(1998)). 
   In this part of the research, we will theoretically investigate 
the role and importance of financial development in the 
growth and development of renewable energies. Theoretical 
foundations of the relationship between financial development 
and renewable technologies development analyze how the 
development of financial markets overcomes adverse selection 
and moral hazard, resulting in the reduction of foreign finance 
cost in the renewable energy sector. Regarding the objective 
of this research, theoretical foundations of the relationship 
between stock market development and energy consumption 
(in particular renewable energies) will be presented, and the 
role of the stock market in the easy availability of foreign 
finance for renewable energies sector and their development 
will be investigated. 
   Generally, financial market development will have an effect 
on energy consumption directly and indirectly: 
 
(A) Direct effect: 
In developed stock markets, information will be presented 
based on rational expectation with respect to the balanced 
stock price. Therefore, investors recognize undesirable and 
incompatible information through balanced prices (Grossman 
1976)). Besides, a quick balance of stock prices will provide 
valuable periodic information from enterprise investment 
opportunities (Hsu et al.) and gain investors’ trust through the 
lack of information balance between investors and enterprises. 
Finally, developed stock markets with valuable balanced 
prices reduce the problem of incorrect choice. On the other 
hand, liquidity and other risks in developed stock markets will 
be reduced. In undeveloped stock markets, the investor refuses 
to invest in some of the projects due to a high risk of liquidity; 
however, in the developed stock market, liquidity risk is 
decreased by the facilitation of exchanges (Levin (1997)). As 
a result, investors will tend to invest more in projects when 
they are able to sell their stocks easily. Regarding risk 
management in developed stock markets, there is the 
possibility of reducing other risks in this market, too. 
Developed stock markets encourage investors to invest in 
high-risk projects by providing risk covers and various tools 
of diversification (Levin (2005)). Therefore, in terms of direct 
effect, developing the stock market by making a healthy 
competitive environment for factories and investors has a 
significant effect on energy consumption. Therefore, by listing 
factories' stock, it provides available and excess investments 
in the stock market. This will offer opportunities to internal 
and external investors that increase the economic activities of 
a country and lead to an increase in energy demand (Parmati 
et al. (2016)). Therefore, financing renewable energies 
projects, which need lots of funds, are more possible in 
developed financial markets. Developed financial markets 
with low liquidity risk, various tools of diversification, and 
risk cover will minimize side effects derived from undesirable 
choices. 
   The development of financial markets can also have an 
effect on energy demand by increasing the household budget. 
Based on microeconomics theories, lower limitations in the 
household budget will lead to an increase in their goods and 
services consumption. Financial markets lower the household 
budget limitation by providing loans with lower interest rates. 
This is how the demand for energy devices such as 

automobile, housing, electrical devices, etc. increases, which 
consequently affects the energy consumption directly and 
gives it a rise (Sadorsky (2012)). 
   Finally, it can be said that stock market development can 
lead to the development of advanced projects and superior 
technologies like renewable energy projects. Due to the fact 
that stockholders share stock financing in case of high returns, 
there are no collateral requirements in the stock market and, 
therefore, extra stock supply will not lead to chaos and 
financial indiscipline (Brown et al. (2009)). In return, 
financing high technology enterprises, which are sensitive to 
financial indiscipline, is useful. 
 
(B) Indirect effect: 
In terms of indirect effect, stock market development can 
increase investment and economic activities through quantity 
and efficiency effect and increase the demand. Stock market 
development and more investment together with more trade 
and consumption can create a wealth effect that stimulates 
consumption and leads to an increase in applying advanced 
technologies in clean energy products and, finally, reducing 
CO2 emission significantly (Parmati et al. (2016)). 
   On the other hand, the financial market development can 
lead to an increase in energy consumption through an increase 
in investment and in economic growth. More developed 
financial markets provide enterprises with easier and less 
expensive financial resources. Enterprises expand their 
production units by hiring new staff and purchasing 
equipment and machinery. Therefore, by developing the 
financial market and reducing the cost of borrowing, 
investment activities along with the employment opportunities 
for skilled and unskilled workers will increase. This will lead 
to an increase in production and national income and, also, 
energy consumption (Kakar et al. (2011)). 
   Existing views revolve around the relationship between 
stock market development and the development of renewable 
energies technology. Under a common economic mechanism, 
in financial sectors that overcome undesirable choice and 
moral dangers, foreign financial costs decrease and developed 
stock markets make finance easier through stocks. Finally, it 
can be said that the greater development of financial markets 
can lead to the development of renewable technologies, which 
need lots of funds. Beck and Levine (2002) investigated the 
effect of financial system development (comprised of the 
stock market and credit market) on the growth and 
development of production industries, which are dependent on 
foreign finance. According to their study results, the 
development of the entire financial system will decrease the 
finance cost of production industries. 
   Despite the fact that capital is considered as the engine of 
growth and economic development, developing countries 
usually encounter with lack of investment and try to 
compensate it through foreign borrowing. However, foreign 
direct investment is now considered as an alternative to 
foreign borrowing due to the crisis derived from its repayment 
and is an instrument to achieve economic growth. Foreign 
direct investment booms economic growth by providing 
foreign investment and, as a result, affects energy 
consumption. Borensztein et al. (1998) stated that, generally, 
the addition of foreign direct investment in a healthy 
competitive environment of a country would result in 
economic growth and an increase in economic activities and 
energy consumption. 
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In every country, the consumption of renewable and non-
renewable energies is highly dependent on the level of 
economic activities and that country’s growth (Salim et al. 
(2014)) such that high economic rates will increase energy 
consumption by creating new demand. According to this fact, 
income, wealth, and households demand luxurious energy-
intensive goods increase via an increase in economic growth. 
Energy consumption is also increased through consumption 
increase in the household and transportation sector, resulting 
from the income raise in the household’s income (Barghi et al. 
(2013)). 
   In addition, an increase in economic growth will raise 
energy consumption through the booming service sector, 
transportation, and commerce, which are energy consumers 
(Medlock and Soligo (2001)). On the other hand, with 
economic growth, countries seek to improve and increase the 
efficiency of energy consumption. They will reduce the final 
cost of energy through increased effectiveness and efficiency 
of energy and, finally, lead to an increase in energy 
consumption. This is known as Rebound effect (Brookes 
(2000); Manzur et al. (2012); Medlock and Soligo (2001)). 
   On the other hand, based on Porter Theory, Foreign direct 
investment, which accelerates the host country’s economic 
growth as a production factor, will provide the host country 
with efficient technology in protecting the environment. The 
availability of clean and environmentally friendly 
technologies improves the quality of the environment and, 
therefore, it can be said that foreign direct investment 
facilitates the replacement of clean and environmentally 
friendly technology (Energy saver) with destructive and 
polluting technologies (Asghari and Rafsanjani pour (2014)). 
 
3. DATA AND METHODLOGY 

Because of the economic dependence on energy consumption 
and with respect to the lack of energy, particularly fossil fuels, 
determining the effective factors in renewable energies 
consumption has been always one of the most important 
issues between economists and politicians. Based on the 
considered theoretical foundations in the previous sector, i.e., 
the effect of foreign direct investment and stock market 
growth on energy consumption through various ways, with 
respect to previous studies (such as Sbia et al. (2014); Chang 
(2015)) and economic texts, the related model for determining 
the reaction of renewable energies consumption against 
foreign direct investment, stock price index, total energy 
consumption, CO2 emission per capita, and gross domestic 
production per capita is given as follows: 
CECt = f ( STt ,  FDIt , TECt ,  COt ,  GDPPCt)                                   (1) 

CEC: is renewable energy consumption, which is equal to 
renewable energy consumption ratio (total renewable energy 

to total energy consumption). ST: is the stock market 
development price. With respect to previous studies such as 
(Levine and Zervos (1998); Beck & Levine (2002); Hso et al. 
(2014); Jion and Kongvo (2016)), stock market investment 
GDP ratio and stock market transactions GDP ratio represent 
stock market development. According to Beck and Levin 
(2002) and Coban and Topcu (2013), by applying Principle 
Component Analysis (PCA), stock market development index, 
which is one of the sub-indices of Stock Market Capitalization 
and Stock Market Traded Value, is given as follows: 

Equityi.t=1st principal component of marketi.t
GDPi.t

×100 and markettradi.t
GDPi.t

×100   (2) 

where Marketcap: the stock market value equals the stock 
market value of the entire companies in Iran stock exchange 
market. Market trade: the total value of exchanged stocks over 
a specific period. Stock market value is the stock market size 
and exchanged stock value variable is the liquidity amount of 
market. Investment in the stock market represents the total 
size, and transaction value represents stock market liquidity. 
Stock market development index is calculated based on the 
first main component of these two variables regarding the 
covariance matrix. FDI: Foreign Direct Investment, GDPPC: 
is gross domestic product per capita, which is calculated by 
dividing GDP into country’s population. This variable has 
been used as a substitution for economic growth in various 
studies (e.g., Tou et al. (2013); Omri and Chaibi (2014); 
Fotros et al. (2013)). Installing renewable energy technology 
is dependent on not only environmental finance but also the 
economic level of each country. Economic growth has a 
positive relationship with the development of renewable 
energies. CO: is Carbon dioxide emission per capita, which 
has been calculated by dividing total CO2 into the country’s 
population as Kilogram per each person. TEC: Total Energy 
Consumption (based on Million Barrels of Crude Oil 
Equivalent). 
   Required Data for modeling has been collected from Central 
Bank Statistical sources, World Bank, Securities, Exchange 
Organization, and Energy Balance sheet in this research. 
   In order to analyze the long-run and short-run dynamic 
relationship among Foreign Direct Investment variables, stock 
price index, total energy consumption, CO2 Emission per 
capita, Gross Domestic Production per capita, and renewable 
energy consumption in Iran, Autoregressive Distributed Lag 
Bounding test method by Pesaran, Shin and Smith (2001) is 
used as the Time Series model. This method is the most 
appropriate co-integration estimation method in small samples 
(Haug (2002)). Unrestricted Error Correction Model that has 
been used in this research to investigate the long-run and 
short-run dynamic relationship between variables is as 
follows: 

 
∆ ln CEC − β1 + βCEC ln CECt−1 + βFDI ln FDIt−1 + βST ln STt−1 + βTEC ln TEC + βCO ln CCt−1 + βGDPPC ln GDPPCt−1 + ∑ βi∆ ln CECt−iP

i=1 +
∑ βj ∆ FDIt−j
q
j=0 + ∑ βk∆ ln STt−kr

k=0 + ∑ β1 ∆TECt−lu
l=0 + ∑ βm∆ ln COt−m

s
m=0 + ∑ βn ∆ln GDPPCt−nz

n=0 + µt                                                              (3) 
 

∆ ln COt = γ1 + γECE ln CECt−1 + γFDI ln FDIt−1 + γST ln STt−1 + γTCE ln TECt−1 + γCO ln COt−1 + γGDPPC ln GDPPCt−1 + ∑ γi ∆ln CECt−i
p
i=1 +

∑ γj ∆ FDIt−j
q
j=0 + ∑ γk∆ ln STt−kr

k=0 + ∑ γl ln TECt−lu
l=0 + ∑ γm∆ ln COt−m

s
m=0 + ∑ γn ∆ lnGDPPCt−nz

n=0 + µt                                                               (4) 
 

∆ ln GDPPCt = φ1 + φCEC ln CECt−1 + φFDIFDIt−1 + φST ln STt−1 + φTEC ln TECt−1 + φCO ln COt−1 + φGDPPC ln GDPPCt−1 + ∑ φi∆ ln CECt−i
p
i=1 +

∑ φj ∆ FDIt−j
q
j=0 + ∑ φk∆ ln STt−kr

k=0 + ∑ φj ∆TECt−lu
l=0 + ∑ φm∆ ln COt−m

s
m=0 + ∑ φn ∆ lnGDPPCt−nz

n=0 + µt                                                            (5) 
 
   In these equations, Δ is the difference operator and µt is the 
Error Correction component at t (time). In order to test the 
existence of Co-integration relationship between variables, 

each equation is estimated based on the significance of 
common F statistics of lagged variables coefficients in the 
model. With respect to the fact that the considered sample is 
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small, in order to distinguish co-integration, Narayan critical 
amounts will be used in this study (Narayan and Narayan 
(2005)). 
   After investigating the existence of the co-integration 
relationship between effective factors in renewable energy 
consumption, the causal relationship between model variables 

should be analyzed. Based on Granger (1969) study, in the co-
integrated variables that are of first order, Vector Error 
Correction Method (VECM) is the best method to recognize 
the causal relationship between variables (Narayan and 
Narayan (2004)). VECM model of variables to investigate the 
long-run relationship is as follows: 

 
∆ ln CECt = α01 + ∑ α11I

i=1 ∆ ln CECt−i + ∑ α22m
j=1 ∆ FDIt−j + ∑ α33n

k=1 ∆ ln STt−k + ∑ α44o
l=1 ∆TECt−1 + ∑ α55n

m=1 ∆ ln COt−k + ∑ α66o
n=1 ∆GDPPCt−1 +

ƞ1ECTt−1 + µt                                                                                                                                                                                                                (6) 
 
where Δ is the difference operator and µit is the model’s 
residual component with normal and independence 
distribution. 
 
4. RESULTS AND DISCUSSION 

4.1. Stationary test of variables 

This study starts the investigation by checking the order of 
integration for variables included in the model. This step is 
necessary because the tabulated critical value bounds in 
bounds testing can be only applicable to I (0) and I (1) 
variables. To determine the order of integration, this study 

applies Dickey-Fuller Generalised Least Square tests and unit 
root test with structural breaks including Ng-Perron Unit Root 
Test and reports the test results for the intercept-and-trend 
case in Table 1. 
   Based on the results of Unit Root Tests, all variables are 
stationary considering intercept and time trend at the level or 
by one difference. Therefore, there would not be any concerns 
about the unreliability of Pesaran F statistics, and the research 
models can be estimated and analyzed through the ARDL 
Bounding Test. 

 
Table 1. Unit root test results. 

Variable 
Ng-Perron test DF-GLS test 

Optimum 
lag MZa MZt MSB MPT Integration 

degree 
DF-GLS 
statistic 

Optimum 
lag 

Integration 
degree 

Renewable Energy 
Consumption (CEC) 0 -1.3653 -0.477 0.34992 10.5398* I(0) -6.4413* 1 I(1) 

Foreign Direct 
Investment (FDI) 0 -0.4415 -0.412 0.93372 162.142* I(0) -5.7158* 1 I(1) 

Stock Index (ST) 0 0.1289 0.8921 6.91937 243.03 I(0) -2.164780* 0 I(0) 
Total Energy 

Consumption (TEC) 0 -3.314 -0.977 0.29504 7.15026* I(0) -1.797973* 0 I(0) 

CO2 Emission (CO) 0 0.8276 0.6171 0.74561 40.3379* I(0) -3.547831* 0 I(0) 
Gross Domestic 

Production Per Capita 
(GDPPC) 

0 -0.781 -0.480 0.61441 21.2916* I(0) -
2.325043** 0 I(0) 

Source: Author’s calculations. The * and ** denote rejection of the null at 1 % and 5 % levels, respectively. 
 
4.2. Determining optimum lags, co-integration test 
result and other diagnostic statistics 

After conducting stationary test and making sure that all of 
our selected variables are integrated at either I(0) or I(1), in 
this section, in order to assure the stability of each model, this 
study begins with identifying optimal lag structure and 
choosing Co-integration test between variables and other 
diagnostic tests. The results of co-integration test, which is 
presented in the third column, are based on the long-run 
relationship between renewable energy consumption and 
Foreign Direct Investment, Stock market growth, total energy 
consumption, CO2 Emission, and Gross domestic production, 
and indicate that the co-integration relationship between 
variables is confirmed based on various equations and is 
significant at a 1 % level based on Pesaran Bounding test. 
Other tables’ columns represent model diagnostic statistics in 
order to investigate the classic assumptions and validity of 
estimated models. The diagnostic tests indicate that all 
Equations are correctly specified, and all Gaussian errors are 
normally distributed, homoscedastic, and not serially 
correlated. 
 

4.3. Estimation of long-run and short-run coefficients 

Table 3 shows the short-run and long-run causal relationship 
from foreign direct investment, stock market development 
index, total energy consumption, carbon dioxide emission, and 
gross domestic production to renewable energy consumption 
in Iran. As can be observed from the table, the coefficient of 
foreign direct investment in the short run is 0.024 and 
statistically significant. According to this estimation, a one 
percent increase in FDI leads to a 0.02 % increase in the 
consumption of renewable energies. The estimation of long-
run coefficients in this equation indicates that FDI has a 
positive and significant impact on renewable energy 
consumption in the long run in Iran so it can be inferred that 
an increase in FDI in Iran will result in energy consumption 
increase in both short-run and long-run terms. Increasing FDI 
through clean and environmentally friendly technology 
replacement with destructive and pollutant technology can 
lead to an increase in clean energy consumption. 
   The Coefficient of stock market development is positive and 
equal to 0.019, which is statistically insignificant in the short 
run, but as it can be observed, lagged stock market 
development variable has a positive and significant effect on 
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renewable energy consumption. On the other hand, the 
estimation of long-run coefficients in this equation represents 
that stock market growth has had a positive and significant 
effect on energy consumption in this country over the research 
period. Financial market development increases investment 

activities and expands employment opportunities for skilled 
and unskilled workers by decreasing the cost of borrowing, 
resulting in an increase in production and national income and 
high energy consumption. 

 
Table 2. Results of ARDL co-integration test and other diagnostic tests. 

Estimated model Optimum lag 
length 

Pesaran F 
statistic 

Normality 
test 

ARCH test 
statistic LM test Reset test DW-

statistic F-stat Adjusted 
R-squared 

FCEC(LCEC/FDI,LST,LTEC,
LCO,LGDPPC) (2,4,1,4,4,1) 21.56* 0.09 

(0.9517) 
0.48 

(0.9314) 
2.59 

(0.1196) 
7.22 

(0.0797) 2.61 2895.46* 0.99 

FGDPPC(LGDPPC/LCEC,FDI,
LST,LTEC,LCO) (3,3,2,2,0,1) 7.65* 1.09 

(0.5772) 
0.64 

(0.8061) 
2.32 

(0.1280) 
0.75 

(0.3959) 2.22 425.428* 0.99 

FCO(LCO/LCEC, 
FDI,LST,LTEC,LGDPPC) (4,3,4,4,2,3) 5.52* 1.39 

(0.4980) 
0.63 

(0.8222) 
1.14 

(0.3706) 
6.33 

(0.1360) 2.55 716.154* 0.99 

The optimal lag structure of the ARDL model is determined by AIC. The asterisks * and ** denote significance at 1 % and 5 % levels, 
respectively. The Normality, LM, ARCH, and RESET tests represent the normality test, the Breusch-Godfrey Lagrange multiplier test, the 
autoregressive conditional heteroscedastic Lagrange multiplier test, and the Ramsey specification test, respectively. F-stat indicates Fisher F test 
to determine the significance of all variables in the model. The figures in parenthesis represent the probability of diagnostic tests. 

 
 

Table 3. The ARDL long-run and short-run estimates. 

Dependent variable: log of renewable energy consumption (Causality from stock market growth, foreign direct 
investment, CO2 emission, total energy consumption and gross domestic production to renewable energy consumption). 

Short-run coefficient estimates 
Variables Coefficient Standard error deviation T statistic Probability 

D(LCEC(-1)) 0/7423 0/0818 9/0671 0/0000 
D(LST) 0.0199 0.0097 0.0561 0.0284 

D(LST (-1)) 0.2160 0.0180 11.9727 0.0000 
D(LST (-2)) 0.1452 0.0166 8.7000 0.0000 
D(LST (-3)) 0.1032 0.0124 8.2997 0.0000 

D(FDI) 0.0245 0.0059 4.1388 0.0012 
D(LCO) 0.2817 0.1804 1.5612 0.0839 

D(LCO(-1)) 0.0093 0.0677 0.1376 0.8927 
D(LCO(-2)) 0.1361 0.0726 1.8740 0.0836 
D(LCO(-3)) -0.6987 0.0612 -11.4145 0.0000 
D(LTEC) 0.04922 0.01456 3.3786 0.0036 

D(LTEC(-1)) -1.4805 0.1402 -10.5582 0.0000 
D(LTEC(-2)) -0.6524 0.0974 -6.6925 0.0000 
D(LTEC(-3)) -0.1714 0.1092 -1.5699 0.1404 

D(LGDP) 0.0036 0.0214 0.1709 0.8669 
CointEq(-1) -0.4421 0.0903 -4.8939 0.0020 

 

Cointeq = LCEC - (-0.1913*LST1 + 0.0079*LFDI2 -0.1924*LCO +0.0237*LTEC +0. 0568*LGDP -1.5696) 
Long-run coefficient estimates 

Variables Coefficient Standard error deviation T statistic probability 
LST -0.1912 0.0530 -3.6031 0.0032 
FDI 0.0079 0.0040 1.9550 0.0724 
LCO 0.1924 0.0879 -2.1878 0.0259 
LTEC 0.0236 0.0088 2.6697 0.0203 
LGDP 0.0568 0.0202 2.8118 0.0180 

constant -1.5695 0.4442 -3.5331 0.0034 
 
   According to the results, the coefficient of Co emission in 
the short run is 0.281, which is statistically insignificant. On 
the other hand, this coefficient in the long run is equal to -
0.192, which is statistically significant and indicates that a one 
percent decrease in CO2 emission in the long run will lead to a 
0.192 % increase in renewable energy consumption, which 
shows the relatively high impact of this variable on energy 
consumption in the country. In other words, the coefficient of 
this variable indicates that by decreasing the emission of 
greenhouse gasses, renewable energy sources will increase 
and gradually become the alternative to fossil fuels and non-
renewable energies. 

   According to the results, the coefficients of total energy 
consumption in the short and long run are 0.049 and 0.023, 
respectively, which are statistically at a high level of 
significance. The positive coefficients indicate that total 
energy consumption in the country has a positive and 
significant effect on renewable energy consumption. As can 
be seen from the table, economic growth has positive, but 
insignificant, effect on renewable energy consumption in the 
short run, while the coefficient of this variable in the long run 
is 0.056 and statistically significant. It is implied that 
renewable energy consumption is dependent on the level of 
economic activities and its growth in the country such that 
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high economic growth rates will increase energy consumption 
and clean energy consumption by creating new demands. 
   ECT coefficient is –0.442 and significant at all conventional 
levels, corroborating the established cointegration relationship 
between underlying variables. It is also implied that a 44.2 % 
change in renewable energy consumption is corrected by 
deviations in the short run towards the long-run equilibrium 
path. 
   The causal relationship from renewable energy 
consumption, total energy consumption, foreign direct 
investment, stock market development index, and CO2 
emission to the log of gross domestic product per capita (as an 
index for economic growth) is presented in Table 4. The 

results of the long-run elasticity of gross domestic products in 
the table indicate that renewable energy consumption, total 
energy consumption, foreign direct investment, and stock 
market index growth have a positive and significant effect on 
GDP and lead to more economic growth in Iran, while CO 
emission has a negative and significant effect on GDP. 
According to these results, a one percent increase in 
renewable energy consumption, total energy consumption, 
FDI, and stock market development will lead to increasing 
GDP for 0.337, 0.231, 0.17, and 0.417 percents, respectively, 
and a one percent decrease in CO2 emission will lead to a 
0.428 percent increase in GDP. 

 
Table 4. The ARDL long-run and short-run estimates. 

Dependent variable: log of gross domestic production (causality from stock market growth, foreign direct investment, CO emission, total 
energy consumption, and renewable energy consumption to gross domestic production). 

Short-run coefficient estimates 
Variables Coefficient Standard error deviation T statistic Probability 

D(LGDP(-1)) 0/3942 0/0921 4/2788 0/0004 
D(LGDP(-2)) -0.1765 0.0960 -1.8378 0.0818 

D(LST) 0.3323 0.0461 7.1998 0.0000 
D(LST (-1)) 0.4630 0.0812 5.7019 0.0000 
D(LST (-2)) 0.1340 0.0601 2.2264 0.0383 

D(FDI) 0.1104 0.0353 3.1301 0.0055 
D(FDI (-1)) 0.1820 0.0384 4.7384 0.0001 
D(LCEC) 0.3697 0.2785 1.3275 0.2001 

D(LCEC(-1)) 0.7031 0.3469 2.0267 0.0001 
D(LTEC) 0.0828 0.5846 0.1416 0.0796 
D(LCO) -0.7599 0.2869 -2.6483 0.0000 

CointEq(-1) -0.6546 0.0774 -8.4553 0.0000 
 

Cointeq = LGDP - (0.4177*LST1 +0.1701*LFDI2 +0.3373*LCEC +0.2312*LTEC – 0.4288*LCO -5.5286) 
Long-run coefficient estimates 

Variables Coefficient Standard error deviation T statistic Probability 
LST 0.4176 0.1747 2.3896 0.0000 
FDI 0.1700 0.0557 3.0516 0.0066 

LCEC 0.3373 0.1449 2.3264 0.0018 
LTEC 0.2312 0.1137 2.0325 0.0498 
LCO -0.4287 0.1201 -3.5675 0.0000 

constant -5.5285 2.3242 -2.3786 0.0000 
 
   Table 5 shows the result of a causal relationship of 
renewable energy consumption, total energy consumption, 
foreign direct investment, stock market index, and economic 
growth and CO emission. The results indicate that an increase 
in clean energy consumption in the long run significantly 
reduces Carbon emission, because an increasing share of this 
energy in total energy consumption has a negative effect on 
greenhouse gasses emission and will result in a considerable 
reduction in CO2 emission. On the other hand, the results 
show that an increase in economic growth, foreign direct 
investment, and stock market development has a positive and 
significant relationship with CO2 emission because, by 
increasing these variables, economic activities will increase 
and, finally, CO2 emission will be increased. The results also 
indicate that the effect of total energy consumption on CO2 
emission is positive in the long run and is statistically 
significant. 
 
5. CONCLUSIONS 

With respect to the importance of investigating the 
relationship between financing renewable energy projects 
(such as foreign direct investments inflow or stock market 
development) and deployment of renewable and clean energy 

use, the current study analyzed the relationship between 
foreign direct investment and financial development 
(particularly stock market) with renewable energy 
consumption based on existing  economic theories and an 
econometric model from 1978-2016 in Iran. 
   In order to analyze that, this study used time series data and 
ARDL Bounding test method. The results showed that there 
was a causal relationship of foreign direct investment and 
stock market and renewable energy consumption in Iran, such 
that an increase in foreign investment and stock market 
development led to an increase in the consumption of these 
kinds of energies in the country. On the other hand, an 
increase in them in the long run significantly decreases CO2 
emission, increases foreign direct investment, stock market 
development, and economic growth of the country and, in 
return, it will increase CO2 emission. FDI inflows and stock 
market developments substantially increased the economic 
activities and, therefore, led to the increasing demand for 
energy on the one hand and emittance of more CO2 into the 
atmosphere on the other hand. As a result, to reduce CO2 
emissions and maintain the level of economic activities, the 
only possible way is increasing the share of clean and 
renewable energy in total energy consumption and the 
adaptation of modern (green) technologies. 
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Table 5. The ARDL long-run and short-run estimates. 

Dependent variable: log of CO2 emission (Causality from renewable energy consumption, stock market growth, foreign direct investment, total 
energy consumption, and gross domestic production to carbon emission). 

Short-run coefficient estimates 
Variables Coefficient Standard error deviation T statistic Probability 

D(LCO(-1)) 0.2019 0.0963 2.0961 0.0285 
D(LCO(-2)) -0.1415 0.1074 -1.3171 0.2203 
D(LCO(-3)) 0.5381 0.0968 5.5559 0.0004 

D(LST) 0.0935 0.0119 7.8122 0.0000 
D(LST (-1)) 0.1528 0.0238 6.4179 0.0001 
D(LST (-2)) 0.0555 0.0183 3.0296 0.0143 

D(FDI) 0.0172 0.0121 1.4219 0.1887 
D(FDI (-1)) 0.0572 0.0196 2.9105 0.0202 
D(FDI (-2)) 0.0057 0.0112 2.5074 0.6240 

D(LFDI2(-3)) 0.0423 0.0118 3.5710 0.0114 
D(LCEC) -0.4457 0.1107 -4.0251 0.0050 

D(LCEC(-1)) -0.9415 0.1432 -6.5707 0.0001 
D(LCEC(-2)) -0.1616 0.1149 -1.4065 0.1931 
D(LCEC(-3)) -0.2609 0.0795 -3.2810 0.0095 

D(LTEC) 0.4967 0.1766 2.8119 0.0213 
D(LTEC(-1)) 0.9270 0.1735 5.3422 0.0005 

D(LGDP) 0.1521 0.0250 6.0801 0.0002 
D(LGDP(-1)) 0.1214 0.0271 4.4772 0.0015 
D(LGDP(-2)) 0.1104 0.0232 4.7540 0.0010 
CointEq(-1) -0.6576 0.0819 -8.0261 0.0000 

 

Cointeq = LCO - (0.0424*LST1 + 0.0601*LFDI2 -0.0299*LCEC+0.1042*LTEC + 0.2899*LGDP + 18.4379) 
Long-run coefficient estimates 

Variables Coefficient Standard error deviation T statistic Probability 
LST 0.0424 0.0197 2.1484 0.0260 
LFDI 0.0600 0.0277 2.1679 0.0268 
LCEC -0.0299 0.0093 -3.2002 0.0184 
LTEC 0.1041 0.0385 0.6991 0.0247 
LGDP 0.2898 0.0451 6.4196 0.0001 

constant 18.4379 2.9914 6.1635 0.0002 
 
Regarding the research findings, more foreign direct 
investments inflow and stock market development in Iran can 
lead to an increase in clean energy consumption and a 
decrease in the emission of pollutant gasses through the 
replacement of clean and environmentally friendly 
technologies with pollutant technologies; therefore, there 
should be regular policy makings regarding investment in 
renewable energies. On the other hand, findings show that 
increasing foreign direct investment and stock market 
development will increase economic activities and, finally, 
result in an increase in CO2 emission. It also should be noted 
that a country’s policymakers should orient investments and 

the benefits derived from stock market development toward 
financing renewable projects; furthermore, they should place 
the priorities of financial institutions on these projects and, 
finally, encourage the private sector to invest in this sector. 
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APPENDICES 

 
Table 1. Summary of previous studies. 

The first group of empirical studies: the relationship between foreign direct investment flow with energy consumption and CO2 
Emission. 

Author/Authors Country and 
time period Methodology Research findings 

Ben Jebli, M. et al. 
(2019) 

USA 
1995-2010 Granger causality test 

Short-run Granger causality tests illustrate positive relationship 
between variables. In the long run, bidirectional causality between 
renewable energy, tourism, FDI, trade, and CO2 emissions should be 
considered. 

Khandker, L.L. et 
al. (2018) 

Bangladesh 
1980-2015 

Johansen's cointegration 
and Granger causality 

test 

Johansen's cointegration test confirms that variables are cointegrated in 
the long run and Granger causality test reveals that there is a 
bidirectional causality between variables of interest. Through Vector 
Error Correction Model (VECM) found no causality between the 
variables in the short run. 

https://www.researchgate.net/profile/Lamia_Khandker2
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Ghazouani, T. 
(2018) 

MENA 
1990-2015 ARDL 

The long run analysis found the evidence of cointegraion for all of the 
MENA coteries Variables. The short-run Granger-causality reveals 
varied nature of direction of causality between Foreign direct 
investment, Renewable energy consumption, and economic growth 
and that is different among countries. 

Chor, F.T. and Bee, 
W.T. (2015) 

Vietnam 
1976–2009 Granger causality test There is a long-run balance between energy consumption, income, 

foreign direct investment, and CO2 emission. 

Sbia, R. et al. 
(2014) 

UAE 
1975-2011 

Autoregressive distribute 
lag model (ARDL) and 
Vector Error correction 

model (VECM ) 

There is a Mutual Causality relationship between foreign direct 
investment and clean energy consumption in UAE economics. Also, 
clean energy and economic growth have a positive and significant 
effect on energy consumption. 

Hsiago, T.P. and 
Chung, M.T. 

(2011) 

Brazil, Russia, 
India and China 

1980-2007 

Panel cointegration test 
and Granger causality 

test 

In long-run balance, CO2 emission is elastic with energy consumption 
and not elastic on FDI. There is a long-run and short-run mutual 
causality relationship between FDI and energy consumption, CO2 
emission, and GDP. 

Asadpour and 
Eskruchi (2016) 1977-2013 

Vector Autoregressive 
(VAR) and Vector Error 

Correction (VEC) 

There is a positive relationship between FDI, trade openness, CO2 
emission, and economic growth with energy demand. 

Sadeghi et al. 
(2013) 

Iran 
1981-2008 Toda – Yamamoto test The causality relationship between CO2 emission and GDP is not 

confirmed. 

Barghi et al. (2013) D8 countries 
1990-2010 

Generalized method of 
moments 

Variables have a positive and significant relationship between CO2 
emission and other variables except for FDI. 

The second group of empirical studies: the effect of financial development (stock market in particular) on energy consumption. 

Researcher name Country and 
time period Research method Research findings 

Shujing, Sh. et al. 
(2019)  

21 transitional 
countries 

2006-2015 
Panel data 

Stock markets development led to decreased energy consumption in 
China and Poland. Financial openness development reduced energy 
use except in Georgia and the Kygyz Republic. 

Gomez, M. and 
Rodriguez, C.J. 

(2019) 

USA 
1971-2015 Panel data 

There is a positive relationship between GDP and EC, while there is a 
negative relationship among FD, CPI, URB, and TO and Energy 
Consumption. 

Saini, S. and Nego, 
Y. (2018) 

India 
1978-2014 Granger causality test 

There is no long-run causality between the variables, but there exists 
bi-directional short-run causality relationship between financial 
development and energy consumption in India. 

Jeayoon and 
Kwangwoo (2016) 

30 countries 
2000-2013 Tobin panel model 

With respect to the results, renewable energy sectors need foreign 
finance and developed financial market strongly. In countries with 
developed financial markets, renewable energies have been more 
developed. 

Suh, C.C. (2015) 

53 countries 
(countries with 
low and high 

income) 
1999-2008 

Threshold panel 
regression 

Stock market development- as a financial development factor- in 
emergent economics with high income leads to an increase in energy 
consumption. 

Serap, C. and Mert, 
T. (2013) 

27 of European 
Union countries 

1990-2011 
GMM model 

Financial development leads to an increase in energy consumption in 
these countries regardless of its source whether it derives from bank 
sector or stock market. 

Sadorsky (2011) 
9 European 
countries 

1996-2006 
Dynamic panel Demand Only stock market turnover has a positive and significant effect on 

energy consumption. 

Zhang, Y.J. et al. 
(2011) 1992- 2009 Granger causality test There is a unilateral causality relationship between stock market 

development and energy consumption. 

Farazmand et al. 
(2016) 

Iran 
1977-2010 

Unbound Error 
correction model 

(UECM) and Toda- 
Yamamoto Granger 

causality test 

Financial development indices such as allocated credit to private 
sector- GDP ratio, Cash, traded stocks to stock market total trades ratio 
and economic growth have a long-run relationship with energy 
consumption and also unilateral causality relationship from financial 
development and economic growth to energy consumption. 

Oladi et al. (2013) Iran 
1981-2008 ARDL model There is a positive and significant statistical relationship between 

financial development and energy demand. 
Ebrahimi and Al 
morad Jabdarghi 

(2013) 

D8 countries 
1988-2008 Panel data pattern Financial market development has a positive and significant effect on 

energy consumption. 

The third group of empirical studies: investigation of simultaneous effect of FDI and stock market development on energy 
consumption. 

https://www.sciencedirect.com/topics/earth-and-planetary-sciences/market-development
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Researcher name Country and 
time period Research method Research findings 

Razmi, S.F. et al. 
(2020) 

Iran 
1990-2014 ARDL 

Growth rate significantly affects total hydropower, wind, solar, and 
nuclear energies in both the short and long run, although it is only 
significant in the short run for combustible renewable and waste 
energies. Neither type of renewable energy consumption affects 
growth in either the short or long run. 

Kutan, A.M. et al. 
(2018) 

Brazil, China, 
India, and South 

Africa 
1990-2012 

panel Renewable energy consumption helps to mitigate the growth of CO2 
emissions and promotes economic development. 

Paramati, R.S. et 
al. (2016) 

20 emergent 
economics 
1991- 2012 

Heterogeneity test panel 

Economic production, FDI, and stock market development have a 
positive and significant effect on clean energy consumption and, in the 
short run, there is a unilateral causality relationship between FDI and 
clean energy consumption. 
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A B S T R A C T  
 

Drought is considered as a destructive disaster that can have irreversible effects on different aspects of life. In 
this study, artificial neural network was used as a powerful means of modeling nonlinear and indefinite 
processes in order to simulate drought intensities at 7 synoptic stations of Khorasan Razavi from more than 35 
years ago up to the year 2014. Input data were the calculations of the two indicators of PNPI and SPI by DIC 
software, and the output layer (drought intensity) was taken to the Matlab software and employed as the 
teaching data (from 25 years), experiment (from 5 years), and validation (from another 5 years). The 3-9-1 
structure of the network of layers had the maximum accuracy with the error rate of less than 2 % and high 
correlation (more than 90 %). After trial and error for each station through sigmoid stimulation function in the 
Perceptron network, it was observed that the stations of Mashhad and Quchan had the minimum error and the 
maximum error was related to the station of Neyshabur. The results of comparisons and observations showed 
that the artificial neural network had high efficiency in simulation of the data. The obtained correlation amount 
of 0.999 for the base station represented the small error of the model in prediction. Drought forecasting was 
performed in this study by the trained algorithm in the artificial neural network without using the observation 
data. The results showed that rainfall, temperature, and speed models had a positive role in forecasting the 
provinces that would experience drought. Due to its lower amount of error, SPI indicator was selected for 
mapping, the findings of which showed that the highest drought intensity belonged to the near normal to 
normal wet lands. 

1. INTRODUCTION1 

Forecasting the atmospheric processes in the planning and 
management of water resources is of high importance, 
especially in arid and semi-arid areas. In recent decades, most 
researchers have adopted multivariate regression and 
geostatistical models such as auto-regressive moving average 
and auto-regressive integrated moving average in the 
prediction and modeling of meteorological and hydrologic 
processes as well as characterization of flood and drought [1-
3]. Decrease in atmospheric precipitation is the main reason of 
agricultural and hydrological drought, which in turn leads to 
increase in the evaporation of surface waters [4]. Most of the 
applied models in the literature enter the considered 
parameters into decision-making processes in a linear form, 
and they often cannot analyze complex climate and hydrology 
issues properly. Hence, it is necessary to introduce more 
efficient models to predict non-linear and complex 
phenomena [5]. For this reason, experts and scientists of 
hydrology and other related fields have intended to develop 
appropriate models for predicting when different hydrological 
events occur. Emergence of robust theories like phase 
algorithm and nervous network has brought a revolution in 
analyzing the behavior of dynamic systems in different 
scientific areas associated with the water issues. These 
methods are nowadays used for the prediction of 
meteorological parameters to attenuate the possibility of 
                                                           
*Corresponding Author’s Email: mh.jahangir@ut.ac.ir (M.H. Jahangir) 

human error, increase precision, and reduce the limitations of 
massive amounts of data and computations. One of the 
common methods for the prediction of meteorological 
parameters is artificial neural networks, which are powerful 
and flexible tools independent of the dynamic model system. 
It is an intelligent method that has improved the recognition 
and prediction of important parameters with widespread 
application to different forecasting fields comprising complex 
processes. The major superiorities of the method are the 
ability to learn, extensible distribution of information, parallel 
processing, and durability [6]. Also, artificial neural networks 
have great modelling capabilities that can be applied to the 
forecasting of climate and hydrological issues, especially 
when the adopted network is able to extract the governing law 
of data, even confusing data [7]. 
   Many research studies have recently been conducted dealing 
with the prediction of river flow, rainfall-runoff modeling, and 
estimation of hydrologic parameters using neural networks 
and, in most cases, they have been proven effective in 
predicting and stimulating hydrologic parameters [8-11]. 
Some studies have aimed to forecast drought cycle and 
simulate climate elements using dynamic structures and 
develop models through artificial neural networks, e.g., the 
research conducted by Krisbo & Mooma (2003) in Spain [5] 

and those on Kanchoos river basin in Mexico [12], Kanabatis 
river basin in the east of India and Kamilo (2008), and 
Altotachos river basin. In Iran, different research studies have 
also addressed draught by adopting artificial neural networks 
and large-scale climate signals [13]. The obtained results of 
the neural models have shown that during the warm-phase 



M.H. Jahangir et al. / JREE:  Vol. 7, No. 2, (Spring 2020)   19-26 
 

20 

ENSO and negative-phase NAO, the country experiences wet 
conditions and, during the cold-phase ENSO and positive 
NAO, drought occurs. Afkhami et al. [14] intended to forecast 
draught in the synopsis station of Yazd using two regression 
models of RN and TLRN from dynamic structures of artificial 
neural network. The results of their study showed that TLRN 
was more efficient than other models in the simulation of the 
draught phenomenon. Farahmand et al. [15] evaluated the 
annual amount of rainfall using meteorological parameters 
with the aid of the artificial neural network. The results 
showed that artificial neural networks had high efficiency in 
forecasting the annual rainfall amount with acceptable 
precision. Also, the best perceptron model was three-layer 
neural network, which comprised three neurons in the medial 
layer. Ultimately, effective parameters for forecasting rainfall 
in the next month were determined heating degree day with 
the base of 21°C and average maximum moisture. In another 
study [16], artificial neural network was utilized for the 
simulation of climate elements and forecasting of the drought 
cycles in 20 meteorological stations of Esfahan. The results 
showed that in the patterns, maximum temperature, water 
flow, and rainfall had a positive role in forecasting draught in 
Esfahan province, and applying artificial neural networks 
could lead to the forecast of drought cycle in the province 
with above 95 % of precision. Nasri [17] utilized artificial 
neural network in risk forecast and management and found it a 
robust model in the prediction of flood and drought. Rezaeian-
Zadeh & Tabari [18] showed precision of this method with the 
minimum amount of error in forecasting the conditions of 
different climate zones. Afkhami et al. [19] applied artificial 
neural networks to 13 climatology stations and one synoptic 
station in Yazd zone. The obtained results indicated 
significant flexibility of the artificial neural networks, which 
made the method an appropriate tool for modeling with log 
data. 
   In this research, first, precision of the artificial neural 
network in the simulation and forecasting of drought in the 
climate of Khorasan Razavi is evaluated and compared with 

other results. Then, after ensuring enough precision and low 
error of the method in simulation, draught forecasting will be 
done for the years lacking statistics and with regard to some 
climate parameters. Finally, mapping will be carried out for 
the province by selecting the indicator with the highest 
precision. 
 
2. MATERIALS AND METHODS 

Artificial neural network was adopted in order to simulate the 
climate elements and determine draught intensity by using SPI 
and PNPI indicators in synoptic stations of Khorasan Razavi 
and meteorological information from 1980 to 2014 (35 years) 
on annual time scale. After determining input data (in three 
layers of average annual rainfall, average annual temperature, 
and average annual wind speed), target data (obtained by the 
calculation of the two indicators of PNPI and SPI), and output 
layer (draught intensity) by the software, 75 % of the 
information was used as the teaching data, 15 % for testing, 
and the rest 15 % for validation. A summary of the neural 
network structure and neurons is given in Table 2 in terms of 
RMSE (correlation coefficient). Finally, mapping of the zones 
was performed in terms of the selected indicators. 
 
2.1. Studied zone 

Khorasan Razavi province with 14864/118 km2 of area is the 
fourth largest province in Iran located in the north east of the 
country. The population of the province is 5999529 and it is 
located at 36.321247°N 59.532639°E. The climate of this 
province is arid and semi-arid. The highest point of this 
province is located on Mount Binalud in the northern areas of 
Neyshabur with 3211 meters of elevation, and the lowest point 
of the province is Sarakhs with 300 meters of elevation on the 
borders of Iran and Turkmenistan. The average annual rainfall 
of Khorasan Razavi is 102 millimeters [20]. The position of 
the province and information about some of the stations are 
brought in Table 1 and Figure 1. 

 

 
Figure 1. Position of Khorasan Razavi province in Iran and some stations. 
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Table 1. Characteristics of the studied stations in the province [ Source: weather.com]. 

Station Geographical location Elevation (m) 

Mashhad 16´ N 36° و   E 59° 38´ 999.2 

Sarakhs N 32´ 36° و   E 61° 10´ 235.0 

Quchan N 4´ 37° و   E 30´ 58° 1287.0 

Sabzevar N 12´ 36° و   E 39´ 57° 972.0 

Turbat-jam N 16´ 35° و   E 13´ 59° 1450.0 

Kashmar N 12´ 35° و   E 28´ 58° 1109.7 

Neyshabur N 16´ 36° و   E °48´ 58 1213.0 

 
2.2. The mathematical theory of neural networks 

The mathematical theory of neural networks is in fact a 
simplified model of information processing pattern in human 
brain. It enables preforming processes and finding the favorite 
non-linear combination for the relation between input and 
output of each system. Also, through learning process, this 
network is trained with the available data to perform the future 
forecasting. Neurons in the neural network are very simplified 
representations of biological neurons with lower abilities 
(Figure 2). In fact, artificial neural network is a mathematical 
model with the ability of modeling and development of non-
linear relations for interpolation. 

 

 
Figure 2. A schematic of the Multi-Layer Perceptron (MLP) neural 

network [Source: MSc thesis of the author, 2016]. 
 
   Generally, every neural network consists of three layers. 
The first layer, namely the input layer, includes a few neurons, 
which in this study is devoted to average annual rainfall, 
average annual temperature, and average annual wind speed. 
The hidden layers include a few variable neurons, the optimal 
number of which is determined by examination and repetition 
for making the minimum error in terms of, e.g., RME. 
Efficiency of the neural network highly depends on 
appropriate selection of the number of neurons in the hidden 
layer. The last layer, i.e., output layer, is used to properly 
output the functions for increasing the speed of the network. 
 
2.3. Architecture of the multi-layer neural network 

In many extremely complicated mathematical problems that 
require complicated non-linear equations, a multilayer 
perceptron network can be simply used by defining weights 
and appropriate functions. Depending on the type of problem 
in neurons, various activation functions can be used. 
Demonstrating proximate hypothesis, Hernick and others 

suggested that a novel neural network with a sigmoidal hidden 
layer and a linear output layer could predict each complicated 
mapping with a proximate degree of accuracy. This 
hypothesis involves the minimum number of hidden layers 
and, hence, it significantly decreases complexity of the model 
[21]. In recent years, several general raters have been 
proposed, e.g., Multi-Layered Perceptron (MLP) in which 
enough neurons can be considered. MLP is able to estimate an 
appropriate proximate for each function and use the available 
information in large numeral sets. It should be noted that, in 
general, one cannot suggest any appropriate number of 
neurons for the medial layer and this choice should be made 
by trial and error. In this research, three-layer network 
perceptron is considered by the training algorithm after 
emission of error. 
 
2.4. Design stages and running of the neural network 

To run the neural network, the following steps should be 
taken: 

• Collecting and pre-processing the required data for the 
intended neural network. 

• Determination of the appropriate type and structure of 
neural network and developing a network with high 
efficiency. 

• Testing the network by a portion of the collected data 
(stage of training). 

• Examination of the trained network by the rest of the data 
(examination level). 

• Saving the network if the result of examination is 
acceptable; otherwise, repeating steps 2 to 4. 

   General characteristics of the studied neural network in 
forecasting the variation of draught are given in the following. 
Since certain laws are not available, several structures are 
required for training and designing the neural network in this 
study. Choosing data for meta-measurement different from 
those for training or learning of the artificial neural network, 
simultaneously, can help us take steps more confidently than 
when the developed models are not pre-trained [22, 23]. In 
this study, Multi-Layer Perceptron (MLP) network is used 
with Back Propagation (BP) and Levenberg-Marquardt (LM) 
learning tech. The effects of changes in parameters are 
surveyed in many repetitions and the coefficients with better 
results for training the network in the modelling are 
introduced. In order to simulate the climate elements and 
determine draught intensity, the two indicators of PNPI and 
SPI are employed. 
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For the synoptic situations of Khorasan Razavi province, 
meteorological information from 1980 to 2014 (35 years) was 
employed on an annual time scale. After determining input 
data (in three layers of average annual rainfall, average annual 
temperature, and average annual wind speed), target data 
(obtained by calculating the two indicators of PNPI and SPI 
through DIC software), and output layer (draught intensity) 
and normalizing them, information from 25 years was utilized 
for training, 5 years for examination, and the rest 5 years for 
validation. Finally, mapping of the present situation was 
carried out for zone evaluation measurements of the neural 
network. 
 
2.5. Neural network performance evaluation criteria 

To evaluate and compare the obtained results by the applied 
models and methods in this research, two measures, namely 
root mean square error in Equation (1) and correlation 
coefficient (random error (R2)) in Equation (2), are employed 
as follows: 

RMSE =  �
∑ (obv − pr)2N
i=1

N  (1) 

R2 =
∑ (obv − abv�����)N
i=1

∑ (pr − obv�����)2N
i=1

 (2) 

   In the above relations: abv is the observed values, abv����� is 
average observed value, pr is pre-estimated values of network 

models and N shows the number of total data of each stage of 
training data and examination data. The closer the value of 
RMSE to 0 and the numeral value to 1, the closer the observed 
and predicted data and the more accurate the answers at each 
stage. These measurements are made for important patterns at 
the test and training stages of the neural network. 
 
3. RESULTS AND DISCUSSION 

3.1. Identifying important patterns in training and 
testing 

To forecast the course of draught intensity through the 
artificial network, statistics from synoptic stations of 
Khorasan Razavi province in a 35-year period (1980-2014) 
were used. The diagrams obtained by PNPI and SPI methods 
indicate that draught intensity has experienced a significant 
increase during the included years. This increasing trend is 
also predicted to continue in the following years (Figures 3 & 
4). 
   Figures 5-8 display the obtained results by the neural 
network model using the two indicators of PNPI and SPI and 
compare them with real data (observed data) for different 
patterns from Mashhad station, proving high precision of the 
model and network (more than 99 %). Figure 5 shows the 
correlation value for PNPI indicator with four classes of data 
(training, testing, validation, and total) from Mashhad station. 
   The diagrams given in the below figures show high accuracy 
of the results of ANN. 

 

 
Figure 3. Draught intensity with the PNPI indicator in neural network during the statistic period (35 years). 

 
 

 
Figure 4. Draught intensity with the SPI indicator in neural network during the statistic period (35 years). 
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Figure 5. The correlation coefficient for PNPI index with four categories of data (training, testing, validation, and total) from Mashhad station. 

 
 

 
Figure 6. Comparison between PNPI and the observed results at Mashhad station. 

 
 

 
Figure 7. The correlation coefficient for SPI index with four categories of data (training, testing, validation, and total) from Mashhad station. 
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Figure 8. Comparison between SPI and the observed results at Mashhad station. 

 
3.2. Determination of the appropriate indicator for 
forecasting draught intensity 

One of the major concerns of draught studies is identifying the 
proper indicator that can evaluate intensity, stability, and 
magnitude of draught in a zone. Each indicator certainly uses 
different factors on each time scale. An appropriate draught 
indicator should be inclusive and reflect the short-term 
conditions of drought so that it reacts to different types of 
draught, e.g., agricultural, meteorological, and hydrological. 
Also, it should not be limited to any specific season and must 
be able to specify the draught regardless of whether it is, e.g., 
summer or winter; the same can be said about whether the 
indicator is dealing with a wet-climate region or a dry zone. In 
this research, RMSE and R2 are employed as measures to 
forecast draught intensity. The closer the RMSE value to zero 
and the value of R2 to 1, the better the indicator for forecasting 
draught. Both indicators, i.e., SPI and PNPI, have very good 

correlation coefficients (R2=0.99) and error of the indicators 
in different stations were from 0.0070 to 0.31, representing 
high precision of both indicators. However, since the error 
value for SPI is less than that for PNPI, SPI is used for 
mapping and other calculations. 
 
3.3. Mapping 

For mapping, the value of SPI was calculated for the available 
systems in DIC software and the required slope was 
developed in GIS software. Then, the map for the distribution 
of draught on surface zone was prepared by the Kriging 
methode (k), which is the best known and most widespread 
way of modeling draught. This way of interpolation is 
appropriate for the data collected through a locally defined 
procedure. As shown in Figure 9, the highest intensity of 
draught belongs to the nearly normal to normal wet levels. 

 

 
Figure 9. Zoning of the SPI index for stations in the basin. 

 
   To predict draught intensity in Khorasan Razavi province, 
artificial neural network was employed using the two 
indicators of normal rainfall (SPI) and percentage of normal 
rainfall (PNPI). After collecting data from synoptic stations, 
they were statistically examined and normalized for entering 
into the artificial neural network. At the next stage, the 
appropriate structure for the neural network, stimulation 
function, number of neurons, and the number of hidden, input, 
and output layers were selected. Then, three average annual 

temperatures and three average wind speeds were considered 
for the prediction of draught intensity by the given two 
indicators. High correlation between the observed data and the 
predicted ones was observed. A summary of the considered 
structure for the neural network, neurons, and other 
information related to different stations as well as the general 
pattern of the stages (training, testing, and validation) is given 
in Table 2 in terms of error (RMSE) and correlation 
coefficient (R2). 
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Table 2. Statistics for the general pattern of the model for the studied stations. 

Station Record 
data 

Error The correlation 
coefficient for total data Layer 

structure 
Trial and 

error 
Type of 

algorithm 
SPI Index PNPI Index SPI Index PNPI Index 

Mashhad 35 0.00070 0.027 0.99 0.99 1  - 9 – 3 4 LM 

Sarakhs 30 0.003 0.03 0.99 1 1  - 9 – 2 3 LM 

Quchan 30 0.0008 0.01 0.99 0.99 1  - 9 - 2 2 LM 

Sabzevar 35 0.0004 0.3 0.99 0.99 1  - 9 – 2 5 LM 

Turbat-jam 35 0.005 0.02 0.99 0.99 1  - 9 – 2 4 LM 

Kashmar 28 0.004 0.31 0.99 0.99 1-9 - 2 2 LM 

Neyshabur 24 0.06 0.001 0.99 1 1-9 – 2 3 LM 

 
According to the obtained results for correlation coefficient 
and error with three input layers for Mashhad station and two 
for others, one output layer and nine hidden layers provided 
the maximum precision and minimum error (less than 2 %) 
with high correlation (more than 4 %). Evaluation of each 
station with sigmoidal stimulation function in the perceptron 
network shows that Mashhad and Quchan stations have the 
minimum error and Neyshabur station the highest error. 
Figures 6 and 8 show the simulated results of the model for 
the two indicators: (a) the comparison between SPI and the 
observed results at Mashhad station and also (b) the 
comparison between PNPI and the observed results at 
Mashhad station. 
   The curves and calculations in the drawn diagrams prove 
that artificial neural network has high efficiency in the 
simulation of the studied data. The correlation degree of 0.999 
for the base station (Mashhad) indicates minimum error of the 
model in forecasting. Since the number of the studied stations 
was large, for the sake of conciseness, the results for 
correlation and the comparisons are given only for Mashhad 
station. Information on the two indicators for different stations 
is brought in Table 2, and Figure 10 shows the total 
correlation pattern for the simulated and observed values at 
Mashhad station. 

 
Figure 10. Correlation diagram for SPI of simulated values at 

Mashhad station. 
 
   After determining the values of error and correlation 
coefficient, the next step is validation of the simulation and 
forecast, the results of which are represented in Table 2. As 

observed, the network could perform the simulation with high 
precision and relatively high adaptability. The low value of 
error indicates that the network has high efficiency or, in 
another words, simulated results are well near real 
observations. The next step requires predicting values of the 
two indicators for the following year in a limited period by 
means of the neural network using the algorithm trained by 
the previous data. This forecast depends on the precision and 
error of the network for the previous data and as long as the 
obtained results represent a low amount of error, they are 
acceptable. MLP classifier makes use of the following 
algorithm for calculating the inputs receiving an individual 
knot: 

netj =  �wij I
i

 (3) 

where netj is the input parameter that receives the individual 
neuron j, Wij shows the weights of neurons i and j, and Ii 
stands for the output of neuron i belonging to the sender, input 
or hidden layer. The output value derived from neuron j is 
computed through Equation (4). 

f(netj) = �1 + exp�−netj�� (4) 

   The results of comparison between draught forecasting by 
the neural network and real draught statistics indicate no 
significant difference and imply that the amount of error is 
acceptable. Accordingly, artificial neural network can be 
considered as an efficient model for forecasting and 
simulation with high precision. 
 
4. CONCLUSIONS 

Natural disasters like flood and drought can lead to huge 
damages, e.g., agricultural, biological, etc., as well as social 
and economic effects, e.g., immigration of rural people from 
villages to the margins of the cities. Hence, the return period 
and intensity of such disasters should be identified to prevent 
the resulting damages and bad outcomes. In recent years, 
artificial neural network has been employed frequently to 
predict and model draught in different regions of the world. 
   The obtained results in this study indicated that artificial 
neural network was more efficient than linear models in 
forecasting the cycle and intensity of drought. Correlation 
coefficient and error were investigated with three input layers 
for Mashhad station and two for others, one output layer, and 
nine hidden layers. Trial and error with sigmoidal stimulation 
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function in perceptron network for each station showed that 
Mashhad and Quchan stations had the lowest error and 
Neyshabur station the highest error. Also, the findings of 
network training for the two indicators of PNPI and SPI by 
input data from 35 years (from 1980 to 2014) on average 
annual rainfall and average annual temperature were 
evaluated. The results of evaluation showed maximum 
precision of the model with an error amount less than 2 % and 
high correlation (more than 90 %). A correlation diagram was 
drawn between the real and forecasted values, which showed 
agreement to a great extent (more than 99 %). Overall, 
artificial neural network performed efficiently in forecasting 
draught in Khorsan Razavi province. According to the 
findings of mapping through Kriging method by the SPI 
indicator, the maximum draught intensity belonged to the near 
normal to normal wet zones. 
   As the final conclusion of this study, it can be stated that 
artificial neural network can have a broad extent of 
applications, for both seasonal and short-term forecasting, to 
water resource management, biological studies, extraction, 
draught management, and climate change studies. 
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A B S T R A C T  
 

The current review purpose is to present a general overview of different experimental design methods that are 
applied to investigate the effect of key factors on dark fermentation and are efficient in predicting the 
experimental data for biological hydrogen production. The methods of two levels full and fractional factorials, 
Plackett–Burman, and Taguchi were employed for screening the most important factors in dark fermentation. 
The techniques of central composite, Box–Behnken, Taguchi, and one factor at a time for optimization of the 
dark fermentation were extensively used. Papers on the three levels full and fractional factorials, artificial 
neural network coupled with genetic algorithm, simplex, and D-optimal for the optimization of the dark 
fermentation are limited, and no paper on the Dohlert design has been reported to date. The artificial neural 
network coupled with genetic algorithm is a more suitable method than the RSM technique for the 
optimization of dark fermentation. Literature shows that the optimization of critical factors plays a significant 
role in dark fermentation and is useful to improve the hydrogen production rate and hydrogen yield. 

1. INTRODUCTION1 

In recent years, hydrogen has received global recognition as a 
clean energy carrier with a potential to substitute liquid fossil 
fuels. Hydrogen can be useful for solving the problem of 
growing global warming and greenhouse gas emissions. 
Hydrogen is produced from fossil fuel, water, and biomass 
through physicochemical and biological methods [1]. One of 
hydrogen production methods is dark fermentation that occurs 
under facultative or strictly anaerobic conditions in the 
absence of light [2,3]. Dark fermentation as a complicated 
multiproduct process is affected by many variables such as 
temperature, pH, bioreactor configuration, hydrogen partial 
pressure, substrate type and concentration, nutrients, 
inhibitors, hydraulic retention time (HRT), and so on [4,5]. 
Thus, its production depends largely on the optimization of 
various controlling factors. 
   Experiments are described as tests that make purposeful 
changes in the factors (input variables) of a system or process, 
and effect of these changes in the responses (output variables) 
are noticed [6]. It is evident that if experiments are carried out 
randomly, the observed results will also be random and are 
affected by noise. Therefore, it is beneficial to fit the data with 
appropriate statistical methods [7]. Design of experiments 
(DOE) is a technique for systematically employing statistical 
methods to carry out experiments, that was proposed by Fisher 
in 1920 [8]. An appropriate DOE must avoid systematic error, 
be accurate, allow the estimation of the size of the random 
error, and have extensive validity [9]. Randomization, 
replication, and blocking are the three basic principles of DOE 
[10]. Design of experiments is employed for three 
experimental objectives including screening, optimization, and 
robustness testing. The screening stage is applied to recognize 
                                                           
*Corresponding Author’s Email: Rostami 2002@ yahoo.com (Kh. Rostami) 

the key factors that affect the results [11]. The two levels full 
factorial design (2-FFD), two levels fractional factorial design 
(2-PFD), and Plackett–Burman design (PBD) methods are 
mainly used for the screening stage [12]. Frequently, the 
initial estimate of the factor levels is far from the actual 
optimum values [6,13]. Thus, the approximate level of key 
factors generating optimal conditions can be estimated using 
approaches such as steepest ascent and descent. The 
optimization is a critical step to obtain appropriate levels of 
key factors to find the best possible response. The 
optimization represents increasing the efficiency of a product, 
a system, a procedure, or a process to receive the maximum 
benefit out of it [14] and is more implicated than the screening 
stage and requires more experiments to be performed [11]. 
The models of one factor at a time (OFAT), Taguchi design 
(TD), three levels full factorial design (3-FFD), three levels 
fractional factorial design (3-PFD), Box-Behnken design 
(BBD), central composite design (CCD), D-optimal (DO), 
Dohlert design (DD), simplex method (SM), and artificial 
neural network (AAN) design are mainly used for the 
optimization stage. DOE methods are shown in Fig. 1. The 
choice of a suitable DOE method is a very intricate issue and 
depends on a set of criteria including type of problem, degree 
of optimization, time and cost constraints, number of factors 
under investigation and their interactions, the possible 
presence of identifiable and non-identifiable extraneous 
factors, ease of understanding and implementation, complexity 
of using each design, required training, statistical validity and 
robustness of approach, etc. [15,16]. Designing experiments 
presents more advantages such as reducing time, cost, 
resources, and effort than the univariate procedures that 
facilitate collecting large quantities of information while 
minimizing tedious experimental work [15]. 
   Since DFHP is affected by many factors and depends largely 
on the optimization of controlling factors, there is a need to 
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have at hand a reliable technique of DOE for optimization of 
various controlling factors that can help facilitate a better 
understanding of individual and interactive effects of each 
factor on hydrogen production. The present study covers the 
conventional experimental design methods related to DFHP 

that are currently employed to study the effect of key factors 
on dark fermentation. An appropriate DOE method can be 
used to find optimum conditions for maximizing hydrogen 
yield (HY) and hydrogen production rate (HPR). 

 

 
Figure 1. DOE methods. 

 
2. DOE METHODS 

2.1. Screening stage 

2.1.1. Two levels full or fractional factorials 

A factorial approach is classified into full and fractional 
factorial design. A full factorial design (FFD) consists of all 
possible combinations of factor levels to investigate the effect 
of the factors on a response simultaneously. In this approach, 
the total number of experiments for studying k factors, each at 
L levels, is Lk and for various levels (L1, L2, …, Ln) is obtained 
by multiplication of levels (L1× L2× …× Ln). All interactions 
between factors are investigated in the FFD [17]. Frequently, 
experimenters do not have adequate time, cost, and resources 
to perform full factorial experiments [10]. The partial 
(fractional) factorial design (PFD) is used when the number of 
experiments of FFD is too large, which was first presented by 
Finney in 1945 [18]. PFD investigates the effect of factors on 
a response under an economical condition. A PFD is generally 
represented in the form of Lk-p, where k, L, and 1/Lp are the 
number of factors, levels, and the fraction of the full factorial 
Lk, respectively. The two levels full and fractional factorials 
are mainly used for screening the key factors, where the total 
number of experiments for k factors is 2k and 2k-p, respectively 
[19]. The number of experiments of 2k and 2k-p is given in 
Table 1. PFD does not enable the estimation of all major and 
interaction effects separately because some of them are 
estimated together [15]. 
   Some of the studies on screening stage for dark fermentative 
hydrogen production are summarized in Table 2. Rasdi et al. 
[20] employed two-level FFD for the initial screening of the 
most influential variables, namely substrate concentration, pH, 
inoculum size, and heat treatment for hydrogen production 
from palm oil mill effluent. They illustrated that according to 
the 24 design, chemical oxygen demand (COD) of POME and 
pH significantly influenced hydrogen production. The factors 
with p-values less than 0.05 are considered significant, 
whereas values greater than 0.05 are insignificant. A CCD 
was applied after a two-level FFD to optimize selected 
variables. The preliminary screening of temperature, initial 
pH, inoculum size, and COD by two-level FFD was carried 

out by Ismail et al. [21] and, later, CCD optimization for 
hydrogen production from food wastes was used. The results 
of 24 design showed that initial pH and temperature were 
selected as the most critical variables on hydrogen production 
individually and interactively. 

 
Table 1. Comparison of the numbers of experiments of 2k and 2k-p (2 

levels, k factors) design. 

 
Factors 

Reduced 
fraction (1/2p) 

Numbers of 
experiments 

in 2k 

Numbers of 
experiments in 

2k-p 
6 1/2 26=64 26-1=32 
6 1/4 26=64 26-2=16 
6 1/8 26=64 26-3=8 
6 1/16 26=64 26-4=4 
5 1/2 25=32 25-1=16 
5 1/4 25=32 25-2=8 

 
2.1.2. Plackett-Burman design 

Plackett-Burman design, which is a two levels design, is a 
useful alternative to a 2k-p design and was introduced by 
Plackett and Burman in 1946 [22]. Method of BPD has been 
extensively used to screen a large number of factors for 
further investigations [23]. Generally, a first-order polynomial 
model as observed in Eq. (1) is applied to study experimental 
results of PBD, where y, 0β , iβ , and Xi are the response, 

constant, linear coefficient, and coded factor, respectively 
[24]. The number of runs (N) of PBD for studying k factors is 
N = (k + 1), which is equal to a multiple of 4 for a PBD [25]. 
The design have runs of 12, 20, 24, 28, etc. PBD method has 
one major drawback, that is to say, the interactions between 
factors are ignored [26]. 

∑
=

+=
k

i
ii xy

1
0 ββ                                                                           (1) 

   Costa et al. [27] used PBD for the screening of eleven 
variables of glycerol, peptone, yeast extract, temperature, 
initial pH, K2HPO4, KH2PO4, NH4Cl, (NH4)2SO4, 
FeSO4.7H2O, and MgSO4.7H2O for hydrogen production by 
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Klebsiella pnemoniae BLb01 from residual glycerol from 
biodiesel plant. According to the PBD, nine variables present 
the most significant effect on hydrogen production. The 
factors having the important effect on hydrogen production (p-
value < 0.05) were then detected through a 2-level FFD. Six 
factors of initial pH, temperature, glycerol, KH2PO4, K2HPO4, 
and yeast extract were investigated by 2-level FFD and the 
other three factors were fixed in their optimal values. 
According to the  26-2 FFD, three factors of KH2PO4, K2HPO4, 
and temperature were considered as key factors. Then, the 
level of three factors was optimized by CCD. Jiang et al. [28] 
studied hydrogen production from glucose by Clostridium 
butyrium. The variables include concentration of glucose, 
K2HPO4, KH2PO4, yeast extract, tryptone, L-cysteine, 
MgSO4·7H2O, and FeSO4·7H2O were investigated in 12 
experimental runs by PBD. The results of PBD screening 
indicated that yeast extract and glucose concentration were 
statistically significant in the hydrogen production. After 
PBD, the CCD method was carried out to identify optimal 
values of the level of two factors. Varrone et al. [29] 
investigated the effect of five factors of temperature, tryptone, 
glycerol concentration, initial pH, and yeast extract on the 
dark fermentation by PBD. Based on PBD, temperature, 
glycerol concentration, and initial pH were considered as 
important factors. The temperature and initial pH indicated a 
positive effect on HY, while the concentration of glycerol 
showed a negative effect. BBD was then carried out for the 
optimization of level of key factors. The techniques of PBD 

and BBD were used to screen important factors and identify 
the optimal condition of hydrogen production by 
Ethanoligenens harbinense B49. Initial screening of factors of 
K2HPO4, ZnSO4. 7H2O, NaCl, MgCl2, FeSO4.7H2O, and 
CaCl2.2H2O by PBD for hydrogen production was performed 
by Guo et al. [30]. The results of 12 experimental runs of PBD 
showed that MgCl2 and FeSO4.7H2O significantly affected 
hydrogen production. Then, BBD was used to identify optimal 
values that promoted maximum hydrogen production. The 
methods of PBD followed by CCD were employed to screen 
the key factors and optimize their levels by Boonsayompoo et 
al. [31]. Six factors of FeSO4, CaCl2, peptone, MgCl2, NiCl2, 
and NaHCO3 were screened by PBD in 12 experimental runs. 
The results indicated that hydrogen production from the sweet 
sorghum bagasse by thermoanaerobacterium 
thermosaccharolyticum KKU19 was affected by key factors 
of FeSO4, CaCl2, MgCl2, and NaHCO3. Pan et al. [32] studied 
the effects of eight factors of glucose, yeast extract, initial pH, 
peptone, FeSO4, phosphate buffer, mineral salt solution, and 
vitamin solution, on DFHP by PBD in 12 experimental runs. 
The screening results showed that glucose, phosphate buffer, 
and vitamin solution had individual significant effect on 
DFHP. The optimal key factor level and effect of their 
interactions on production of hydrogen were further 
investigated by BBD. The application of PBD for screening 
the most important factors of DFHP by some researchers is 
reported in Table 2. 

 
Table 2. Studies of screening stage on DFHP. 

Inoculum Substrate Design Studied factors Ref. 
Heat-treated palm oil mill sludge Palm oil mill 

effluent 
2-FFD (24) Substrate concentration, pH, inoculum size, heat 

treatment 
[20] 

Heat-treated palm oil mill sludge Food wastes 2-FFD (24) Initial pH, temperature, inoculum size, COD [21] 

Klebsiella pneumoniae BLb01 Residual glycerol 
from biodiesel 

plant 

2-PFD (26-2) Glycerol, initial pH, temperature, yeast extract, KH2PO4, 
K2HPO4 

[27] 

Klebsiella pneumoniae BLb01 Residual glycerol 
from biodiesel 

plant 

PBD Glycerol, initial pH, temperature, K2HPO4, KH2PO4, 
(NH4)2SO4, peptone, MgSO4·7H2O, NH4Cl, yeast 

extract, FeSO4·7H2O 

[27] 

Clostridium butyrium Glucose PBD Glucose, yeast extract, tryptone, K2HPO4, KH2PO4, L-
cysteine, MgSO4·7H2O, FeSO4·7H2O 

[28] 

Mixed culture Glycerol PBD Temperature, glycerol concentration, initial pH, tryptone, 
yeast extract 

[29] 

Ethanoligenens harbinense B49 Glucose PBD K2HPO4, Mg Cl2, FeSO4·7H2O, NaCl, ZnSO4.7H2O 
CaCl2.2H2O 

[30] 

Clostridium sp. Fanp2 Glucose PBD Glucose, yeast extract, initial pH, peptone, FeSO4, 
phosphate buffer, mineral salt solution, vitamin solution 

[32] 

Enterobacter aerogenes MTCC 
111 

Glucose PBD Yeast extract, tryptone, initial pH, glucose, ferric 
chloride, inoculum size 

[33] 

Enterobacter MTCC 7104 Glucose, sucrose 
and xylose 

PBD Yeast extract, sucrose, initial pH, peptone, tryptone, 
xylose and glucose 

[34] 

Heat-treated sludge Sweet sorghum 
syrup 

PBD Peptone, initial pH, sodium bicarbonate, total sugar, 
nutrient solution, iron (II) sulphate (FeSO4) 

[35] 

Enterobacter aerogenes Glucose and 
glycerol 

PBD Temperature, initial pH, yeast extract, tryptone, glycerol, 
glucose, agitation rate, inoculum size 

[36] 

Thermoanaerobacterium 
thermosaccharolyticum KKU19 

Sweet sorghum 
bagasse 

PBD Peptone, FeSO4, CaCl2, NaHCO3, NiCl2, MgCl2 [31] 

E. coli Formate PBD Formate, cell density, yeast extract, NaCl, tryptone, 
stirring speed 

[37] 

Mixed culture Pineapple waste 
extract 

PBD Substrate concentration, initial pH FeSO4, NaHCO3, 
endo–nutrient 

[38] 

Mixed culture Cow manure slurry Taguchi Temperature, pH, substrate concentration, agitation, 
ultrasound, KH2PO4 

[39] 
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2.2. After screening: Method of steepest 
ascent/descent 

The technique of steepest ascent/descent is applied to identify 
the region that contains the optimum operating conditions 
[40]. The variables screened by the screening methods can be 
further studied using steepest ascent/descent method. This 
approach is a simple and efficient method [24]. 
   As presented in Table 3, the steepest ascent technique was 
applied by researchers after screening the most important 
factors of DFHP. Varrone et al. [29] employed the steepest 
ascent method after PBD to determine the design center of key 

factors of initial pH, glycerol concentration, and temperature 
for dark fermentation. The path of steepest ascent was used to 
find the best starting point of two critical factors of HRT and 
pH by Lay et al. [41]. After screening of key factors by PBD, 
Boonsayompoo and Reungsang [31] determined the proper 
direction of changing the concentration of key factors, CaCl2, 
MgCl2, FeSO4, and NaHCO3, by the path of steepest ascent for 
DFHP. Experimental results showed that the steepest ascent 
technique was an effective method to determine region of 
optimal levels. However, the optimal values of factors need to 
be determined by the following optimization methods. 

 
Table 3. Studies after screening stage (before optimization) by steepest ascent method in dark fermentation. 

Inoculum Substrate Studied factors Ref. 
Clostridium sp. Fanp2 Glucose Glucose, vitamin solution, phosphate buffer [32] 
Clostridium butyrium Glucose Glucose, yeast extract [28] 

Mixed culture Glycerol Glycerol concentration, initial pH, temperature [29] 
Heat-treated sludge Sweet sorghum syrup Initial pH, FeSO4, total sugar [35] 

Enterobacter MTCC 7104 Xylose Xylose, initial pH, and peptone [34] 

Enterobacter sp. CN1 Xylose Xylose, FeSO4, peptone [42] 
Thermoanaerobacterium 

thermosaccharolyticum KKU19 
Sweet sorghum 

bagasse 
FeSO4, MgCl2, CaCl2, NaHCO3 [31] 

Anaerobic digested sludge Starch pH and HRT [41] 
 
2.3. Optimization stage 

2.3.1. One factor at a time design 
The one factor at a time approach studies just one factor at a 
time while keeping the levels of the other factors constant 
[13]. The OFAT approach consists of selecting a baseline set 
of levels of each factor and changing each factor over its 
favorable range, while keeping the other factors constant at 
the baseline level [43]. The OFAT design is simple and easy. 
The technique has some major drawbacks, that is to say (a) 
interactions between factors are ignored, (b) the optimum can 
be missed, especially when the interactions among factors are 
significant, and (c) it presents a relatively large number of 
runs, is susceptible to high cost, and takes long time to 
perform especially when the number of factors is large 
[25,44]. 

   There are a large number of studies available in the 
literature on OFAT method for dark fermentation, a few of 
which are reported in Table 4. Satar et al. [45] studied the 
effect of glucose concentration, feed flow rate, and 
fermentation time with around 20 runs on DFHP by 
Enterobacter aerogenes ATCC 13048 using OFAT design. 
Each time, only the effect of one factor on HY was studied 
and the levels of other factors were kept constant. Results 
showed that the optimal glucose concentration, feed flow rate 
and retention time were 8 g/L, 0.5 mL/min, and 24 h, 
respectively. In optimal conditions, hydrogen yield was 9.44 
mmol/g glucose. The method of OFAT design was performed 
to study the effect of four factors of initial pH, starch, 
nitrogen, and iron concentration on DFHP from starch. The 
optimum pH, concentration of iron, nitrogen, and starch were 
calculated as 7–8, 10 mg/L, 5.64 g/L, and 15 g/L, respectively. 
Hydrogen yield in optimum conditions was reported as 178 
mL/g starch [46]. 

 
Table 4. Studies in optimization stage on DFHP. 

Inoculum Substrate Design Studied factors Ref. 
Wasted activated sludge Sucrose Taguchi Three phosphate sources, three carbonate sources, and 

a nutrient formulation 
[92] 

Wasted activated sludge Sucrose Taguchi Concentration of 13 nutrients [93] 
Pseudoalteromonas sp. BH11 Glucose Taguchi Glucose, yeast extract, sea water, tryptone [94] 

Thermoanaerobacterium 
thermosaccharolyticum IIT 

BTST1 

Glucose Taguchi Temperature, pH, glucose, FeSO4, yeast extract [49] 

Cow dung Glucose Taguchi C/N ratio, pH, temperature, yeast extract [50] 
Wastewater Potato starch Taguchi Ultrasonic frequency, energy, exposure time, starch 

concentration 
[95] 

Mixed consortia Glucose and  xylose Taguchi Glucose: xylose ratio, pH, inoculum size, and 
inoculum age 

[96] 

Mixed culture Cane molasses Taguchi pH, recycle ratio, dilution rate [97] 
Mixed culture Wastewater Taguchi Inoculums, pre-treatment, inlet pH and feed 

composition 
[98] 

Municipal wastewater Xylose 3-PFD (3k-p) pH, oleic acid concentration, biomass concentration [55] 
Brewery wastewater Steam exploded corn 

stalk liquor 
3-PFD (3k-p) Temperature, pH, HRT [54] 
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Thermoanaerobacterium 
aotearoense SCUT27/Δldh 

Sugarcane bagasse 3-FFD (3k) Sulfuric acid concentration, treatment time [99] 

E. coli (DJT 135) Formate 3-FFD (3k) Substrate concentration, pH [56] 
Anaerobic sludge Renewable waste Simplex Corn stalk, Bean husk, organic fraction of solid 

municipal waste 
[80] 

Buffalo dung compost Renewable agri-waste Simplex Corn husk, ground nut shell, rice husk [79] 
Mixed culture Co-digestion Mixture Simplex Cheese whey, crude glycerol, buffalo slurry [81] 
Mixed culture Agricultural wastes Simplex Food waste, potato pulp, cattle manure, and pig 

manure 
[100] 

Mixed culture Glucose D-optimal Substrate concentration, compost leachate 
concentration 

[73] 

E. coli (XL1-BLUE) Formate OFAT Formate concentration [37] 
Clostridium acetobutylicum X9 

and Ethanoigenens harbinense B2 
Cellulose OFAT Substrate concentration, initial pH, C/N ratio, L-

cysteine concentration, incubation time 
[101] 

Wastewater sludge Sucrose OFAT Gas reflux, liquid reflux [102] 
Fermentative bacteria B49 Glucose OFAT Magnesium concentration, iron concentration, 

sparging gas type 
[103] 

Mixed culture Starch OFAT Nitrogen concentration, iron concentration, initial pH, 
substrate concentration 

[46] 

Escherichia coli MC13-4 Glucose OFAT Immobilized gel bead size [104] 
Enterobacter aerogenes ATCC 

13048 
Glucose OFAT Glucose, feed flow rate, fermentation time [45] 

Clostridium thermolacticum Lactose OFAT Dilution rate and pH [105] 
Mixed culture Citric acid 

wastewater 
OFAT Organic loading rate [106] 

Clostridium sp. Fanp2 Glucose BBD Glucose, phosphate buffer, vitamin concentrations [32] 
Mixed culture Glycerol BBD Glycerol concentration, initial pH, temperature [29] 

Enterobacter aerogenes MTCC 
111 

Glucose BBD Substrate concentration, initial pH, ferric chloride  

Heat-treated sludge Sweet sorghum syrup BBD Initial pH, FeSO4, total sugar [35] 
Thermoanaero bacterium 

thermosaccharolyticum IIT 
BTST1 

Glucose BBD Temperature, pH, glucose, FeSO4, yeast extract [49] 

Anaerobic sludge Bean husk, corn stalk, 
solid municipal waste 

BBD Substrate concentration, HRT, pH, temperature [80] 

Mixed culture Synthetic food waste BBD Initial pH, linoleic acid concentration, initial COD 
concentration 

[60] 

Ethanoligenens harbinense B49 Glucose BBD Glucose concentration, FeSO4. 7H2O, MgCl2 [30] 
Enterobacter aerogenes Glucose BBD Glucose concentration, pH, temperature [107] 

Clostridium tyrobutyricum JM1 Glucose BBD Glucose concentration, pH, temperature [108] 
Escherichia coli DJT135 Glucose BBD Glucose concentration, pH, temperature [109] 

Mixed culture Glucose BBD Linoleic acid concentration, initial pH, number of 
glucose injections 

[110] 

Klebsiella. pneumoniae ECU-15 Glucose BBD Substrate concentration, ammonium sulfate 
concentration, trace elements concentration 

[111] 

Anaerobic sludge Dairy wastewater BBD Substrate concentration, pH, COD/N ratio, COD/P 
ratio 

[112] 

Anaerobic sludge Glucose BBD pH, microwave treatment duration, microwave 
intensity 

[113] 

Gamma irradiated sludge Glucose BBD Temperature, initial pH, substrate concentration [114] 
Brewery wastewater Steam exploded 

switchgrass liquor 
BBD pH, HRT, linoleic acid concentration [74] 

Enterobacter sp. CN1 Xylose BBD Xylose, FeSO4 , peptone [42] 
Anaerobic sludge Brewery wastewater BBD Temperature, pH, brewery wastewater concentration [115] 

Heat-treated anaerobic sludge Laminaria japonica BBD HCl concentration, heating temperature, reaction time [116] 
Klebsiella pneumoniae BLb01 Residual glycerol 

from biodiesel plant 
CCD Temperature, KH2PO4, K2HPO4 [27] 

Thermoanaerobacterium 
thermosaccharolyticum KKU19 

Sweet sorghum 
bagasse 

CCD FeSO4, MgCl2, CaCl2, NaHCO3 [31] 

Mixed culture Pineapple waste 
extract 

CCD Substrate concentration, initial pH, FeSO4 [38] 

Heat-treated anaerobic granular 
sludge 

Lactose, glucose, and 
cheese whey powder 

CCD Substrate concentration, initial pH [117] 

Clostridium acidisoli and 
Rhodobacter Sphaeroides 

Sucrose CCD Sucrose concentration, initial pH, inoculum ratio [64] 

Mixed culture Sucrose CCD Substrate concentration, initial pH [118] 
Seed sludge Sucrose CCD Ultrasonic time, density [119] 

Anaerobic sludge Wheat powder CCD C/N ratio and C/P ratio [120] 
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Mixed culture Food residues and 
manure 

CCD Temperature, HRT, N2-flow rate [121] 

Clostridium butyricum EB6 Palm oil mill effluent CCD Temperature, pH, COD of POME [122] 
Clostridium butyricum EB6 Glucose CCD Glucose concentration, pH, iron concentration [123] 
Anaerobic digester sludge Food waste with 

residual blood 
CCD HRT, total solids feed (% TS), proportion of residues 

(% Blood) 
[124] 

Anaerobic grass compost Food wastes CCD PO4
3-, Fe2+ , NH4

+  concentrations [125] 
Mixed culture Organic municipal 

solid waste 
CCD Organic municipal solid waste, pretreated anaerobic 

digestion sludge, amount of hydrogen-producing 
bacteria 

[126] 

Anaerobic digested sludge Starch CCD HRT, pH [127] 
Clostridium sp. Beer brewing 

industry wastewater 
CCD Glucose addition concentration, pH, temperature [128] 

Anaerobic sludge Sucrose CCD Substrate concentration, HRT [65] 
Cow dung compost Sucrose CCD Substrate concentration, initial pH [118] 
Anaerobic sludge Palm oil mill effluent CCD C/N ratio, C/P ratio, Fe+2 concentration [129] 
Anaerobic sludge Glucose CCD Substrate concentration, pH, temperature [130] 
Anaerobic sludge Glucose CCD Substrate concentration, pH, temperature [131] 
Anaerobic sludge Sucrose CCD Substrate concentration, pH, temperature [132] 

Mixed culture Swine manure, fruit, 
and vegetable market 

waste 

CCD HRT, substrates ratio [133] 

Lesser panda manure Corn stalk CCD Temperature, time, solid state compound enzyme [134] 
Anaerobic sludge Glycerin (standard or 

residual) 
CCD pH, glycerin concentration, volatile suspended solids [135] 

Mixed culture Cow manure slurry CCD pH, temperature [39] 
Anaerobic sludge Sugarcane bagasse 

hydrolysate 
CCD Substrate concentration, substrate: buffer ratio, 

inoculum: substrate ratio 
[136] 

Escherichia coli WDHL Wheat straw 
hydrolysate 

CCD Temperature, pH, total reducing sugars [137] 

Clostridium butyrium Glucose CCD Glucose, yeast extract [28] 
Anaerobic sludge Glucose CCD pH and autoclave [138] 

Anaerobic hydrogen producing 
bacteria 

Starch CCD Starch concentration , ferrous iron concentration, L-
cysteine concentration 

[139] 

Clostridium pasteurianum Crude glycerol CCD Temperature, initial pH, glycerol concentration [140] 
Granular sludge Cassava’s stillage CCD Initial pH, MoO4

-2 concentration [141] 
Digested anaerobic granular 

sludge 
Glucose CCD Glucose concentration, initial pH, nickel nanoparticles 

concentration 
[142] 

Heat-treated POME sludge Palm oil mill effluent CCD Substrate concentration, pH [20] 
Enterobacter MTCC 7104 Xylose CCD Xylose concentration, initial pH, peptone 

concentration 
[34] 

Mixed culture Waste glycerol and 
sludge 

CCD Waste glycerol concentration, sludge concentration, 
and amount of Endo-nutrient addition 

[143] 

Mixed culture Sugar refinery 
wastewater 

CCD pH, HRT, organic loading rate [63] 

Anaerobic seed sludge Food waste CCD Inoculums concentration, substrate concentration, 
citrate buffer concentration 

[144] 

Anaerobic sludge Starch CCD Starch concentration, Fe, Ni [145] 

Anaerobic seed sludge Palm oil mill effluent CCD Substrate concentration, initial pH, temperature, 
inoculum volume 

[146] 

Anaerobic activated sludge Sugar refinery 
wastewater 

ANN VLR, ORP, pH, alkalinity [147] 

Sewage sludge Sucrose ANN HRT, sucrose concentration, sucrose degradation, 
biomass concentrations, ethanol, acetate, propionate 
and butyrate concentrations. ORP, pH, recycle ratio, 

alkalinity 

[148] 

Enterobacter MTCC 7104 Xylose ANN Xylose concentration, initial pH, peptone 
concentration 

[34] 

E. coli Cheese Whey ANN ORP, pH, dissolved CO2 [149] 
Thermal preheated sludge Starch ANN Organic loading rate, pH, VSS yield [150] 

Mixed culture Thin stillage, glucose, 
sucrose 

ANN Initial pH, substrate concentration, temperature, 
maximum fermentation time, biomass concentration 

[87] 

Buffalo dung compost Glucose and xylose ANN-GA Inoculum age, inoculum size, pH, glucose: xylose 
ratio 

[91] 

Anaerobic digested sludge Glucose ANN-GA Temperature, pH, substrate concentration [151] 
Anaerobic digested sludge Sucrose ANN-GA Organic loading rate, HRT, influent alkalinity [152] 
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2.3.2. Taguchi design 

The Taguchi design was applied in screening and optimization 
stages, which was introduced by Genechi Taguchi in the 
1950s [16]. In this approach, the application of orthogonal 
array reduces the number of runs [23]. The Taguchi approach 
can recognize key factors and best level of a factor from a pre-
determined number of levels. However, the actual optimal 
value of the level of a factor cannot be determined using this 
approach. This problem can be modified using techniques 
such as neural network [16]. The technique can help reduce 
the number of experiments significantly and minimize the 
operational time and cost [47]. Naturally, it is susceptible to 
several limitations, that is, it is only effective when employed 
in the early design of process or product. If the design 
variables and their nominal values are determined, Taguchi 
method may not be cost effective. This approach may not be a 
proper choice for a continuous variable. Also, the method is 
not always accurate and actual optimal factor levels may not 
be guaranteed [48]. The number of experiments covered by 
Taguchi techniqe is reported in Table 5. 
   Wang et al. [39] carried out screening of factors with 
Taguchi method followed by CCD optimization. They used 
the Taguchi design L18 orthogonal array to screen variables of 
temperature, pH, substrate concentration, agitation, 
ultrasound, and KH2PO4 at three levels.The results indicated 
that temperature and pH were selected as key factors. Roy et 
al. [49] studied the effect of glucose concentration, 
temperature, pH, yeast extract concentration, and FeSO4 at 
three levels by the Taguchi technique. A L27 orthogonal array 
with three degrees of freedom was applied to evaluate the 
effect of factors on DFHP by Thermoanaerobacterium 
thermosaccharolyticum IIT BT-ST1. According to Taguchi 
method, temperature was found as the most important variable 
followed by pH and glucose concentration. The effect of 
factors of temperature, yeast extract concentration, substrate 

concentration, pH, and carbon to nitrogen (C/N) ratio on 
hydrogen production using cow dung was investigated with 
Taguchi design by Kumari and Das [50]. Statistical analysis 
indicated that the C/N ratio was the essential factor in 
hydrogen production. The similar studies are reported in Table 
4. 

 
Table 5. Number of experiments of Taguchi techniqe. 

Number of 
factors 

Number of levels 
2 3 4 5 

2 L4 L9 L16 L25 
3 L4 L9 L16 L25 
4 L8 L9 L16 L25 
5 L8 L18 L16 L25 
6 L8 L18 L32 L25 
7 L8 L18 L32 L50 
8 L12 L18 L32 L50 
9 L12 L18 L32 L50 

10 L12 L27 L32 L50 
 
2.3.3. Response surface methodology 

The response surface methodology (RSM) is a collection of 
the mathematical and statistical methods that are useful for the 
optimization of an interest response, which is affected by 
several factors [51]. The RSM techniques of three levels full 
or fractional factorial, central composite design, Box-Behnken 
design, Doehlert design, simplex design, and optimal design 
are widely used in the optimization stage. Finding a suitable 
relation between the response and the factors for the RSM 
methods is necessary. Generally, a linear polynomial model 
(first-order: Eq. (1)) or quadratic polynomial model (second-
order: Eq. (2)) is used to explain the effect of key variables on 
a response [52]. 

 
Table 6.Comparison of the efficiency of 3- FFD, CCD, BBD, and DD [53]. 

Factors (K) Number of 
coefficients 

Number of experiments Efficiency 
3- FFD CCD BBD DD 3- FFD CCD BBD DD 

2 6 9 9 - 7 0.67 0.67 - 0.86 
3 10 27 15 13 13 0.37 0.67 0.77 0.77 
4 15 81 25 25 21 0.18 0.60 0.60 0.71 
5 21 243 43 41 31 0.09 0.49 0.61 0.68 
6 28 729 77 61 43 0.04 0.36 0.46 0.65 
7 36 2187 143 85 57 0.02 0.25 0.42 0.63 
8 45 6561 273 113 73 0.0069 0.16 0.4 0.62 

 
   The efficiency of an experimental design is defined as the 
number of coefficients in the estimated model divided by the 
number of runs. It is concluded from Table 6 that the 
efficiency DD> BBD> CCD> 3-FFD [53]. However, it is seen 
that CCD is extensively applied to optimization. 

y = β0 + ∑ βik
i=1  xi + ∑ βii xi2 +  ∑ ∑βijxixjk

i<j
k
i=1 + ε                 (2) 

 
2.3.3.1. Three levels full or fractional factorial design 

The full and fractional factorial designs with three levels (−1, 
0, +1) are used to study quadratic effects and are mainly 
applied in the optimization stage. The total number of 
experiments for k factors is 3k and 3k-p in the 3-FFD and 3-
PFD, respectively. A 3k or 3k-p design might need too many 
runs, depending on the values of k and p [18]. Since the 
factorial design for more than two factors requires a 

considerable number of experiments, designs those offer a 
smaller number of runs such as the BBD, CCD, and DD are 
applied more often. 
   After screening key factors (pH, HRT, and temperature), a 
3-PFD was employed by Shanmugam et al. [54] to optimize 
hydrogen production from lignocellulosic biomass. A 33−1 

analysis indicated that the hydrogen yield was affected by all 
the experimental variables. However, the effect of temperature 
was greater than HRT and pH. Chaganti et al. [55] 
investigated the effect of pH, concentration of oleic acid 
(OA), and biomass on DFHP from xylose by a 3-PFD. 
According to a 33−1 design, the terms of linear and quadratic 
OA and pH were significant, and the concentration of biomass 
was insignificant. A 3-FFD (32) was applied by Bakonyi et al. 
[56] to determine the optimum conditions of two operational 
variables (pH and substrate concentration) to obtain maximum 
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hydrogen yield from formate by both strains of E. coli (XL1- 
BLUE) and E. coli (DJT 135). The total number of 12 
experimental runs (including 3 replications in the center point) 
were performed for both strains of wild-type and metabolic 
engineering. The results showed that pH and formate 
concentration were statistically important. However, the effect 
of formate concentration was much higher than pH. 
 
2.3.3.2. Box-Behnken design 

The Box-Behnken approach is a class rotatable (or nearly 
rotatable) second-order design [57], introduced by Box and 
Behnken in 1960 [58]. The BBD is based on three levels (-1, 
0, +1) fractional factorial design and can be applied to 
problems having three or more factors. The number of 
required experiments in this design is 2k (k−1) + nc, where k 
and nc are the number of factors and central points, 
respectively [57]. The technique is more efficient and 
economical in terms of the number of required experiments 
and is a spherical design with all points lying on a sphere of 
radius 2. The BBD does not require any run where all factors 
are simultaneously at their highest or lowest levels. Therefore, 
this design can be considered appropriate when unsatisfactory 
results occur at the extreme points of the experimental region 
[59]. 
   As presented in Table 4, many research studies have 
employed BBD to optimize DFHP from various substrates. 
Having performed initial screening by PBD, Long et al. [42] 
applied BBD in 15 runs of experiment to optimize the most 
important operational variables of concentration of substrate, 
FeSO4, and peptone on hydrogen production from xylose 
using Enterobacter sp. CN1. The results show the initial 
concentration of xylose and FeSO4 and their substantial effect 
on hydrogen production, while peptone remains unaffected. 
Under the optimal medium condition, hydrogen yield of 2 mol 
H2/mol xylose was obtained. The effects of individual and 
interaction of three key factors, namely concentration of 
linoleic acid (LA), initial pH, and chemical oxygen demand 
(COD), on DFHP using a BBD in 13 runs of experiments 
were studied by Pendyala et al. [60]. The results indicated that 
pH, concentration of LA, COD, and their interactions affected 
hydrogen production. A PBD followed by BBD was 
performed to screen important parameters and identify the 
optimal value of key factors, glucose concentration, Mg2+, and 
Fe2+, in dark fermentation by E. harbinense B49. According to 
17 runs of experiment of BBD, optimal concentrations were 
obtained and, under the optimal condition, HY was 2.2 
mol/mol glucose. Among the studied factors, Mg2+ and Fe2+ 

had significant individual effect, while their interactions were 
no significance [30]. 
 
2.3.3.3. Central composite design 

The central composite design is a favorite class of 
experimental design and is employed for fitting the second-
order model that was introduced by Box and Wilson in 1951 
[40]. The CCD investigates each factor at five levels (-α, −1, 
0, +1, + α), where α is the distance of the axial runs from the 
design center. The number of experiments in this design is 
2k+2k+nc, where k and nc are the number of factors and 
central points, respectively [61]. Two variables of α and nc in 
this design must be determined [53]. Generally, three to five 
center runs are suggested. α value depends on the number of 
factors and can be calculated by α =20.25k ,where for two, 
three, and four factors is 1.41, 1.68, and 2, respectively [62]. 

Hydrogen production in an anaerobic sequencing batch 
bioreactor was optimized using CCD by Won et al. [63]. 
Three operational variables (pH, HRT, and OLR) were studied 
in 18 experimental runs. Results showed that HRT had lower 
significant effect on hydrogen production than pH and OLR, 
whereas OLR had much effect on hydrogen production rate. A 
CCD after PBD screening was used to evaluate the effects of 
the most important variables, namely sucrose concentration, 
inoculum ratio, and initial pH, on hydrogen production by co-
culture of Clostridium acidisoli and Rhodobacter sphaeroides. 
According to 15 experimental runs, all of the key factors 
individually affected hydrogen yield, and pH and sucrose 
concentration interacted interdependently [64]. Zao et al. [65] 
employed CCD to evaluate both interactive and individual 
effects of HRT and sucrose concentration on DFHP from 
sucrose. The results indicated that under optimum conditions, 
HY of 1.62 mol H2/mol hexose was obtained. Both HRT and 
sucrose concentration present a significant individual effect on 
hydrogen yield. However, their interactions have no 
significant effect on the hydrogen yield. There are many 
reports available in the literature on the application of CCD to 
optimize hydrogen production from various substrates, as 
depicted in Table 4. 
 
2.3.3.4. Dohlert design 

An advantage of experimental design for second-order models 
is the uniform shell design, introduced by Doehlert in 1970. 
Dohlert design is polyhedron based on hyper triangles with a 
hexagonal structure in the simplest case [66]. The number of 
experiments in this design is k2 + k + nc, where k and nc are 
the number of factors and central points, respectively. Unlike 
CCD and BBD, Dohlert design is neither orthogonal nor 
rotatable [67] and has more advantages than CCD and BBD 
such as DD requires less number of experiments [12]. As 
shown in Table 7, a DD presents different number of levels 
for all factors, which is an interesting property. Thus, the 
factors that are considered more important can be measured at 
more levels [67]. Another attractive feature of DD is the 
possibility of introducing new factors during an experimental 
design without losing the runs already performed [53]. As 
seen in Figure 2, it is also feasible to displace the experimental 
region to another place. To the best of our present knowledge, 
Dohlert design has not been used to meet the objective of dark 
fermentation to date. 

 

 
Figure 2. Displacement ability of Dohlert design [14]. 
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Table 7. Number of levels of DD generated for two to six factors 
[53]. 

Factors Number of levels of factors 
2 3,5 
3 3,7,5 
4 3,7,7,5 
5 3,7,7,7,5 
6 3,7,7,7,7,5 

 
2.3.3.5. Optimal design 

Typically, there is a standard response surface design such as 
CCD and BBD, provided that the experimental region is a 
cube or a sphere. However, sometimes, an experimenter 
encounters a situation where a standard response surface 
design may not be the best choice [6]. A certain approach to 
handling the irregular experimental region is using creation of 
computer-aided optimal design. The optimal designs represent 
a class of DOE, which is optimal with respect to some 
statistical criteria. The designs are particularly useful when the 
factor space is not uniformly accessible, qualitative factors 
have more than two levels, and so on. In optimal designs, the 
best sets of experiments are chosen based on some criteria. 
There are several popular designs related to optimality criteria 
such as A-optimality, G-optimality, E-optimality, D-
optimality, and so on, where the D-optimality is the criterion 
that receives the most attention in the literature among them 
[68,69]. A design is expressed as D-optimal if |(X XT)-1| is 
minimized, where X is the matrix of design points and T 
denotes the transpose [70]. The D-optimal designs are used for 
multi-factor experiments with both quantitative and qualitative 
factors, while the factors can be studied at a mixed number of 
levels [71]. The number of experiments of D-optimal is lower 
than FFD and PFD. The design can be considered very 
efficient if its efficiency is 0.8, 0.9 or higher [72]. 
   Liu et al. [73] used D-optimal method to find optimal 
operating conditions for DFHP from the co-fermentation of 
glucose and leachate by anaerobic sludge. The results showed 
that the HY was affected by the glucose concentration and 
organic loading of leachate. According to a two-factor D-
optimal design, the cubic model was suggested and a 
hydrogen yield of 1.6 mol H2/ mol glucose was predicted at 
6174.93 mg/L glucose and 3383.20 mg COD/L leachate. D-
optimal design is also applicable to the validation stage. A 
validation study was carried out for variables of temperature, 
pH, and HRT by the D-optimality procedure after a 3-PFD 
design. The index of D-optimality is between 0 and 1, where a 
value closer to 1 shows a completely favorable solution. In the 
validation study, the value of D-optimality of 1 was obtained 
with a HY of 100 mL/g TVS at 9.5 h HRT, pH 4.5, and 53 ºC  
[54]. Veeravalli et al. [74] employed D-optimality analysis to 
perform the validation of optimal level for the three factors of 
HRT, pH, and LA after BBD. Results of D-optimality showed 
that maximum hydrogen yield was 99.86 mL H2/g TVS at 
HRT 10 h, pH 5, and LA concentration of 1.75 g/L. 
 
2.3.3.6. Simplex method (mixture designs) 

The Nelder-Med simplex design proposed by John Nelder and 
Roger Mead (1965) is used for performing nonlinear 
unconstrained optimization [75] and is different from the 
simplex of Dantzig for linear programming [76]. A Nelder-
Mead simplex has a geometric shape with k+1 corners, where 
k is the number of factors. As illustrated in Figure 3- (a) and 

(b), a simplex is an equilateral triangle and tetrahedron in two 
and three dimensions, respectively [26]. The simplex is a 
stepwise technique by which the runs are carried out one by 
one. The direction for improvement is obtained by moving 
away from the vertex with the smallest value [77]. The 
principles for a simplex optimization with two factors are 
illustrated in Figure 3-(c). Further application of the simplex 
optimization is employed to investigate the effects of mixture 
components on the variable of response. The total amount of 
components is kept constant (100 %) in the mixture designs. 
There are several different types of mixture designs where 
simplex lattice and centroid are the most common ones [78]. 
The contour plot of simplex lattice design is depicted in 
Figure 3-(d). 
   Prakasham et al. [79] studied hydrogen production from 
buffalo dung compost with untreated mixed renewable agro-
residues. Corn husk (CH), ground nut shell (GNS), and rice 
husk (RH) were used as the substrate sources of agri-residues. 
A mixture design demonstrated that a partial supplementation 
of rice husk or ground nut shell to corn husk enhanced 
hydrogen yield. Maximum hydrogen production of 65.78 mL 
H2/ g TVS with a 70:16:12 (CH: RH: GNS) without any 
material treatment was determined. A simplex design was 
applied by Sekoai et al. [80] to obtain the optimum 
proportions of agro-municipal waste (corn stalk (CS), bean 
husk (BH), and organic fraction of solid municipal waste 
(OFSMW)). The results indicated that the optimum hydrogen 
production was observed at a ratio of 30: 0: 0 (OFSMW: BH: 
CS) without any material treatment or at a ratio of 15: 15: 0 
(OFSMW: BH: CS) in optimum conditions of the process. 
Marone et al. [81] reported hydrogen production from 
different substrate mixtures, namely cheese whey (CW), 
buffalo slurry (BS), and crude glycerol (CG). Mixture design 
was employed to determine the optimal three-substrate 
composition and distinguish the effect of the mixing ratio on 
the hydrogen yield. The optimum hydrogen production was 
obtained at a ratio of 66:33:0 (BS: CW: CG). 

 

 
Figure 3. Simplex designs in two dimensions (a) and three 

dimensions (b), illustration of a simplex optimization with two 
factors (c), contour plot of simplex lattice design (d) [52, 77]. 

 
2.3.4. Artifical neural networks 

An artifical neural network (ANN), introduced by Rosenblatt 
(1959) and Widrow and Hoff (1960) [82], simulates the 
brain’s learning process by mathematically modeling the 
network structure of interconnected nerve cells. As depicted in 
Figure 4, the configuration of an ANN consists of an input 
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layer, one or more hidden layers, and an output layer. The 
essential processing elements of ANN are called artificial 
neurons or nodes. The neurons in the hidden layer are 
connected to the neurons in the input and output layers by 
adjustable weights that enable the network to compute 
complicated associations between the factors and response. 
The input of each neuron in the hidden and output layers is 
summed up, and the activation function is applied to process 
the resulting summation. Initially, the weights are randomly 
chosen and, then, an iterative algorithm is employed to obtain 
the weights that minimize the differences between the network 
calculated and actual outputs. The application of conventional 
optimization methods including gradient-based technique to 
optimize an ANN model is complex because it is difficult to 
calculate the derivatives of the model [25,83–85]. The genetic 
algorithm (GA) as a strong optimization method was 
introduced by Holland (1975) [86], which mimics the process 
of natural evolution. The neural network coupled with genetic 
algorithm optimization model (ANN-GA) has been 
successfully employed to optimize complex processes [83]. 

 

 
Figure 4. Artificial neural network configuration, (a) operation of a 
single neuron (b) operation of a three layers (input, hidden, output) 

network [87]. 
 
   Nasr et al. [87] used a feed-forward network with back 
propagation algorithm (configuration of 5-6-4-1 layers) to 
model the profile of hydrogen production in batch 
experiments. The input and output layers consisted of five 
neurons (biomass concentrations, substrate, initial pH, 
temperature, and time) and one neuron (hydrogen production 
with time), respectively. 60, 20, and 20 % of the data sets 
were used for training, testing, and validation, respectively. R2 
of training, testing, and validating data was observed as 0.988, 
0.996, and 0.987, respectively. Results depicted that a 
correlation coefficient of 0.976 was obtained for predicting 
the profile of hydrogen production with time. Karthic et al. 
[34] employed ANN (configuration of 3-8-1 layers) to model 
the hydrogen yield in batch experiments. The input and output 

layers were three neurons (peptone concentration, xylose 
concentration, and initial pH), and one neuron (hydrogen 
yield), respectively. Method of CCD was also applied to 
investigate the effect of the aforementioned variables. The 
modeling ability of RSM and ANN was investigated in 
predicting the HY at the estimated values of root mean square 
error (RMSE), standard error of prediction (SEP), and 
correlation coefficients (R2). The reported values of RMSE, 
SEP, and R2 of RSM and ANN showed that the accuracy of 
fitness and prediction of ANN were higher than that of RSM 
design. An ANN method can approximate all kinds of non-
linear functions including quadratic functions, whereas RSM 
is useful only for quadratic approximations [88]. It is reported 
that the ANN is a suitable method compared to the RSM 
technique in terms of the modeling and optimization of 
fermentation processes [89,90]. Prakasham et al. [91] 
employed an ANN-GA (configuration of 4-10-1 layers) to 
predict hydrogen production by mixed anaerobic consortia. 
The age and size of the inoculum, pH, and glucose to xylose 
ratio as four input parameters and HY as one output parameter 
were considered. 80 and 20 % of the data sets were applied to 
training and verification, respectively. The optimum 
conditions were obtained after performing GA evaluation of 
300 generations. After optimization, HY increased from 
325.35 to 378.29 mL/g substrate, showing an increase of 
approximately 16 %. More studies are reported in Table 4. 
 
3. DISCUSSION 

The experimental design approaches have been successfully 
employed for the optimization of dark fermentation. The dark 
fermentative hydrogen production is a complicated multi-
product process that depends on different variables. The 
optimization purpose of the DFHP process is to improve data 
analysis, design, and operation and ultimately to enhance the 
hydrogen production rate and yield. In order to optimize 
DFHP, the selection of factors and levels is more important 
and, then, choosing an appropriate experimental design 
method is necessary to fit with a mathematical function. The 
quality and accuracy of the fitted model to predict the 
experimental data is investigated by regression coefficients 
and interpreted in a response contour plot. Analysis of 
variance (ANOVA) is a collection of statistical techniques 
used to analyze the differences between group means and their 
associated procedures. ANOVA is essential to investigate the 
significance and adequacy of the model. Screening methods 
are employed for a large number of process or design 
variables to identify the most important variables that have 
significant effect on the process performance. In the case of 
the DFHP, methods such as Plackett–Burman, two levels full 
or fractional factorial, and Taguchi design are used for 
screening the key factors. The methods of Plackett–Burman 
and two levels full or fractional factorial at two levels for each 
factor are economical and efficient. When there are few 
factors, the two levels FFD can be employed for screening key 
factors. When the number of factors increases, two levels 
fractional factorial or Plackett–Burman can be used for 
screening. Further, the DFHP is followed by the steepest 
ascent/descent technique to approach the neighborhood of the 
optimal conditions. Subsequently, the optimization methods 
are applied. As illustrated in Table 8, each experimental 
design method is characterized by certain advantages and 
limitations. The OFAT was widely employed to evaluate the 
effect of various factors on DFHP. However, the technique 
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has some major disadvantages: (a) disregard for interactions 
between factors and (b) requiring a rather large number of 
experiments, being expensive, taking long time, and highly 
consuming materials. The OFAT design is always less 
efficient than other DOE methods. The literatures indicate 
that, among the RSM methods, CCD and BBD are more 
applicable than DD, simplex, D-optimal, and three levels full 
or fractional factorial for DFHP optimization. The CCD as a 
very effective method for fitting the second-order model for 
the optimization of DFHP is widely used. The application of 
BBD is often recommended owing to its economic 
advantages. The BBD and DD approaches are slightly more 
useful than CCD. However, they are more effective than the 
3-FFD and 3-PFD. The three levels factorial designs have 
limited application in DFHP when the number of factors is 
larger than two, because the number of required experiments 
for more than two factors is very large. Generally, the FFD for 
more than two factors requires a large number of experiments, 
which is not economically and practically feasible. Therefore, 
an FFD method is useful when there are few factors and levels 
involved. The reviewed papers show that there has been no 
report on the DD to date for the optimization of the DFHP. 
The DD has two attractive features (different number of levels 

for each factor and displacement ability) that provides a 
specific advantage in some studies. Thus, the DD method of 
optimization is suggested for DFHP. Some studies have 
reported on the optimization of substrate mixture with simplex 
method of optimization. In the mixture designs, the total 
amount of components is constant. The D-optimal for 
optimization and model validation has been used. An irregular 
experimental region can be handled with the D-optimal 
design. The D-optimality as a favorable index varies between 
zero (worst case) and one (ideal case). The Taguchi design for 
the screening and optimization of the DFHP has been applied. 
Taguchi approach is able to identify the key factors and the 
best level of factors from a pre-determined number of levels. 
However, the approach cannot guarantee determining the 
optimal condition. This problem can be modified using 
methods such as ANN. The ANN as a well-known technique 
to solve the complex non-linear optimization problems is an 
effective method to optimize several responses simultaneously 
and also optimize DFHP. It appears that ANN and ANN-GA 
are more suitable methods than the RSM technique for DFHP 
optimization. Although the studies of the ANN-GA, simplex, 
and D-optimal for the optimization of the DFHP are limited. 
Therefore, more studies covering these aspects are suggested. 

 
Table 8. Advantages and disadvantages of experimental design methods. 

Design method Advantages Disadvantages Application 
2-FFD  Identification of main effect and the 

interaction of factors 
 Large number of runs, time, cost, and 

consumed materials 
 Only two levels 

Screening 

2-PFD  Smaller number of runs compare to 2-FFD 
for the equal number of factors 

 Only two levels 
 Effect of interaction of factors is limited and 

may be unobserved 

Screening 

PBD  Good screening tool 
 Minimum number of required runs for large 

number of factors 

 Ignoring interactions between factors 
 Only two levels 

Screening 

OFAT  Simple and easy  Ignoring interactions between factors 
 Large number of experiments, time, cost, and 

consumed materials 
 Less efficient than other methods of DOE 
 Optimum can be missed 

Optimization 

TD  Using orthogonal array 
 Reducing number of runs significantly 
 Minimizing the operational time and cost 
 Applicable to industrial process 

 Cannot guarantee the determination of optimal 
conditions 

Optimization 
and Screening 

CCD  Rotatable 
 Estimate curvature 

 Moderate number of runs Optimization 

BBD  Rotatable (or nearly rotatable) 
 Small number of runs in relation to CCD 
 Estimate curvature 

 Less coverage than central composite Optimization 

DD  Smaller number of experiments in relation to 
CCD and BBD 

 Different number of levels for each factor 
 Displacement ability 

 Neither orthogonal nor rotatable Optimization 

3-FFD  Identification of main effect and the 
interaction of factors 

 Large number of runs, time, cost, and 
consumed material 

 Is not rotatable 

Optimization 

3-PFD  Smaller number of runs than 3-FFD for the 
equal number of factors 

 Is not rotatable 
 Effect of interaction of factors is limited 

Optimization 

DO  Applicable to any experimental region (such 
as irregular experimental region) 

 Applicable to combination of quantitative 
and qualitative factors 

  Number of experiments is lower than FFD 
and PFD 

 It does not always lead to a good design Optimization 

SM  The variables are not independent (total 
amount of  the factors must be 1) 

 Applicable to quantitative factors 

 Not very efficient for problems having 
multiple responses that need to be 
simultaneously optimized 

Optimization 
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ANN  Handling large amounts of data easily 
 Optimize several responses simultaneously 
 Suitable to optimize complex processes and 

all kinds of non-linear functions 

 Can be overtrained 
 Training process can be time consuming 
 It usually requires a lot of data 
 Selection of layers, neurons, activation 

function may be mistaken  

Optimization 

 
4. CONCLUSIONS 

The present review highlights the recent studies on 
experimental design approaches to hydrogen production by 
dark fermentation. The CCD, BBD, OFAT techniques for the 
optimization of the DFHP were extensively used. The 3-FFD 
and 3-PFD are not applied frequently, the application of which 
has been limited to the optimization of two factors. The papers 
on the ANN-GA, simplex, and D-optimal for the optimization 
of the DFHP are limited and no paper on the DD has been 
reported so far. Therefore, more studies covering these aspects 
are required. The ANN coupled with GA is a more suitable 
method than the RSM technique for the optimization of dark 
fermentation. The RMSE and the SEP for the ANN method 
were much smaller than those for the RSM, indicating that the 
ANN had a much higher modeling ability and accuracy than 
the RSM approach. Therefore, more research studies covering 
these aspects are required. Further comparative studies of 
these techniques are suggested. Most of the optimization 
studies presented here were carried out in the batch mode of 
operation. Thus, the DOE methods used to investigate the 
effect of the key factors on DFHP in both batch and 
continuous operations are recommended. 
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A B S T R A C T  
 

In this study, an advanced combined power generation cycle was evaluated to obtain sustainable energy with 
high power and efficiency. This combined cycle includes biomass gasification, the Cascaded Humidified 
Advanced Turbine (CHAT), and the steam turbine. The fuel consumed by the system is derived from the gas 
produced in the biomass gasification process. The biomass consumed in this study is wood because of its 
reasonable supply and availability. The economic analysis conducted in the present research has produced 
significant gains. The proposed cycle with current prices intended to sell electricity in Iran has a positive Net 
Present Value (NPV). Therefore, the presented cycle in terms of energy supply has good economic value. Due 
to the significantly higher purchase/sale price of electricity from renewable power plants in developed 
countries in Europe or the United States, the power generation cycle proposed in this study may be more 
economically feasible in other regions than Iran. Of course, with a slight price increase in electricity sales in 
Iran (3 US₵ kWh-1), the proposed system will have acceptable NPV. Because of the complicated equipment 
used in high-pressure and low-pressure turbines and compressors sets, the equipment used in this cycle 
requires a higher initial investment cost than conventional power generation systems. The results showed that 
the investment cost per unit of energy was approximately 909 USD kW-1. 

1. INTRODUCTION1 

According to the report of international energy outlook [1], 
CO2 emissions, which are related to energy production, will 
increase to 43.2 b tons in 2035. One of the major contributors 
to climate change is greenhouse gas emissions through 
consuming fossil fuels to generate power, therefore making a 
big change and shift from conventional to renewable energy 
sources, particularly solar, wind, biomass, and hydropower is 
necessary [2]. 
   Since biomass resources are distributed almost everywhere 
and also are usually abundantly available, they are 
significantly used as one of the renewable energies. 
   It is a fact that biomass energy is the most important energy 
source after fossil energy sources (oil, natural gas, and coal) 
which approximately provides 10 % of the world's energy 
consumption. Besides, municipal and industrial wastes along 
with agricultural biomass wastes can supply almost ¼ of the 
primary energy in 2050 [3-6]. The output power efficiency of 
a gas turbine can be increased by humidifying the working 
fluid. Many different cycles have been suggested with a water 
or steam injection system. Although only a smaller number of 
the proposed cycles in the previous researches have been 
commercialized and used in the power plants yet. The 
humidification of the gas turbines leads to special benefits 
such as achieving high electrical efficiency and specific 
energy efficiency, reducing specific investment costs, 
                                                           
*Corresponding Author’s Email: a-mirzahoseini@srbiau.ac.ir (S.A. Haji 
Seyed Mirza Hosseini) 

reducing the formation of nitrogen oxides (NOx) in the 
combustion process, and reducing the degradation of energy 
output due to high ambient temperatures or low ambient 
pressure. Improved system performance under part-load 
conditions compared to the combined cycle is another 
characteristic of humidified gas turbines. One of the most 
efficient humidified gas turbine cycles is Cascaded 
Humidified Advanced Turbine (CHAT) which is considered 
in this research using biomass gasification as the fuel supply 
system. 
   Studies that have been reported in this paper demonstrate 
energy and economic analysis and also important aspects of a 
novel integrated biomass gasification as a power system. 
Since such important issues concerning cost estimation are 
associated with the capital investment in the humidified 
turbine-based system, the electricity and heat generation costs 
in the mentioned combined cycle power plants must be taken 
into account. The investment cost in the advanced turbine-
based cycle according to the Brayton-Rankine system usually 
consumes approximately 40 % of the overall expenditure in a 
conventional power system. However, only the gas turbine 
needs about 30 % of the total investment cost. Additionally, 
the implementation and installment activities constitute 30 % 
of the remaining investment cost, which consists of 
remarkably about two-third of the physical functions that need 
to be allocated in the works involving the combined power 
systems. As a result, the specific investment cost that means 
unit cost per electrical power in simple gas turbine systems is 
approximately two times smaller than the combined cycle cost 
that includes steam or district heating bottoming systems [7-
9]. Thus, attempts have been made to find alternative ways to 
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reduce the electricity cost and heat generation related to the 
turbine-based cycles installed in the integrated and combined 
heat and power plants. 
   Jitka Hrbek [10] compared different thermal gasification 
projects that operate as a power generator. The main objective 
of this study is to explain the principals of the mentioned 
systems and describe relevant actual projects. The economic 
feasibility of gasification-based power technology plants has 
been described in this research. He found that the most 
important factors influencing the price of the biomass 
gasification outlets included the cost of renewable power, 
biomass cost, size of gasification unit, and number of 
operating hours per year. Also, the author showed that in a 
power to gas project, the total cost is between 5.7 and 7.1 €ct 
kWh-1, which is 2-3 times higher than the price of a project 
that uses fossil fuels. 
   In a review study by Bocci et al. [11], some aspects of 
power plants using biomass gasifier due to energy and 
economic analysis have been considered. They expressed that 
biomass gasification power plants based on downdraft gasifier 
and internal combustion engines were considered, and the 
results showed that the electrical and cogeneration efficiencies 
were about 20 % and 80 % with a global capital cost of about 
500-1000 € kW-1. The application of fluidized bed 
technologies causes a significant increase in the total capital 
cost of the power plant. They indicated that a micro gas 
turbine-fuel cell-based power generator attached to a fluidized 
bed biomass gasifier would require about 10000-15000 € kW-1 
capital investment. 
   In research presented by Omar et al. [12], a detailed 
thermodynamic and economic analysis of a combined power 
cycle was conducted, which integrated a topping cycle with 
the M-cycle heat exchanger. The proposed cycle experienced 
a 6 % improvement in the overall thermal efficiency 
compared to the conventional combined cycle, and the 
corresponding electricity cost reduction was 3.8 USD MWh-1. 
   A novel combined cycle using biogas to supply the required 
fuel of the system was proposed by Ghavami et al. [13]. They 
performed a 4E optimization method, while the mentioned 
system operated as a multi-generation power cycle. The 
results demonstrated that cooling capacity, heating capacity, 
and net power were 123.59 MW, 0.73 MW, and 280.35 MW, 
respectively. Also, the results of economic analysis 
demonstrated 6.79 USD GJ-1 as unit product cost. 
   Dibyendu et al. [14] presented a techno-economic 
assessment and environmental investigation of a power plant 
that includes biomass gasification which is integrated with a 
solid oxide fuel cell, a gas turbine based on external fired 
combustion system, and an organic Rankine cycle. Their 
economic analysis results predicted that, in this plant, the 
minimum power generation cost could be 0.086 USD kWh-1. 
   A humidified advanced turbine (HAT) cycle combined with 
a micro gas turbine and a solar collector system was proposed 
by Li et al. [15]. Also, an organic Rankin cycle was proposed 
to increase power generation capacity by recovering heat 
losses of the cycle. Thermodynamic and economic analysis of 
this power system was performed. The presented plant 
generates approximately 254 kW power, of which almost half 
of the produced electricity is related to gas turbine and the rest 
of that is produced due to heat recovery of exhaust gasses by 
the bottoming cycle. Economic studies in this research 
showed that the specific plant cost in the main scenario was 
0.2 USD kWh-1. 

According to previous studies, the economic aspects of 
advanced humidified power cycles coupled with biomass 
gasification units have not been received much deliberation. It 
appears that due to the complexity of these systems and the 
integration issues, concerted efforts have been directed at 
efficiency and power outputs. Furthermore, alternative 
renewable energy sources have not received much attraction 
compared with conventional power generators consuming 
fossil fuels because of lower calorific values, lower delivered 
power, and thus lower financial incomes. Hence, not only 
should the enrichment of energy capacity approaches in the 
biomass-based power plants be determined, but also the 
economic advantages must be considered to make a 
competitive observation for the investors. 
   This paper discusses the economic field related to the 
biomass gasification application in a power plant that uses a 
cascaded humidified advanced turbine (CHAT) as a top cycle 
and a steam turbine (ST) as a bottoming cycle, which offers a 
new aspect in the current research. For this purpose, the entire 
cost of purchased equipment in each part of the 
comprehensive cycle has been calculated based on the 
empirical formulations. In return, total capital investment is 
obtained by considering other direct and indirect costs to 
implement a power plant. Establishing a relationship with 
fixed capital functions is one of the main tasks of this study. 
Another important matter is that the total variable cost could 
be estimated when some parameters have been defined such 
as labor, fuel, utilities, maintenance, etc. Therefore, all 
principal variable cost factors have been selected in this study 
to increase the accuracy rank of the prediction. One of the 
important matters here is to develop a mathematical model to 
explain the economic profitable conditions of this advanced 
cycle. For this purpose, some popular financial indicators have 
been calculated by running the computational model. Net 
present value, internal rate of return, payback period time, and 
specific unit cost are common indicators whose values are 
presented in this research. Moreover, some parametric studies 
have been carried out to illustrate how the proposed cycle 
could compete with conventional power plants. 
 
2. TECHNOLOGY DEVELOPMENT 

According to the scientific documents, gasification technology 
was proposed to produce electricity from solid fuels in 1792 
for the first time. Moreover, the next step was the installation 
of a gasifier plant, performed by Siemens in 1861. Meanwhile, 
the first fluidized bed gasifier unit was implemented in 1926, 
and the first installation of coal gasification was done in 1999. 
Accordingly, the fluctuation of fossil fuel prices, specifically 
oil, at the end of the previous century and climate change 
concerns are the reasons why biomass gasification has been 
introduced as an interesting approach to generating heat and 
power in the current era [16]. 
   Generally, biomass gasification is explained as 
thermochemical oxidation that is executed partially and 
biomass is converted into synthesis gas (which usually called 
syngas). This process happens in the presence of gasifying 
agents, e.g., pure oxygen, air, steam, carbon dioxide, and 
maybe a mixture of the mentioned agents [17]. The syngas 
obtained in this process is a mixture of combustible 
components (especially hydrogen, carbon monoxide, carbon 
dioxide, and methane, along with ethane and propane as 
hydrocarbons). This process also produces char and tars that 
should be left from the gasifier reactor. Biomass feed material 
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highly affects produced gas quality. Moreover, there are other 
important factors like gasification agents, characteristics of the 
reactor design, catalyst quality (is used), and operational 
conditions [18]. Previous experience shows that as a function 
of biomass feed, operational conditions, and the type of 
gasifier, the syngas lower heating value could be achieved 
between 4 and 13 MJ Nm-3 [16]. 
   As mentioned before, char is the main byproduct of the 
gasification process that consists of unconverted biomass 
fractions and ash. Moreover, the lower heating value of the 
produced char was measured between 25 and 30 MJ kg-1. This 
calorific value is directly related to the volume of unconverted 
fractions [19]. 
   Increasing the energy efficiency of the biomass gasification 
technology should be continued to create optimized reactors. 
The amount of the produced tar and biomass moisture content 
are the principal obstacles in this field that must be 
considered. In recent activities, some novel approaches have 
been demonstrated as effective solutions to generate power 
from toxic and wet biomass. 
   There are some steps in a biomass gasifier that includes 
drying, pyrolysis, combustion, and reduction. To obtain 
syngas from waste valorization, various gasification methods 
have been identified among which fixed bed, fluidized bed, 
and plasma are the main categories. Furthermore, to achieve 
higher produced gas quality and better purification levels 
based on economical ways, combined and integrated systems 
have been developed. Higher efficiency of the conversion 
process is the most important purpose of this new equipment. 
Hence, the gas cleaning technologies are attached to the 
gasification units to supply convenient fuel for consuming in 
the power plants [20, 21]. 
   Fluidized bed biomass gasifiers are notably different from 
fixed bed gasifiers in terms of thermodynamic properties such 
as operational temperature, which is between 800 and 1000 
°C. This temperature range is compulsory due to the reduction 
of ash composition. Another attribute of a fluidized bed 
biomass gasifier is related to the bed form, which consists of 
inert materials to transfer heat and also make a mixture of be 
and fuel components. However, fluidization phenomena are 
caused by the gasification agent in the reactor. Generally, 
particles of the biomass fuel receive heat from the bed based 
on the hotbed, and contact and drying of fuel particles and 
pyrolysis processes occur in this condition. The most popular 
method of fluidized bed gasification is bubbling and 
circulating. However, various types of gasifiers have been 
demonstrated, among  which an advanced model of these two 
methods is selected. 
   A bubbling fluidized bed enjoys some advantages such as 
uniform temperature distribution and the quality of bed and 
fuel mixing rate. On the other hand, the diffusion rate of 
oxygen from the bubbles to the emulsion phase occurs slowly, 
which is one of the negative points of this method. Incomplete 
char conversion and lower gasification efficiency are two 
other disadvantages of the bubbling fluidization [16]. 
   Circulating fluidized bed gasifier is performed in two 
segments. The first one is combustion that takes place in a 
bubbling fluidized bed and generates the required heat of the 
gasification process. The second one includes pyrolysis and 
gasification that take place by the force of blowing gas agents. 
In the cyclone, the bed materials are separated from the 
produced gas and, then, are circulated into the first gasifier 
zone. 

Since fluidized bed biomass gasification is the most promising 
technology to convert biomass fuel resources to high-quality 
combustible gas, one of the recently developed techniques has 
been considered in this study to respond to the advanced gas 
turbine fuel demand [22-24]. 
   The chemical efficiency of the biomass gasifier, also known 
as cold gas efficiency, pertains to biomass characteristics. It 
also depends on the composition of produced gas and, 
therefore, the following equation indicates this relationship: 

g g
chemical

f f

m LHV
h =

m LHV



 (1) 

   Brayton cycle is one of the most popular ways to produce 
electricity in the world, which introduces a gas turbine as a 
thermal to mechanical energy convertor. Despite all gas 
turbine benefits, its main drawback is the low efficiency. 
Hereupon, several efforts have been made by the academic 
and industrial sectors in recent decades. Humidification of the 
working fluid in a gas turbine could remarkably improve the 
energy efficiency of the system. 
   In a Cascaded Humidified Advanced Turbine (CHAT), two 
combustors are in series, while an intercooler and recuperated 
reheat gas turbine are the heart of the system. In Figure 1, a 
basic schematic of this cycle is displayed; however, the 
possible heat recovery from intercoolers has been ignored. In 
the CHAT cycle, a three-section compressor makes an 
adequate compression rate in a train along with two 
intercoolers that are located between compressor sections. The 
Intermediate Pressure and High Pressure (IP & HP) 
compressors stand on a distinct shaft, which includes the Low 
Pressure (LP) shaft. The major proportion of the power 
capacity is produced in the low-pressure section of this cycle 
[25, 26]. 

 

 
Figure 1. CHAT cycle schematic and its main elements. 

 
   Four intercoolers are applied to save power in the 
compression process in this cycle. Although it causes an 
increase in energy saving in the compression unit, it is not 
useful for the energy efficiency of the system due to the low 
outlet temperature just before the combustion chamber. In the 
humidification unit, heat transfer occurs based on simple 
observable phenomena and also humidification of the 
compressed air by increasing the air-water mass mixture. This 
heated air which comprises water particles is entered into the 
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combustion chamber of the HP turbine. The T-S diagram of 
the CHAT cycle is shown in Figure 2. The NOx proportion in 
the CHAT cycle exhaust gas is significantly lower than the 
GT simple cycle since water vapor acts as a heat sink in the 
combustion air [27-31]. 

 

 
Figure 2. T-S diagram of the CHAT cycle. 

 
   The electrical efficiency of the whole cycle can be presented 
as follows: 

out aux net
el

P -P Pη = =
Biomass LHV Biomass LHV

 (2) 

   In addition, the total efficiency of the proposed cycle is 
defined by Equation (3) below: 

out aux useful
total

P -P +Qη =
Biomass LHV

 (3) 

where Quseful is the amount of useful heat that is consumed in 
the combined cycle to increase power generation. The 
conceptual diagram of the proposed cycle in this study is 
displayed in Figure 3. 
 
3. ECONOMIC ANALYSIS APPROACH 

In the present study, the economic analysis of a proposed 
cogeneration system based on the advanced CHAT gas turbine 
cycle, with the specified power generation capacity, along 
with the required fuel by the biomass gasification mechanism, 
which is presented in earlier parts of the paper, has been 
comprehensively carried out. Then, based on international fuel 
and electricity prices, economic indices such as internal rate of 
return (IRR) and net present value (NPV) of the power plant 
are calculated, and the level of competitiveness of the system 
with conventional power generation systems is investigated. 
   In general, the objectives of the economic model for the 
comprehensive cycle can be stated as follows: 

1.  Due to the necessity to develop an economic model in the 
field of investment cost analysis, the formulation of the 
purchase cost of system components is calculated. 

2.  From a systematic perspective, the costs studied including 
both direct and indirect costs have been examined and 
calculated. Typically, working capital expenses, startup 
costs, production costs, and general costs have been 
included in economic analysis. In previous studies, these 
parameters are often not considered for gasification-based 
combined systems, while they are generally presented in 
other studies. Therefore, the reliability of the obtained 

results has also been investigated by comparing the unit 
cost of the power generation. 

3.  Given the general use of this cycle as a power generation 
system and its impact on the geographical area in terms of 
energy carrier prices, this approach has been taken into 
account when the cycle operation is evaluated based on the 
current conditions of electricity and fuel prices in 
European and American countries. The analysis of these 
results provides a good understanding of the current utility 
of the system and its economic future. 

   The economic feasibility of the comprehensively presented 
cycle is estimated by considering criteria such as NPV, IRR, 
and total unit cost for the minimum fuel calorific value. The 
amount of initial investment required to pay back the 
equipment cost used in the proposed cycle is also 
economically analyzed in this model, and the results are 
shown in a comparative diagram [32, 33]. 
 
3.1. Total investment cost 

Before the power plant can be used, there are different costs 
involved in purchasing and installing different machinery and 
equipment. The sum of fixed investment costs and working 
capital is known as total investment costs. The fixed costs of 
power plant setup and operation can be divided into two parts. 
Some of the costs are directly related to the type of equipment 
and how the cycle operates; for example, the costs of tools, 
founding, and site preparation are just a few instances of the 
costs required to prepare power plant units. These costs, 
which are usually spent to purchase and install equipment, are 
called direct costs. The other part of fixed investment costs 
can be costs that are not directly related to the power plant's 
performance; however, should be added to the fixed costs of 
the industrial units overhead. Such costs can be called indirect 
costs [34-36]. 
 
3.1.1. Gas turbine cost functions 

The main parts of the GT system are the gas turbine and 
compressor, where cost relations are shown in Equations 4 
and 5. Based on these relationships, the turbine and 
compressor shaft work are the parameters that influence the 
cost of the GT system [37]. 

[ ]GT GT GTC = (-98.328Ln(W )+1318.5) W  (4) 
 
 

0.67
comp

comp

W
C =91562

445

     

 (5) 

 
3.1.2. Steam turbine cost functions 

The main components of the ST system are the turbine and the 
condenser, which are cost formulated in a system using 6 to 7 
relationships. Based on these relationships, the shaft work of 
the turbine based on horsepower is the parameter that affects 
the cost of the ST system [38]. 

0.41
STC = 20000 (P)  (6) 

 
 

0.6CO
CO

QC =3000 ( )10
 (7) 

 
 

CO in outQ = m (h -h )  (8) 
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Figure 3. Conceptual view of the proposed combined cycle. 

 
3.1.3. Fluidized bed gasifier cost function 

Fluidized bed gasification systems including biomass gasifier 
and ash output cyclone based on Equations 9 and 10 have 
been studied in the cost calculations of equipment supply. 
Moreover, the scale coefficient was calculated 0.67 based on 
the mentioned references [39]. 

0.67
g gC =1600 (m )  (9) 

 
 

cyclone 2

8.9845-0.7892[Ln(S)]
C =exp

+0.08487[Ln(S)]

     
 (10) 

   In Equation 10, the size factor is equal to the volume of 
discharged gas in ft3 min-1. 
 
3.1.4. Gas cleaning cost functions 

Equations 11 and 12 are used to calculate the cost of the gas 
treatment system. Cyclic separator with ceramic border plus 
filter was used for desulphurization and particle separation 
from bio syn-gas. 

sep memC =35A  (11) 
 
 

0.52
filter filterC =3800A  (12) 

   The cost of other major equipment used in the cycle in the 
proposed power generation system is estimated using the 
relationships 13 to 26 present in Table 1 [36]. 
 
3.2. Total variable costs 

Estimating the investment cost is only a part of the process of 
completing the cost analysis. Another important part is to 
calculate costs associated with power plant operation and 
electricity sales. These costs are known in a general 
classification as total variable costs, which are divided into 
two categories: production costs and general costs. Production 
costs are also known as performance costs. The variable cost 
in this study has been considered annually [34]. 

Table 1. Cost functions of the economic study for the present 
combined cycle. 

Cost function Parameter No. 

HRSG parameters 

0.8
Pi Ti,steam Ti,gas i

i
3650 (f f f K )∑

 HE(HRSG)C  (13) 

i0.0971(P /30)+0.9029  Pif  (14) 

out,steam1+exp(T -830/500)
 Ti,steamf  (15) 

out,gas1+exp(T -990/500)  Ti,gasf  (16) 

i Lm,i(Q / DT )  iK  (17) 

Pj,steam
j

11820 (f )∑
 

pipingC  (18) 

j0.0971(P /30)+0.9029  Pjf  (19) 

1.2
gas685m

 gasC  (20) 

HE(HRSG) piping gasC +C +C
 HRSGC  (21) 

Other equipment’s cost 

( )0.78
HE130 A 0.093

 HEC  (22) 

0.71
pump h442(W ) 1.41f

 pumpC  (23) 

2

10.158+0.1003[Ln(A)]
exp

+0.04303[Ln(A)]

       
dryerC  (24) 

0.22760V  shsC  (25) 

0.04HRSG Cost  HRSGstackC  (26) 
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3.3. Assumptions 

Technical and operation assumptions of the proposed cycle 
have been presented in reference [26]. In this study, to solve 
the presented economic model, the following assumptions are 
applied: 

• The lifespan of the cycle is assumed to be 25 years. 
• In this study, the discount rate is set at 8 %. 
• According to the available information on the guaranteed 

purchase price of renewable energy sources in industrial 
units in Iran, the value of USD kWh-1 is considered to be 
0.037. Because of the considerable difference between 
the price of electricity sales in most European countries 
and that in the United States, electricity prices are also 
calculated based on both European and American 
criteria. The average selling price of electricity to 
industries in Europe is 0.1 USD kWh-1 and in the US is 
0.07 USD kWh-1. 

• The biomass fuel used in the calculations of the proposed 
power generation system is wood chips, and information 
about its constituents and characteristics is accessible in 
reference [40]. The biomass fuel price is set at 20 USD 
ton-1. 

 
3.4. NPV and IRR calculation 

Net cash flows are calculated based on the plant’s annual 
revenue and expenses. Annual costs of the system include fuel 
costs and total variable costs annually. To compare different 
options, it is necessary to convert all cash flows to a specific 
factor. This is because the liquidity available today may be 
more valuable than its value in the future. To calculate the Net 
Cash Flow (NCF) value per year, Relation (27) is used [36]. 

NCF = (Electricity Gross Payments – TVC – Fuel Cost) (27) 

   According to the values obtained for NCF, the NPV value 
for the performance cycle is obtained through Relation (28). 

m
n

n
n=1

CFNPV = -TCI
(1+R)∑  (28) 

   In this study, the value of m is equal to 25 in Equation 28. 
   The IRR criterion is the rate of interest that gives the system 
performance at the expected current cash flow value, 
compared to the current cash flow. The IRR is equal to the 
interest rate that results in zero NPV. 
 
4. RESULTS AND DISCUSSION 

The overall results of simulation are presented in Table 2. 
According to the simulated results, the overall vapor rate in 
the gasifier is about 1.275 kg s-1, whereas the biomass flow 
rate and air mass flow rate in the gasifier are about 7.63 kg s-1 
and 4 kg s-1, respectively. Inlet mass flow of fuel is about       
4 kg s-1. The overall process efficiency is over 56 % and 
cycles of electrical efficiency are 56.64 %. The electrical 
efficiency of the proposed model is about 2.2 times that of the 
simple IBG-GT cycle, which is quite impressive. 
   Parametric analysis was performed to calculate NPV and 
IRR changes based on electricity price variations in the 
considered geographical areas. The price range of electricity 
from 0.03 USD kWh-1 to 0.1 USD kWh-1, which is its selling 
price in Iran and its average price in the EU and the US 
respectively, is considered in the model. As shown in Figure 
4, the variation of the NPV value calculated for the duration of 

the cycle operation is shown. It should be noted that negative 
NPV values indicate that the cycle is uneconomical under 
these conditions and, therefore, is not considered as acceptable 
outputs of the model. 
   Also, the IRR is obtained at the point where the NPV is zero 
based on the considered interest rate. These results are 
presented in Figure 5. As can be seen, the current cycle with 
the current prices intended for electricity sales in Europe and 
the United States has the best positive NPV and the acceptable 
positive value in Iran. 

 
Table 2. The main results of the integrated biomass gasification-

cascaded humidified advanced turbine-steam turbine simulation [26]. 

Parameter (unit) Value 

HP generator electricity generation (kW) 12,497.13 

LP generator electricity generation (kW) 15,721.31 

Steam turbine electricity generation (kW) 5411.80 

HP turbine outlet temperature (K) 1088.28  

LP turbine outlet temperature (K) 957.92  

FICFB syngas outlet temperature (K) 1094.55  

FICFB syngas outlet flow rate (kg s-1) 4.15 

Inlet air flow rate (kg s-1) 39.15 

Gasifier cold gas efficiency (%) 80.71 

Gasifier hot gas efficiency (%) 89.22 

Gasifier thermal efficiency (%) 79.62 

Hydrogen production potential (%) 83.79 

Electrical energy efficiency (%) 56.54 

Net energy efficiency (%) 50.33 

Heat energy efficiency (%) 6.12 

Total energy efficiency (%) 56.45 

 
   As noted above, the results presented in Figures 4 and 5 
show a better economic status in Europe and the United States 
than in Iran. This is due to the higher selling price of 
electricity from renewable power plants in these countries. 
   Additionally, Table 3 shows the payback period time of the 
system capital for different values of electricity price for the 
sample cycle performance case studies mentioned earlier. 
According to Table 3, the Break-Even Point (B.E.P.) return of 
capital for the cycle operation in Iran has been estimated at the 
current electricity price of approximately 5 years. 

 
Table 3. The Break-Even Point value of the payback period for the 

sample case studies. 

Electricity price (USD kW-1) B.E.P. (year) 

0.03 7.5 

0.037 (Guaranteed electricity 
purchase price in Iran) 

5.0 

0.07 1.9 

0.1 1.3 
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Figure 4. NPV changes for sample case studies based on different 

electricity sales prices. 
 
 

 
Figure 5. IRR changes for sample case studies based on different 

electricity sales prices. 
 
Table 4 shows the values of the EPC estimated for the 
different units of the cogeneration system, as discussed in the 
previous sections. The purchased cost of the CHAT system for 
generating electricity, as shown in Table 4 and Figure 6, is 
substantially higher than the cost of other parts of the plant. 

 
Table 4. The equipment purchase cost for the proposed combined 

heat and power system. 

Equipment Cost (USD) 

Gas turbines and compressors 10,982,973.3 

Steam turbine and condenser 839,761.11 

Heat recovery steam generators 607,986,7 

Gasifier 1,526,758.25 

Heat exchangers 12,421.16 

Other equipment 145,295.41 

Total equipment purchased cost 14,115,195.9 
 
   The values of the required parts following TCI estimation 
are presented in Table 5. A significant increase in the 
proportion of direct costs versus indirect costs to calculate 
fixed investment costs indicates the importance of cost 
parameters in this section. Among the parameters affecting the 
estimation of direct costs, as can be predicted through the 

relations presented in Table 5, the EPC has the highest 
amount. 
   The results of estimating variable costs and startup costs are 
also shown in Table 5. Based on the results of the present 
study, the production cost per unit of energy is approximately 
909 USD kW-1. 

 

 
Figure 6. The proportion of equipment purchase cost of the proposed 

power generation system. 
 
 

Table 5. TCI & TVC results for the proposed combined cycle. 

Cost factor Cost (USD) 

Fixed capital investment 24,755,230 

Direct costs 22,302,009 

Equipment purchase costs 14,115,195 

Installation cost for equipments 3,528,798 

Total instrumentation and control cost 846,911 

Piping cost 1,411,519 

Electrical installation 141,151 

Building including services 141,151 

Yard improvements 141,151 

Service facilities 1,411,519 

Land 564,607 

Indirect costs 2,453,221 

Engineering and supervision 1,115,100 

Construction expenses 892,080 

Contractor's fee 446,040 

Contingency 245,322 

Working capital 2,475,523 

Total capital investment 27,230,753 

Manufacturing cost 1,263,837 

Direct variable costs 840,383 

Raw materials - 

Operating labor 84,691 

Direct supervisory and clerical labor 8469 
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Utilities 169,382 

Maintenance and repairs 495,104 

Operating supplies 74,265 

Laboratory charges 8469 

Fixed charges 338,764 

Depreciation 141,151 

Local taxes 141,151 

Insurance 56,460 

General expenses 152,444 

Administrative costs 33,876 

Distribution and selling costs 33,876 

Research and development costs 84,691 

Financing - 

Total variable cost 2,426,012 

Startup cost 30,000 
 
The Levelized Cost of Electricity (LCOE) calculates by first 
taking the net present value of the total cost of building and 
operating the power generating asset. According to Equation 
29, this value is divided by the total electricity generation over 
its lifetime [34]. 

NPV of Total Cost Over LifetimeLCOE =
NPV of Electrical Energy Produced Over Lifetime

 (29) 

   Based on the above relation, the amount of LCOE is 0.66 
USD kWh-1. 

NCF = (Electricity Gross Payments – TVC – Fuel Cost) (30) 

   The notable points about the presented results are as 
follows: 

1. Power plant operation is considered to take 365 days and 
24 hours; therefore, no shutdown costs are incurred 
during repairs. 

2. Costs such as patents, franchise costs, and depreciation 
costs for buildings have also been excluded from the 
calculation of total variable costs because of their 
insignificance values. 

 
5. CONCLUSIONS 

From the economic analysis carried out in the present study, 
the following conclusion can be considered as the most 
important achievements of this evaluation: 

1. As can be observed from the results, the presented cycle 
at current prices intended for electricity sales in Europe 
and the United States has the best positive NPV and in 
Iran the acceptable positive value. Here are two things to 
consider: first, the price of electricity in several countries 
around the world is now above 0.1 USD kWh-1 and, 
secondly, inevitable increase in energy consumption and 
consequently the price of electricity in the coming years 
is expected. Therefore, the presented cycle in terms of 
energy supply has favorable economic benefits, and 
hence its justification for industries with the amount of 
electricity consumed by the proposed cogeneration 
system is reasonable. 

2. Based on the results presented in this study, at present, 
the proposed power-generation cycle may be more 
favorable in economic terms in other areas studied than 
in Iran. One of the important reasons could be a 
substantial increase in the purchase/sale price of 
electricity from renewable power plants in such 
countries, along with the stability of financial markets. 
Also, due to the low fuel price in Iran, if the guaranteed 
purchase price of renewable electricity or the sale of 
electricity with full implementation of the subsidy 
targeting law increases, the NPV and IRR values are 
higher than those in the other two case studies. On the 
other hand, with an increase in electricity sales price in 
Iran to only about 3 US₵ kWh-1, the proposed system 
will reach NPV with high positive values. However, the 
Break-Even Point value based on the current guaranteed 
electricity purchase price in Iran is approximately 5 
years. 

3. The main reason for the higher cost of purchasing 
equipment in the proposed cycle than conventional 
power generation systems is the use of complicated 
equipment used in high-pressure and low-pressure 
turbines and compressors sets. The results indicated that 
investment cost to generate electricity per unit of energy 
was approximately 909 USD kW-1 in the proposed 
power plant. Also, levelized cost of electricity was 
obtained 0.66 USD kWh-1. However, in recent years, 
numerous efforts were made by manufacturers to reduce 
the cost of biomass gasifier implementation and set 
targets for reduction below half of the current value. 
Similarly, a list of estimated prices for other cycle 
equipment, steam turbine, and condenser assembly and 
the steam recovery generator are in the next category of 
expensive equipment, respectively, due to the presence 
of removable components or high heat-resistant 
components. 

   Based on the aforementioned results and sustainable energy 
targets, the integration of advanced power generation systems 
into highly efficient biomass gasifiers will be comparative in 
the future world energy market. 
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A B S T R A C T  
 

This paper presents a novel local control method for the converter-based renewable energy resources in a 
stand-alone DC micro-grid based on energy analysis. The studied DC micro-grid comprises the renewable 
energy resources, back-up generation unit, and battery-based energy storage system, which are connected to 
the common DC-bus through the buck and bidirectional buck-boost converters. The proposed control method 
satisfies the stability of the micro-grid output variables, along with current control and voltage regulation by 
controlling the switching functions of the converters, regardless of the energy resource dynamics. The dynamic 
component of the switching function is extracted as a control signal using the state-feedback through a 
mathematical method. The control inputs are designed based on Lyapunov stability theorem to guarantee the 
stability of output variables (DC-bus voltage and generated currents) in a stand-alone DC micro-grid through 
an energy analysis. The proposed distributed controller can be easily generalized as a platform with all kinds 
of the stand-alone DC micro-grids comprising any type or number of distributed generations such as 
renewable energy resources, fossil-fuel-based generations, and energy storage units. Other features of this 
local control method are simplicity, celerity, comprehensiveness, and independence of the distributed 
generations. The dynamic performance assessment of the proposed controller is verified through a simulation 
in MATLAB/SIMULINK environment. The results validate the accuracy and stability of the proposed 
control strategy in various operating conditions. 

1. INTRODUCTION1 

Recently the global efforts to reduce the use of fossil fuels, 
growing energy demand, increased number of renewable 
energy resources (RERs) [1] and more important 
advancements in power electronics have led to the 
modernization of the existing power system [2]. Introduction 
of AC and DC micro-grids including distributed generations 
(DGs) such as RERs, energy storage systems (ESS), gas-
micro-turbine generators, etc. made it possible for engineers to 
reshape the conventional power system [3]. 
   The micro-grids are emerging in the modern power system 
and becoming an attractive choice due to the integration of 
DGs such as photovoltaics, wind-turbines, storage devices, 
and controllable loads, which can operate in either isolated or 
grid-connected mode. However, the issue of reliability and 
stability has not been accomplished yet within these small-
scale distribution grids [4]. In a grid-connected AC micro-
grid, the main grid standards for frequency and voltage are 
utilized, and energy stability is important for power quality 
[5]. However, in the stand-alone operation mode, the 
frequency and the voltage must be stabilized and regulated via 
a control system [6-8]. 
   In a stand-alone micro-grid supplying a residential area, 
most of the consumptions are DC loads, such as electronic, 
telecommunication and audio-visual devices. Moreover, the 
other loads can be supplied either by AC or DC such as air-
conditioning or lighting devices [9]. In fact, distributing 
energy in DC form is in favor of distribution suppliers due to 
                                                           
*Corresponding Author’s Email: brezaie@nit.ac.ir (B. Rezaie) 

the reduced number of converters, limited frequency control 
challenges, higher efficiency, and minimized costs. Thus, DC 
micro-grids is a proper choice for providing remote residential 
areas. Still, in such networks, the voltage regulation, voltage 
stabilization, and energy management are vital to improve the 
power quality and provide a reliable and efficient power [10, 
11]. Therefore, proposing comprehensive methods for 
controlling and stability of the stand-alone DC micro-grids is 
of great importance. 
   Some studies in the literature have been devoted to the DC 
voltage control strategies and energy management control 
systems. In [12], the authors employed a three-level control 
strategy to stabilize the DC-bus voltage in various operation 
conditions (i.e. load change, generation fluctuations) in a DC 
micro-grid with variable sources and loads. In this study, a 
control program based on PI and droop controllers has been 
presented. However, the stability has not been guaranteed. 
Augustine et al. [13] developed an adaptive droop control 
technique to manage the current sharing and voltage 
regulation in a low voltage DC micro-grid. There are three 
points to note about this reference. First, in this study, the 
researchers have not addressed the issues of micro-grid 
stability. Besides, only two DGs with the same type of 
converter have been studied. Finally, the authors have 
neglected the role of energy storage units which is vital in the 
stand-alone micro-grids with RERs, because the challenges of 
bidirectional power flow are crucial in energy analysis and 
stability studies. Dizqah et al. [14] proposed a control strategy 
based on model predictive control (MPC) to manage the 
voltage stability and energy flow between wind, solar and 
battery devices, as well as battery management in a DC micro-
grid. Anand et al. [15] presented a decentralized droop 
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controller by applying a low bandwidth communication to the 
conventional droop controllers, to improve voltage regulation 
in an isolated DC micro-grid. However, the dynamic behavior 
of controllers via a detailed model of the converter has not 
been considered in [14,15], while, in stand-alone micro-grids, 
the dynamic behavior of the converters considerably 
influences the voltage quality in small-signal and should be 
considered in the controller’s design [16]. 
   In [17] a droop control strategy has been proposed for 
voltage regulation in an islanded DC micro-grid based on 
energy stability analysis. However, the DGs in the DC micro-
grid modeled simply as the ideal constant DC voltage sources 
equalized with transmission impedance. This simplification is 
presumed for nonlinear stability analysis and prediction of the 
qualitative behavior of the system as a function of model 
parameters. Moreover, the dynamic characteristics of the 
converters have been neglected in the model. Herrera et al. 
[18] considered the loads in the DC micro-grid as constant 
power loads due to high switching frequency, while the local 
stability analysis and controller design presented using the 
Lyapunov function. Liu et al. [19] represented small-signal 
modeling of an islanded DC micro-grid including a 
synchronous generator as the generation source of the micro-
grid and an induction motor as the micro-grid load. In their 
developed model, the dynamic effects of the constant power 
load, and the filter design parameters on system stability, have 
been evaluated. However, the current and voltage control in 
the micro-grid have been performed exclusively via a 
synchronous generator connected to a rectifier, and the 
dynamic role of the power converters has been neglected. 
   In [20], a kind of linear mathematical modeling represented 
for state-space of all the converters in a DC micro-grid 
considering the currents, voltages and droop controllers, 
likewise, the dynamic stability analysis of the system and 
controllers has been performed. Furthermore, modeling the 
buck converters in [20] performed using the average model, 
where the duty-cycle of the converters was adjusted using the 
simple conventional PI controllers. 
   In [21] the authors employed the Lyapunov theorem for 
stabilization and optimized operation assessment in a stand-
alone DC micro-grid using a nonlinear model, where the 
resources are battery storage devices. In this study, the two 
battery branches represent a fast charging branch and a slower 
charging one. The duty-cycles of the converters connected to 
the batteries have been controlled via a constant gain PI 
controller through a droop control method. Furthermore, a 
reduced-order model for DC/DC converters has been used that 
their performance differs from that of real samples and this 
issue affects the stability analysis. Although in [20,21], the 
researchers have considered stability, the PI controller as a 
linear operator could not provide acceptable accuracy in the 
range of the actual non-linear performance [22]. 
   The topics related to stand-alone DC micro-grids have been 
the focus of research just in the last decade [23]. Hence, a lot 
of issues have remained intact or rarely focused on the 
simultaneous study on local control and stability analysis 
about the precise concept “stand-alone DC micro-grids”, For 
instance, some studies have been privatized on specified 
energy resources models and the proposed control approaches 
have not been presented comprehensively for all kinds of 
resources [13,19,24]. Some studies have proposed model-
independent approaches, but they have tested their proposed 
method on the resources with inherently stable dynamics such 
as constant DC supply, battery, or PV and the validity of these 

methods has not considered for rotational electro-mechanical 
dynamics such as wind turbines, gas-micro-turbines and the 
like [17,21,25]. A lot of researches has simplified the 
modeling of micro-grids or converters or have used linear 
controllers to control a nonlinear system. These issues 
challenge the effectiveness of these methods in terms of actual 
performance, faced with nonlinearities, uncertainties, and 
disturbances [12,15,17,19-21]. In centralized control schemes, 
the control structure is reconstructed and updated to plug in 
additional resources. Moreover, the error in the central 
controller causes all units to malfunction. Besides, there is a 
pressing need for information and communication 
technologies [26,27]. Even in some distributed control 
schemes, despite the plug-and-play capability, there is 
complex bidirectional communication between the local 
controllers [28]. These issues increase the costs of 
establishing, maintaining, and reduce micro-grid reliability. 
   On the other hand, the converter is one of the controllable 
devices [23] that could potentially control and stabilize the 
output variables of the micro-grid as a general local platform 
regardless of the resource dynamics. In this case, the 
switching function of the converter could be considered as a 
non-physical control command. In addition to the challenges 
discussed above, in [29-32] and all the above-mentioned 
references, the effects of switching functions have not been 
examined on the dynamic behavior of converters. 
   In order to cover a significant portion of the recent 
challenges, the main objectives of our research are: (1) 
designing a generalized distributed local controller for RERs 
and any type of converter-based resources in stand-alone DC 
micro-grids; and (2) stabilizing the output voltage and currents 
of the stand-alone DC micro-grid through simply controlling 
the switching function of the converters regardless of resource 
dynamics. 
   The hypothesis of our study is so comprehensive that it 
covers various kinds of stand-alone DC micro-grids as 
follows: 
• The stand-alone DC micro-grid consists of n resources. 
• A battery unit represents all the ESSs in the micro-grid. 
• The resources and the loads are connected to the common 

DC bus. 
• All resources are connected to the bus via full-order 

DC/DC converters. (buck converter for DGs and 
bidirectional buck-boost converter for battery unit). 

   This paper represents a novel control strategy based on the 
direct Lyapunov method (DLM) to perform current and DC-
bus voltage regulation considering the switching function 
control. In fact, the DC-bus voltage regulation is implemented 
via decreasing the effects of the energy oscillations. This 
approach determined a detailed and full-order dynamic model 
for the steady-state and dynamic operation of the converters 
connected to the DGs and the battery energy storage system 
(BESS). In fact, the proposed controller performs the voltage 
stabilizing by reducing the volatility of the generated currents. 
This is done by controlling the switching functions of the 
DC/DC converters. In this control plan, the steady-state and 
dynamic parts of the switching functions were calculated 
separately through a mathematical definition for variables 
errors. Then, the dynamic component of the switching 
function is computed using DLM in such a way the errors of 
the state-variables which are due to the system fluctuations are 
always damped. This simple and agile dynamic calculation 
acts as a closed-loop stabilizer-regulator controller. 
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The prominent features of this approach are its rapid and 
simple execution, fast transient-state response, low range 
dynamic oscillation, and its ability to generalize with all the 
stand-alone micro-grids comprising any type or number of 
RERs, ESSs, and the other DGs. Moreover, as can be seen in 
Figure 1, the controllers of the converters connected to the 
DGs are independent of each other and the only 
communication is conducted into the controller of the 
converter connected to the BESS. This feature facilitates the 
installation of new DGs in development plans. 

 

DG
#1

DG
#2

DG
#3

DG
#n-1

BESS
#n

 
Figure 1. The communication topology of the proposed local 

controllers. 

 
   In summary, the main novelties and contributions of this 
work are as follows: 

• The dynamic component of the switching function of the 
converters is extracted, regardless of resource dynamics, 
using the state-feedback through a mathematical method. 

• This switching function is utilized as the control signal to 
stabilize the output voltage and currents of the stand-alone 
DC micro-grid. 

• A generalized distributed local controller is proposed by 
presenting and proving a novel comprehensive stability 
theorem. 

• This novel controller is applicable to all kinds and any 
number of converter-based energy resources in a stand-
alone DC micro-grid. 

   The rest of this paper is organized as follows: In section 2, 
the precise model of the system is introduced. The 
methodological approach is explained through the steady-state 
analysis in section 3 and in section 4 through the energy 
analysis of the system by applying the DLM, the proper 
controller architecture is represented. Section 5 is devoted to 
the simulation of a stand-alone DC micro-grid consists of 
three DGs and a BESS controlled by the proposed controller, 
and evaluating two scenarios based on this system and the 
simulation results using MATLAB/SIMULINK are 
discussed. The conclusion is drawn in the last section. 
 
2. MULTI-SOURCE DC MICRO-GRID STRUCTURE 

The general scheme of the proposed stand-alone DC micro-
grid has been shown in Figure 2. This structure consists of n  
units, supplying the load so that, n-1 units are the DG units 
such as RERs or other energy resources connected to the BCs, 
and one unit is the BESS consists of a lithium-battery 
connected to a BBC. However, the proposed local control 
method is independent of the resource model. The BESS unit 
is employed to provide a constant DC-bus voltage with 
acceptable precision and agility for the stand-alone DC micro-
grid in the steady-state operation or under dynamic changes 

due to the load change. In this section, the detailed dynamic 
model of the converters is described. 

 

 
Figure 2. A typical stand-alone DC micro-grid configuration. 

 
   Considering the high initial cost of battery purchase, as well 
as the limited lifetime of the batteries with finite 
charging/discharging cycles, the BESS unit in this system is 
controlled only to regulate the DC-bus voltage, rather than 
supplying as an alternative resource. The controllers designed 
in this paper as the main contribution of this work are as 
follows: 

• The controllers for the BCs connected to the DGs, to 
regulate the needed currents. 

• A controller for the BBC connected to the BESS unit to 
regulate the desired DC voltage. 

 
2.1. Buck DC/DC converters 

As shown in Figure 3, the basic function of the BC is the 
current of an inductor controlled by switches. Therefore, the 
output current of the converter can be controlled by 
controlling the switching function. The switch (usually can be 
a power transistor) and diode have zero voltage drop and zero 
current in OFF and ON mode respectively. Input and output 
capacitors are considered respectively for smoothing the input 
and output currents of the BC. Since the injected power from 
the DGs to the DC micro-grid is accomplished by the BCs, a 
complete dynamic description of these converters is required. 
As shown in Figure 3, the dynamical scheme of a typical BC 
can be modeled as: 

ij ij Lj j

ij ij

Lj ij j bus , j = 1, 2,3
j j

Lj ojbus

oj oj

dv i i u
= -

dt C C

di v u v= -
dt L L

i idv = -
dt C C












 (1) 

 
 

 
Figure 3. The detailed structure of a typical BC. 
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where ijC , ojC , jL  are respectively the input capacitor, 
output capacitor and the inductance of the BC, ju , jg , ijv  and 

iji  are respectively the switching function, switching signal, 
input voltage and the input current of the BC. Moreover, Lji  is 
the inductance current, busv  the output voltage equals to the 
DC-bus voltage, and oji  the output current of the BC that 
represents the contribution of each DG in the stand-alone DC 
micro-grid. In Equation (1), j  represents the number of each 
of the DGs. jK , represents an electrical switch that can be any 
kind of the typical controllable electrical switches. The 
switching signals ( jg ) are generated by applying the 
switching function ( ju ) to the Pulse Width Modulation 
(PWM), in the manner as shown in Figure 4. Finally, as 
shown in Figure 3, the signals jg  indicate the switches jK  be 
ON or OFF [33]. 

 

 
Figure 4. Switching signal generating by PWM. 

 
2.2. Buck-boost DC/DC converter 

The bidirectional BBC is the best choice for the operation of 
charging and discharging in a BESS unit. In Figure 5, a 
typical bidirectional BBC has been designed, and Equation (2) 
defines the function of the BBC in terms of the switching 
condition: 

n busLn in

n n

bus onn Ln

on on

u vdi v= -
dt L L

dv iu i= -
dt C C







 (2) 

 
 

 
Figure 5. The detailed structure of a typical BBC. 

 
where onC , nL , ng  and nu  are respectively the output 
capacitor, inductance, switching signal and the switching 
function of the BBC. Moreover, Ln ini = i  and inv  is 
respectively the input current and input voltage of the BBC, 

busv  and oni  represents the output current of the BBC and the 
DC-bus voltage. In fact, the current oni  represents the 
contribution of the BESS in the DC micro-grid. During the 

discharge mode, nK  is open and the switching operation is 
performed on nK . On the contrary, during the recharge mode, 

nK  is closed and the switching operation is performed on nK , 
also in this case, n n(u = 1- u )  replaced by nu  in the Equation 
(2). The dynamic Equation (1) and (2) are used for the aim of 
regulating the current and voltage of the DC-bus in the stand-
alone DC micro-grid. 
   The overall scheme in this study concentrates on the 
dynamic part of the DC/DC converters. All fluctuations and 
disturbances caused by the mechanical and electrical parts of 
various kinds of the DGs will ultimately affect the input 
voltages and currents of the converters, and these effects have 
been examined in this study. However, the proposed design in 
this paper can be expanded to an implemental scheme, since 
different secondary controllers can be employed to control and 
manage various energy resources in the stand-alone DC 
micro-grids. 
 
3. STEADY-STATE ANALYSIS 

To control the DC-bus voltage in the steady-state operation, the 
switching functions of all BCs and BBC in the Equation (1) 
and (2) should be achieved by substituting the desired values of 
all state variables, marked by ‘*’ superscripts. According to 
Figure 3, considering the switching functions as a control 
signal, and through solving the Equation (1) and (2), the 
averaged switching functions *

ju  are obtained as follows: 

* * * *
ij ij ij j Lj bus* j = 1, 2,3, ..., (n- 1)j * *

Lj ij
,

i - C v L i + v
u = +

2i 2v


 (3) 

* ** *
* on bus onin n Ln
n * *

bus Ln

C v + iv - L iu = +
2v 2i

 
 (4) 

   As can be seen, all the state variables are considered to 
achieve the averaged switching functions. Obviously, in this 
study to achieve the voltage stability and current regulation, the 
values of desired voltages and currents * * * * *

ij Lj Ln bus ijv ,i ,i , v ,i

 
are 

constant. Therefore, the steady-state references * * * *
ij Lj Ln busv ,i ,i , v  

 are zero. Hence, according to Figure 3, where *
busv  is 

considered zero, the desired value of *
Lji  represents *

oji . 
Consequently, the simplified results of the Equation (3) and (4) 

are respectively equal to 
* *ij bus
* *Lj ij

i v+
2i 2 v

 and 
**
onin

* *
bus Ln

iv +
2 v 2i

. These 

desired reference values are used for calculating the deviations 
of the variables from their desired steady-state values. For this 
purpose, *

ijv  and *
busv  are respectively considered equal to the 

nominal voltages of the DGs, and the nominal voltage of the 
DC-bus. The output currents *

oji  and *
oni  are issued by the 

outer layer controllers based on different methods of energy 
management and power-sharing in the micro-grids. 
Consequently, the input currents *

iji  and *
Lni  can be calculated 

based on the equality of input/output power of the converters. 
To stabilize the DC-bus voltage, in this scheme, *

oni  is 
determined based on the difference between the generated and 
needed currents. Further details are provided in section 4.2.2. 
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4. ENERGY ANALYSIS AND DLM-BASED CONTROLLER 
DESIGN  

The DLM analysis has been used to stabilize all the state 
variables in the proposed DC micro-grid, to reach their 
equilibrium points in a way that the micro-grid has a stable 
operation in steady and transient states. This method is based 
on the energy analysis of the state variables of the system [34]. 
 
4.1. Energy equations  

First, the vectors of the state variables and their desired values 
are respectively defined as (5), (6): 

[ ]TLn busi v= i LX v i  (5) 

T* *
Ln busi v =  

* *
i LX v i

 

(6) 

where Χ  and *Χ  represent the vectors of the state variables 
of all converters and their desired values, ( , ), ( , )* *

i L i Lv i v i  are 
respectively the vectors of the state variables of the BCs and 
their desired values, as described below: 

i1 i2 i(n-1)v v ... v =  iv  (7) 

* * *
i1 i2 i(n-1)v v ... v =  

*
iv  (8) 

L1 L2 L(n-1)i i ... i =  Li  (9) 

* * *
L1 L2 L(n-1)i i ... i =  

*
Li  (10) 

   So, the vector of the state variables errors can be written as: 

Ln bus

T*
i ve e = − =  i Lv iE X X e e  (11) 

where 
i

*
v i ie = v - v , 

L

*
i L Le = i - i , 

Ln
*

i Ln Lne = i - i , 

bus
*

v bus buse = v - v . In this way, the exact energy equation 
related to the errors of the state variables can be considered as 
the Lyapunov function, so that: 

2
e

1W (x) = tr[diag( ).diag( ) ]
2

B E  (12) 

where, based on (1) and (2), and assuming the output filter 
capacitors  o1 o2 o3 on oC = C = C = ... = C = C , the vector B  and 
its arrays in (12) are extracted as follows: 

[ ]Tn o= L nCiB C L  (13) 

i1 i2 i(n-1)= C C ... C  iC  (14) 

1 2 (n-1)= L L ... L  L  (15) 

   Subsequently, the derivative of the energy equation (12) is 
calculated as (16): 

eW (x) = tr[diag( ).diag( ).diag( )]B E E   (16) 

   By applying (11) and (13)-(15) to Equation (16) and after 
sorting out, all terms of (16) can be achieved as: 

ij ij Lj Lj

Ln Ln bus bus

n-1 n-1

e ij v v j i i
j=1 j=1

n i i o v v

W (x) = C e e + L e e +

L e e + nC e e

∑ ∑  

 

 (17) 

   In (17), the first two terms refer to the DG units, which are 
connected to the BCs, and the other terms refer to the BESS 
unit connected through BBC. 
 
4.2. DLM-based controller and stability analysis 

To design a proper controller to regulate the generated 
currents of the DG units, and with the aim of stabilizing the 
DC-bus voltage through regulating the current of the BESS 
unit, the switching functions of the BCs and BBC are 
separated into two components *

ju  and jU , such that: 

* , j 1, 2, ..., nj j ju u - U ==  (18) 

   These components are respectively considered as the steady-
state components and the dynamic components of the control 
signals. The steady-state components are the same as the 
averaged switching functions, have been defined previously in 
(3) and (4). In fact, jU  represents the dynamic effects of the 
state variables errors in each converter. Finally, the proper 
control signal is obtained by subtracting *

ju  and jU . By 
applying (18) and (11) into (1) and (2), all terms of (17) can 
be rewritten as follows: 

ij ij ij Lj ij ij

iij

n-1 n-1 n-1 n-1
* *

ij v v ij ij v j i v j Lj v
j 1 j 1 j 1 j 1E

*

C e e (i - i )e - u e e U i e
= = = =

= +∑ ∑ ∑ ∑
(

))))(

 
(19) 

Lj Lj Lj ij Lj bus Lj

n-1 n-1 n-1 n-1
*

j i i j i v j ij i v i
j 1 j 1 j 1 j 1

* **

L e e u e e - U v e - e e
= = = =

=∑ ∑ ∑ ∑

 

 
(20) 

bus bus bus Ln bus

bus bus Lj

Load

*
o v v v n i v n Ln

***
n n-1

*
v oj oj v i

j 1 j 1

E **i

nC e e e u e - e U i -

e (i - i ) e e
= =

=

+∑ ∑


))(

))( ))(

 (21) 

Ln Ln Ln bus Ln Ln

vin

* *
n i i in in i v n i bus n i

E ***

L e e (v - v )e - e u e v U e= +
))( ))(

 
(22) 

where 
ijiE and 

invE are respectively the errors of the input 

currents of the BCs, and the error of the input voltage of the 
BBC connected to the BESS. Since, n

Load oj
j=1

i = i∑  and 

n* *
Load oj

j=1
i = i∑ , therefore, 

LoadiE  is the difference between the 

sum of the generated currents and their desired values, that it 
is equal to the difference between the injected currents and 
total load demand *

Load Load(i - i ) . As can be seen, in the 
Equations (19)-(22), each pair of the terms identified by ‘*’, 
‘**’ and ‘***’, are respectively symmetric, so the final 
simplified equation by replacing (19)-(22) into (17), can be 
rewritten as: 
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ij ij ij Lj

Ln bus in Ln bus Load

n-1 n-1
* *

e v i j Lj v ij i
j 1 j 1

* *
n bus i Ln v v i v i

W (x) e E U (i e - v e )

U (v e - i e ) E e - e E

= =

= + +

+

∑ ∑

 (23) 

   According to DLM, to reach the global asymptotical 
stability, if the total system energy is positive, therefore its 
derivative must be definitely negative [34]. On this basis, to 
calculate the dynamic part of the switching functions as a 
component of the control signal, we can state the following 
theorem: 

Theorem 1. In a DC micro-grid with the energy equation of 
the state variables errors defined by (12), and the derivative of 
the energy equation defined by (23), there are ( )j 1, 2, ..., njU , =  
equal to (24) and (25) making the system globally 
asymptotically stable according to the Lyapunov definition, 
such that: 

ij Lj ij ij

ij Lj

* * 2
j Lj v ij i v i

j 1, 2, ..., (n - 1)j j* *
Lj v ij i

(i e - v e ) - e E
U ,

i e - v e
0, =

α
= α∀ <

 

 

(24) 

Ln bus bus Load in Ln

Ln bus

* * 2
n bus i Ln v v i v i

n n* *
bus i Ln v

(v e - i e ) e E - E e
U , 0

v e - i e

a +
= ∀a <

 

 

(25) 

Proof. At first, we consider the Lyapunov stability conditions 
[34]: 

e

e

e

e

W (0) 0
W (x) 0, x 0
W (x) , as x

W (x) 0, x 0

=
 > ∀ ≠
 →∞ →∞
 < ∀ ≠ 

 (26) 

   According to (12), it is obvious that W(0) = 0 , W(x) > 0  for 
all x 0≠  and W(x) →∞  as x →∞ . To establish all 
constraints of the Lyapunov stability theory, we assume that 
(23) is negative. A rigorous approach is that the energy 
equation of each unit is negative. This procedure helps to 
prove the stability of the micro-grid in the various situation of 
mono-source to multi-source generation, even regardless of 
the participation of the BESS unit. As a result, the distributed 
performance of the controllers is also guaranteed. In this 
approach, (23) can be divided into two general parts. One part 
contains the first two terms, referring to the DG units 
connected to the BCs, and the other part contains remained 
terms, referring to the BESS unit connected to the BBC, 
supposing both terms are negative. As described above, we 
have: 

ij ij ij Lj
* *

v i j Lj v ij ie E + U (i e - v e ) < 0  (27) 

   After replacing (24) into (27): 

( )ij Lj ij ij

ij ij ij Lj

ij Lj

* * 2
j Lj v ij i v i * *

v i Lj v ij i* *
Lj v ij i

α (i e -v e ) -e E
e E + i e -v e <0

i e -v e

 
 
 
 

 (28) 

ij Lj
* * 2

j Lj v ij i jα (i e - v e ) < 0 α < 0⇒ ⇒  (29) 

   Therefore, it is concluded that Equation (29) is always true 
for jα < 0 . Similarly, for the other parts of (23), we assume: 

Ln bus in bus Load
* *

n bus i in v v in v iU (v e - i e ) + E e - e E < 0  (30) 

   After replacing (25) into (30): 

( )
( )

Ln bus bus Load in Ln

Ln bus

Ln bus in Ln bus Load

* * 2
n bus i in v v i v i

* *
bus i in v

* *
bus i in v v i v i

α (v e - i e ) + e E - E e

v e - i e

v e - i e + E e - e E < 0

 
 ×  
   (31) 

Ln bus
* * 2

n bus i Ln v nα (v e - i e ) < 0 α < 0⇒ ⇒  (32) 

   It is concluded that (32) is always true for n 0α < . 
Consequently, by applying (24) and (25), the derivative of the 
energy equation of the system will always be negative, 
therefore all conditions of the Lyapunov stability theory are 
satisfied, and the system is globally asymptotically stable 
according to the Lyapunov definition, so the theorem is 
proved. 
   After clearing the effects of the dynamic errors of the state 
variables from the average switching function *

ju , the revised 

switching functions *
j j ju u - U=  are applied to the PWM signal 

generator as a control command and consequently, the 
switching signals jg  are generated and applied to the 
converters. 
 
4.2.1. Current regulating 

As we can see in Equation (24), all errors of the state 
variables, input variables, and their desired values are 
involved in (24) that affect the output currents of the DGs. 
According to this equation, it is obvious that choosing the 
proper Lyapunov function leads to the accuracy and agility of 
the controller in eliminating the deviations. The signals 

, j = 1, 2, ..., (n- 1)jU  are the dynamic components of the BC 
switching functions and related to the deviations of the 
variables on output currents. The current control design is 
based on Equations (3), (18), and (24). According to Theorem 
1, calculating , j = 1, 2, ..., (n- 1)jU  through Equation (24) will lead 
to system stability. Therefore, the controller calculates 

, j = 1, 2, ..., (n- 1)jU  at each step based on the state-feedback 
according to Figure 6. Since the switching function is placed 
in the energy equations equal to (18), by subtracting jU  from 

*
ju , the modified switching functions are obtained 

dynamically and applied to the converter. The alpha presence 
of all the variables affecting the output currents in the 
equation. As a result, this increases the coefficients weigh the 
effects of the errors. Although for any negative values of jα , 
the stability of the output currents and damping the oscillation 
are guaranteed, but the proper adjustment of jα  will reduce 
the steady-state error and increase the response rapidity as can 
be seen in section 5. According to Figure 6, the BC controller 
calculates *

ju  and jU  based on the desired reference current 
* , j 1, 2, ..., (n - 1)oji =  and applies the modified switching signal ju  

as a control signal to the PWM subsequently. Finally, based 
on Figure 4, the proper switching signals are generated and 
applied to the BC as described in section 2.1. 
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Figure 6. The detailed structure of the proposed BC controller. 

 
4.2.2. Voltage stabilizing 

The voltage control design is based on Equations (4), (18), 
and (25). According to Theorem 1, calculating nU through 
Equation (25) will lead to system stability. Therefore, the 
controller calculates nU  at each step based on the state-
feedback according to Figure 7. Since the switching function 
is placed in the energy equations equal to (18), by subtracting 

nU  from *
nu , the modified switching functions are obtained 

dynamically and applied to the BBC. 
 

 
Figure 7. The detailed structure of the proposed BBC controller. 

 
   As can be seen in Equation (25), the effective variables and 
errors in the stabilization of the DC-bus voltage are involved 
in the calculation of the switching function. To adjust the DC-
bus voltage to the desired value *

bus(v ) , the deviation effects 
of the variables from their desired values are eliminated from 
the switching function by weighting nα  and consequently, 
according to Figure 7 the modified switching function is 
applied to the PWM. Based on the Equation (25), the factors 
such as the load variations, the inability of DG units to 
provide the needed power 

Loadi(E ) , DC-bus voltage 

fluctuations 
busv(e ) , and the deviations of the input voltage of 

the converter relative to its nominal value 
inv(E ) , affect the 

dynamical component of the switching function. 
   Based on Figure 7, to stabilize the DC-bus voltage and 
supply the load, the required load demand *

Load(i )  is 
subtracted from the total actual generated current of the DG 

units (
n-1

1
oji∑ ) and the result is considered as the desired 

reference current of the BESS unit ( *
oni ). Obviously, when the 

total output power of the DG units exceeds the load demand, 

the ( oni ) will be negative and the battery will be charged. 
Choosing the proper and accurate Lyapunov function has 
resulted in the participation of all effective errors on the DC-
bus voltage stabilization in Equation (25). As can be seen in 
Figure 7, the BESS unit controller, in addition to stabilizing 
the fluctuations of the DC-bus voltage, compensates the 
needed current. Thus, in this scheme, the proper performance 
of the proposed BC controllers is its ability to reduce the 
contribution of the BESS unit to the transient and steady-state 
operation and consequently the proper performance of the 
BBC controller connected to the BESS unit, is its ability to 
inject needed currents, stabilize the DC-bus voltage through 
eliminating the fluctuations in transient and steady-state 
operation. As can be seen from Figures 6 and 7, the 
communication needs between the controllers are at their 
minimum level due to the independent operation of the BC 
controllers. Based on Figure 1, the only one-way 
communication is conducted via the BBC controller 
connected to the BESS. 
 
5. SIMULATION AND RESULTS 

In this section, to validate the performance of the proposed 
controller, a simulation has been performed in the 
MATLAB/SIMULINK software. In this simulation, a stand-
alone DC micro-grid consisting of two RERs, one fossil fuel 
energy resource, and one BESS that are a photovoltaic array, a 
wind-turbine unit, a gas-micro-turbine unit, and a lithium 
battery, respectively. The structure of the simulated micro-
grid is shown in Figure 8. This micro-grid feeds a variable 
resistive load and the equations of , j 1, 2,3, 4ij ij(v ,i )=  correspond 
to the [29, 35]. The DGs, BESS unit and the electrical load are 
connected to a common DC-bus. Further details about the 
parameters of the micro-grid have been listed in Table 1. To 
evaluate the performance of the controllers, several events are 
compiled in the form of two scenarios in sections 5.1 and 5.2 
respectively. These considered events including the step 
changes in the reference values of the output currents *

oj(i ) , 
the load changes, the simultaneous changes in generation 
level, the imbalance between generation and consumption, 
and the sudden disconnecting of a resource. As can be seen 
from the results, the proposed controller has a proper 
operation and is able to supply the load with desirable values 
of current and voltage, stability, and acceptable rapidity and 
accuracy. In Section 5.3, the performance of the proposed 
controller is investigated using multiple jα . Finally, in section 
5.4, to validate the proposed controller, its performance is 
compared with a conventional PI controller applied to the 
PWM. 

 
Table 1. The details of the simulated DC micro-grid. 

Parameter Value Parameter Value 
DC-bus voltage 950 (V) Battery capacity 10 (Ah) 

BC & BBC 
output 

capacitance 
2.1 (mF) Battery nominal 

voltage 1340 (V) 

BC input 
capacitance 1 (mF) BC & BBC 

inductance 5 (mH) 

Switching 
frequency 5 (kHz) BC & BBC input 

voltage 1400 (V) 

Resistive load 19.95-
31.35 (kW) 

Number of DGs 
Number of 

BESS 

3 
1 
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Figure 8. The structure of the simulated stand-alone DC micro-grid. 

 
5.1. Scenario I: The changes in the load side 

In this scenario, at first, the contribution rate of all DG units is 
assumed constant and the primary load demand is equal to 
24(A). In two steps, the load increment at t=1 s and t=2 s, as 
well as in the next step, the load decrement at t=3 s are 
applied. These changes of load demand are respectively equal 
to +3(A), +6(A), and -12(A). The output current of each 
converter , j = 1, 2,3, 4oj(i ) , is shown in Figure 9. Moreover 
Figure 10 shows the total generated current, load demand 

*
Load Load(i ,i ) , and the DC-bus voltage bus(v ) . In Figure 9 the 

currents are displayed with more precise scale for greater 
clarity. Based on this figure, the load change has slight effects 
on the output currents of the BCs, with maximum oscillation 
range around 1.5 %. These oscillations are well removed. It 
means that the BC controllers have proper performance in the 
tracking of their set points * , j = 1, 2,3oj(i ) , because the BBC 
controller and BESS quickly compensate for the voltage drop 
caused by the increased load (Figure 10). Moreover, the BBC 
controller connected to the BESS unit performed well between 
t=1-3 s through regulating the current o4(i )  to meet the 
increment of the load requirement and in this way, the DC-bus 
voltage has been kept constant properly. In each event, new 
reference values are reflected along with the errors caused by 
the transient-states through Equations (24) and (25) in jU . 

The new jU  is then deducted from *
ju , thereby reducing the 

reflection of these fluctuations in the output current. The very 
slight saw-tooth fluctuations observed in the steady-state 
currents are related to the switching effect of the converters 
and are inevitable. 
   According to Figure 10, the DC-bus voltage has slight 
variations during the load changes, with quickly transient 
states. Moreover, to balance the needed and generated power, 
the BBC controller puts the BESS unit in the charge mode at 
t=3 s. After each event, the partial oscillations of the transient 
state in the output currents of the BCs are due to changes in 
the DC-bus voltage caused by sudden changes of the load. 
Changing the load causes a change in the equivalent 
impedance of the system. As can be seen in Figure 9, when 
the load increases (resistance decreases), the duration of the 
transient-state is longer than the load reduction state (increase 

in resistance). However, these fluctuations are dampened by a 
very slight range. Moreover, the BESS unit compensates for 
the DC-bus voltage with minimal fluctuations. 
   Theoretically, in this scenario, the effects of the DC-bus 
voltage errors are reflected by Equation (25) through 
considering 

busve  in the modified switching function of the 
BBC controller which results in the rapid elimination of 
fluctuations from the DC-bus voltage. Moreover,

e

W(x)  is 
calculated using equation (16) and shown in Figure 11. As can 
be seen in this figure, during Scenario I, 

e

W(x)  is negative. 
Since eW (x) 0> , based on (26), this result validates the 
stability of the system introduced by Theorem 1. 
   More details about the events and their results related to 
each scenario are listed in Table 2. In this table, Loadi  is the 
steady-state current of the load, busv  the steady-state voltage 
of the DC-bus that is equal to the load voltage. The error 

busv %e  is the steady-state error of the DC-bus voltage, 
expressed as a percentage. 
 
5.2. Scenario II: The changes in the generation side 

In this scenario, the load is assumed constant while the desired 
set points of the output currents *

oj, j = 1,2,3(i )  are changed as 
modeling of changes in the generation level of the resources. 
The reference currents are respectively reduced equal to 5(A), 
4(A), and 2(A) in three stages, between t=4-6 s. According to 
Figure 12, it is observed that the transient-states caused by this 
change, rapidly disappear in the output currents of each BCs. 
Also, the amplitude of the oscillations is negligible. Since the 
generated currents are less than the load demand, the BBC 
controller puts the BESS unit in the discharging mode through 
reversing the current on(i ) . The BESS unit quickly discharges 
and prevents the DC-bus voltage from decreasing. Based on 
Figure 13 the proposed controller has acceptable performance 
in voltage stabilization. In this scenario, the desired reference 
currents *

oj, j = 1,2,3,4(i )  and *
ij, j = 1,2,3,4(i )  are changed. 

 

 
Figure 9. The output currents of DGs , j = 1, 2, 3oj(i )  and BESS unit 

o4(i )  under load change during Scenario I. 
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Figure 10. The total load current and DC-bus voltage under load 

change during Scenario I. 

 

 
Figure 11. Calculating the derivative of energy function according to 

Equation (16) during Scenario I. 
 
As mentioned in section 3, * * , j = 1, 2,3oj Lj=(i i )  and * *

in Ln=(i i ) . 
Therefore, based on Equations (24) and (25), these new 
reference values are included in the calculation along with 
their error values 

Load ij Lj Lni i i i(E ,E ,e ,e ) , and in this way, they 

are reflected in the modified switching functions j(u ) . 
Consequently, in addition to generating new output currents 

oj(i ) , the effects of their fluctuations are compensated 
properly. Moreover, in a harsh condition at t=7 s the desired 
output currents of DGs are increased simultaneously equal to 
7(A) for each one, which is a serious stress for the system. As 
the output current exceeds the load demand, the BBC 
controller puts the BESS unit in the charging mode again. 
According to Figure 12, the transient-state caused by this 
change disappears rapidly in the output currents, and the 
amplitude of the oscillations is negligible. The BC controllers 
quickly attenuate the fluctuations caused by these changes by 
applying the error effects through Equation (24). Moreover, 
the output currents follow their set-points properly in the 
steady-state with acceptable accuracy. In addition, the BESS 
unit compensates the oscillations of the transient-state 
instantly. The DC-bus voltage is depicted in Figure 13. Based 
on this figure, in the steady-state, the BESS unit prevents the 
DC-bus voltage from increasing, and the proposed controller 
has proper performance against the changes of the generation 
set points. Based on section 4.2.2 *

o4i  is set equal to 
3* *

o 4 Load oj
1

i i - i= ∑ . Hence, according to Figure 12, *
o4i  may be 

inherently oscillating. So, it does not interfere with stability. 
For instance, at t=7-8 s after a sudden step change in 
generation equal to +21(A), the fluctuation of *

o4i  are equal to 
the sum of the switching effects of the four converters and 

*
o4 o4(i - i )  is damping. The proposed controller is able to damp 

the oscillations well and ensure stability. 
 

 
Figure 12. The output currents of DGs , j 1, 2, 3oj(i )=  and BESS unit 

o4(i )  during Scenario II. 
 
 

 
Figure 13. The total load current and DC-bus voltage during 

Scenario II. 
 
 

 
Figure 14. Calculating the derivative of energy function according to 

Equation (16) during Scenario II. 
 
   The steady-state error of the DC-bus voltage is equal to  
1.26 %, which is still acceptable. In the following, at t=8 s, 
DG3 is abruptly disconnected from the micro-grid thus losing 
a significant portion of the generations, equal to 11(A). As a 
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result, based on Figure 13, the voltage drop occurs in DC-
BUS. The BBC controller quickly alleviates this voltage drop 
through changing the contribution of BESS unit. As can be 
seen from Figure 12, DG1 and DG2 follow their set-points 
after a very slight and rapid transition. Moreover, eW (x)  is 

calculated and shown in Figure 14 during this scenario. As 
can be seen in this figure, during the events, eW (x)  is negative 
and based on (26), validates the stability of the system 
introduced by Theorem 1. Further details of the simulation 
results are given in Table 2. 

 
Table 2. The summary of the events and their results. 

 Time (s) Events Load
* (A)i  Load (A)i  (V)busv  

Load

(%)

iE  
bus

(%)

ve  

Sc
en

ar
io

 I t<1  Load=cte 24 23.95 950.01 -0.21 +0.001 
1 Load↑ 27 26.95 948.80 -0.17 -0.120 
2 Load↑ 33 32.90 946.60 -0.30 -0.350 
3 Load↓ 21 21.15 952.50 +0.71 +0.260 

Sc
en

ar
io

 II
 4 DG1↓ 21 20.96 948.88 -0.19 -0.120 

5 DG2↓ 21 20.78 946.70 -1.05 -0.350 
6 DG3↓ 21 20.70 945.50 -1.43 -0.470 
7 DG1,2,3↑ 21 21.31 962.00 +1.47 +1.260 
8 DG3:off 21 21.08 951.75 +0.38 +0.180 

 
5.3. The effects of the proposed controller on 
transient-state, accuracy, and stability 

In this section, in order to investigate the effect of the 
proposed controller on the performance of DGs, the generated 
current of one of the DGs o1(i )  is simulated with different 
coefficients of the controller 1( )α . According to Theorem 1, 
the system error for 1 0α <  will be dampened. Three allowed 
values are assigned to 1α . The considered events are 
according to Table 1 at t=3 s, 4 s. As can be seen in Figure 15, 
changing the 1α  leads to a change in the speed and accuracy 
of the controller. According to Equation (24), changing the 1α  

changes the weight of the error term 
ij Lj

* * 2
Lj v ij i(i e - v e )  on 

closed-loop. For this reason, 1( 0.001)α = −  causes lower 
undershoot and higher steady-state error, 1( 0.8)α = −  causes 
higher undershoot and higher steady-state accuracy. Also, 

1( 0.005)α = −  causes a moderate mode. This feature makes the 
controller flexible in various applications based on 
exploitation policy. It should be noted that theoretically, the 
curves related to 1( 0.001)α = −  and 1( 0.005)α = −  also move 
towards the reference with a very slight slope, in this case, a 
secondary controller can quickly reduce the steady-state error. 
However, it occurs much faster by applying 1( 0.8)α = − , and if 
necessary, the proper filters can be used to compensate for the 
transient-state fluctuations. Moreover, as can be seen in Figure 
16 and based on Equations (23) and (24), applying a positive 
coefficient 1( 1)α =  causes system instability. In this case, the 
values of 1U  will cause the eW (x)  to be positive and the 
errors will be incremental. 

 

 
Figure 15. Comparing the generated current o1(i )  with various 

negative coefficients 1( 0.001, 0.005, 0.8)α = − − − . 

 
Figure 16. The generated current o1(i )  with positive coefficient 

1( 1)α = + . 
 
5.4. Comparison of the proposed controller with 
conventional PI controller 

In this section, the performance of the proposed controller is 
compared with the conventional PI controller [20, 21]. As 
mentioned, the application of linear controllers on non-linear 
systems is sensitive to changes in reference values [22]. In this 
comparison, the values of jα  have been set equal to 0.25 for 
all units. The PI controller issues the switching functions j(u )  

by comparing *
oj oj(i ,i ) . The PI controller is set so that both 

controllers perform the same function before changing the 
reference values * * *

o1 o2 o3(i 2, i 8, i 6(A))= = = . Then, at t=1 s, 
*
o1i  changes equal to +13(A) and at t=2 s, *

o2i  and *
o3i  change 

respectively equal to -7(A) and +10(A). Figure 17 shows oji  
considering both control methods. Based on this figure, at   
t=1 s and t=2 s, a significant transient-states and steady-state 
fluctuations related to o1i  and o3i , are observed in the 
performance of the PI controller compared to the proposed 
controller. Because in the PI controller, only the output 
current error is considered and ju  will fluctuate in proportion 
to current oscillation, which will cause more oscillation. 
However, in the proposed control method, the average of the 
switching function *

ju  is always constant and jU  dynamically 

corrects the switching functios *
j j j(u u - U )=  based on 

Equations (24) and (25) and considering the errors of all state-
variables. This feature reduces the amplitude and duration of 
transient-state oscillations. At t=2 s, after a sharp decrease, o2i  
has been cut-off using the PI controller due to the presence of 
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a rectifier according to Figure 8 which prevents reverse 
current. However, this causes destructive tensions in the 
converter. Also, according to Figure 17, severe fluctuations of 

oji  have led to significant battery participation using PI 
controller that will reduce battery life-span. 

 

 
Figure 17. Comparison of the proposed controller with conventional 

PI control. 
 
6. CONCLUSIONS 

In this paper, a novel local controller for a multi-resource 
converter-based stand-alone DC micro-grid has been proposed 
based on DLM. A comprehensive dynamic micro-grid model 
associated with the converter-based ESS, RERs and gas-
micro-turbine has been considered. In this proposed method, 
the steady-state and dynamic components of the switching 
functions have been separately investigated in the dynamic 
model to decrease the fluctuations due to the load alterations 
and performance of the DGs. Thereby, the controller ensures 
the fluctuation damping of the output and system stability. 
Besides, the proposed method ensures stable performance 
regardless of the dynamic equations of the resources and the 
number of DGs. Moreover, the independence of the DG 
controllers, simplicity, and easy execution are the other 
advantages of this method. The desired DC-bus voltage, 
accurate current generation, and fast response have been 
achieved by simulation in the MATLAB/SIMULINK 
environment for various operating conditions. The simulation 
results show that the DGs are controlled individually with the 
negligible effects on each other. Moreover, the controllers 
exhibited good performance compared to conventional PI 
controllers in eliminating the oscillations caused by sudden 
changes in the generation, and are flexible in various 
applications based on exploitation policy. It can be predicted 
for example the combining an outer layer fuzzy or neural 
controller with the proposed method to adjust the alpha 
coefficients can be considered as future works. 
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A B S T R A C T  
 

In CI engines, the evaporation rate of fuel on various hot surfaces, including the combustion 
chamber, has a significant effect on deposit formation and accumulation, the exhaust 
emissions of PM and NOx, and their efficiency. Therefore, the evaporation of liquid fuel 
droplets impinging on hot surfaces has become an important subject of interest to engine 
designers, manufacturers, and researchers. The aim of this study is to investigate the 
evaporation characteristics based on droplet lifetime and critical surface temperature (the 
maximum heat transfer rate) of diesel and biodiesel fuel droplets on hot surfaces. In order to 
determine the effects of diesel fuel, canola oil biodiesel, and castor oil biodiesel, the droplets 
impinging on the hot surfaces of aluminum alloy (7075) and steel alloy (1.5920) and the 
evaporation lifetime of diesel and biodiesel fuels were measured. Statistical analysis 
(ANOVA and Duncan’s multiple-range test) was carried out using SAS software. The 
results showed the maximum critical surface temperature of 450 °C for the castor oil 
biodiesel on steel 1.5920 surface and the minimum one for diesel fuel (350 °C). In this case, 
both surfaces had the same droplet lifetimes of approximately 2 s. The results of ANOVA 
showed the significant effect of the surface material and fuel type on the evaporation 
lifetime of fuel droplet at 1 % probability. 

 
 چکیده

ثیر بسـزایی روي تشـکیل و تجمیـع رسـوب روي ایـن      أمحفظه احتراق تدر موتورهاي اشتعال تراکمی نرخ تبخیر سوخت روي سطوح داغ موجود در 
بررسی تبخیـر   ،ثیر دارد. به دلایل مذکورأتوسط موتور و بازده آن ت  NOXو  PMسطوح دارد. علاوه بر این نرخ تبخیر سوخت بر تولید آلاینده هاي 

 ،اسـت. هـدف پـژوهش حاضـر     همواره مورد توجه قرار گرفته گرانقطره سوخت ریخته شده روي سطح داغ براي طراحان موتور، سازندگان و پژوهش
هـاي مـورد   بررسی عمر قطره و دماي بحرانی صفحه داغ (بیشینه نرخ انتقال حرارت) قطرات سوخت دیزل و بیودیزل روي صفحه داغ است. سـوخت 

استفاده در پژوهش، سوخت دیزل، سوخت بیودیزل روغن کلزا و نیز سوخت بیودیزل روغن کرچک است. جنس صفحه داغ مورد استفاده در پژوهش 
است. نتایج حاصل نشان داد که بیشینه دماي صفحه بحرانی مربوط به قطـره سـوخت بیـودیزل     5920/1و فولاد شماره  7075نیز آلومینیوم آلیاژي 

درجه سلسیوس بوده و کمینه دماي صفحه بحرانی مربوط به قطره سوخت دیـزل و برابـر    450روغن کرچک ریخته شده روي صفحه فولادي و برابر 
آنالیز  ،ثیر نوع سوخت و جنس صفحهأثانیه اندازه گیري شد. براي بررسی ت 2̋ درجه سلسیوس بوده و در هر دو حالت عمر قطره سوخت حدودا 350

ثیر معنـاداري بـر عمـر    أدرصد ت 1انجام شد. نتایج تجزیه واریانس نشان داد که جنس صفحه و نوع سوخت در سطح  SASکمک نرم افزار ه آماري ب
 قطره سوخت ریخته شده روي سطح داغ دارند.
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A B S T R A C T  
 

Concerning environmental pollution issues derived from fossil energy consumption, the 
application of renewable energies plays an important role in countries, especially in their 
energy sector policymaking. Since determining the relationship between different variables 
and renewable energy not only has significant policy applications in energy sector but also 
is necessary in achieving sustainable development goals, this study assesses the impact of 
effective factors on the development of renewable energy consumption in Iran with 
emphasis on the role of foreign direct investment (FDI) and financial sector development 
(especially stock market development). This study applies Auto-Regressive Distributed Lag 
(ARDL) bounding test method over the period of 1978-2016. The research findings show 
that there is a causal relationship between foreign direct investment and the stock market 
and renewable energy consumption in Iran such that the increase of foreign direct 
investment and stock market development will increase the consumption of renewable 
energies in Iran. On the other hand, a growth in renewable energies consumption will 
significantly reduce CO2 emission in the long run. Besides, increasing FDI and stock market 
development will raise the economic growth of a country and, in return, increase CO2 
emission. 

 
 چکیده

 جایگاهکشورها  در تجدیدپذیرهاي انرژيهاي اخیر استفاده از مصرف انرژي، طی سال ناشی ازمحیطی زیستهاي مسائل مربوط به آلودگی با توجه به
بین متغیرهاي مختلف با انرژي تجدیدپذیر، تعیین رابطه که کند. نظر به اینمیایفا  مهمی ا نقشهآن انرژي بخش گذاريدر سیاست و داشته اي ویژه

باشد، مطالعه حاضـر بـه   میروري ض نیز بلکه براي رسیدن به اهداف توسعه پایدار ،دارد در عرصه انرژياي  ملاحظهابل ق یتنه تنها کاربردهاي سیاس
کید بر توسـعه بـازار   أگذاري مستقیم خارجی و توسعه بخش مالی (با تر مصرف انرژي تجدیدپذیر در ایران از کانال سرمایهثر بؤثیر عوامل مأارزیابی ت
هـاي تحقیـق   پـردازد. یافتـه  می 1356-1394طی دوره زمانی  هاي توزیعی،اي خودرگرسیون برداري با وقفهبا استفاده از تکنیک آزمون کرانهسهام) 

اي که افزایش خارجی و بازار سهام به مصرف انرژي تجدیدپذیر در ایران وجود دارد، به گونهگذاري مستقیم رابطه علیت از سرمایه که بیانگر این است
هـاي  افـزایش مصـرف انـرژي    شود. از سـوي دیگـر  گذاري خارجی و توسعه بازار سهام منجر به افزایش مصرف این نوع انرژي در کشور میدر سرمایه
گـذاري مسـتقیم   افزایش میزان سرمایه شود. همچنینمیکربن داري منجر به کاهش میزان انتشار دي اکسید بلندمدت، به طور معنی در تجدیدپذیر

 دهد.خارجی و توسعه بازار سهام، رشد اقتصادي کشور را بیشتر نموده و در مقابل، میزان انتشار دي اکسید کربن را نیز افزایش می
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A B S T R A C T  
 

Drought is considered as a destructive disaster that can have irreversible effects on different 
aspects of life. In this study, artificial neural network was used as a powerful means of 
modeling nonlinear and indefinite processes in order to simulate drought intensities at 7 
synoptic stations of Khorasan Razavi from more than 35 years ago up to the year 2014. 
Input data were the calculations of the two indicators of PNPI and SPI by DIC software, and 
the output layer (drought intensity) was taken to the Matlab software and employed as the 
teaching data (from 25 years), experiment (from 5 years), and validation (from another 5 
years). The 3-9-1 structure of the network of layers had the maximum accuracy with the 
error rate of less than 2 % and high correlation (more than 90 %). After trial and error for 
each station through sigmoid stimulation function in the Perceptron network, it was 
observed that the stations of Mashhad and Quchan had the minimum error and the 
maximum error was related to the station of Neyshabur. The results of comparisons and 
observations showed that the artificial neural network had high efficiency in simulation of 
the data. The obtained correlation amount of 0.999 for the base station represented the small 
error of the model in prediction. Drought forecasting was performed in this study by the 
trained algorithm in the artificial neural network without using the observation data. The 
results showed that rainfall, temperature, and speed models had a positive role in forecasting 
the provinces that would experience drought. Due to its lower amount of error, SPI indicator 
was selected for mapping, the findings of which showed that the highest drought intensity 
belonged to the near normal to normal wet lands. 

 
 چکیده

در ایـن  . هاي مختلف زندگی داشـته باشـد   تواند تأثیرات جبران ناپذیري بر جنبهشود که میخشکسالی به عنوان یک فاجعه مخرب در نظر گرفته می
سازي شدت خشکسالی در  سازي فرآیندهاي غیرخطی و نامشخص به منظور شبیه عنوان ابزاري قدرتمند براي مدل عصبی مصنوعی بهمطالعه از شبکه 

 SPI و PNPI هاي ورودي محاسبات دو شاخصاستفاده شده است. داده 2014سال تا سال  35ایستگاه سینوپتیک خراسان رضوي براي بیش از  7
 5سـال) ، آزمـایش (از    25هاي آمـوزش (از   عنوان داده برده شد و به Matlab خروجی (شدت خشکسالی) به نرم افزار و لایه DIC توسط نرم افزار

همبسـتگی  و %  2ها داراي حداکثر دقت با میزان خطـاي کمتـر از    از شبکه لایه 1-9-3سال دیگر) استفاده شد. ساختار  5سال) و اعتبار سنجی (از 
، مشـاهده شـد کـه    نپرسـپترو  . پس از آزمایش و خطا براي هر ایستگاه از طریق عملکـرد تحریـک سـیگموئید در شـبکه    بودند %) 90زیاد (بیش از 

هـا و مشـاهدات نشـان داد کـه شـبکه       هاي مشهد و قوچان داراي حداقل خطا و بیشترین خطا مربوط به ایستگاه نیشابور است. نتایج مقایسه ایستگاه
براي ایسـتگاه پایـه، نشـانگر خطـاي      999/0ها از راندمان بالایی برخوردار است. مقدار همبستگی به دست آمده  سازي داده عصبی مصنوعی در شبیه

بینی است. پیش بینی خشکسالی در این مطالعه توسط الگوریتم آموزش دیده در شبکه عصـبی مصـنوعی و بـدون اسـتفاده از      کوچک مدل در پیش
کنند،  بینی نقاطی که خشکسالی را تجربه می هاي بارندگی، دما و سرعت نقش مثبتی در پیش ن داد که مدلاي انجام شد. نتایج نشا هاي مشاهده داده

هاي آن نشان داد کـه بیشـترین شـدت خشکسـالی      برداري انتخاب شد که یافته با توجه به خطاي کمتري که داشت، براي نقشه SPI دارند. شاخص
 .متعلق به اراضی مرطوب نزدیک به نرمال است
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A B S T R A C T  
 

The current review purpose is to present a general overview of different experimental design 
methods that are applied to investigate the effect of key factors on dark fermentation and are 
efficient in predicting the experimental data for biological hydrogen production. The 
methods of two levels full and fractional factorials, Plackett–Burman, and Taguchi were 
employed for screening the most important factors in dark fermentation. The techniques of 
central composite, Box–Behnken, Taguchi, and one factor at a time for optimization of the 
dark fermentation were extensively used. Papers on the three levels full and fractional 
factorials, artificial neural network coupled with genetic algorithm, simplex, and D-optimal 
for the optimization of the dark fermentation are limited, and no paper on the Dohlert design 
has been reported to date. The artificial neural network coupled with genetic algorithm is a 
more suitable method than the RSM technique for the optimization of dark fermentation. 
Literature shows that the optimization of critical factors plays a significant role in dark 
fermentation and is useful to improve the hydrogen production rate and hydrogen yield. 

 
 چکیده

براي مطالعه اثر فاکتورهـاي کلیـدي در تولیـد هیـدروژن بـه روش تخمیـر در تـاریکی         ي بر روشهاي طراحی آزمایش است کههدف این مقاله، مرور
ثر در تولید هیدروژن به روش ؤبورمن و تاگوچی براي غربالگري فاکتورهاي م-هاي فاکتوریل کامل و جزئی در دو سطح، پلاکتاند. روشاستفاده شده

سازي تولید هیدروژن بـه روش  بنکن، تاگوچی و یک فاکتور در یک زمان براي بهینه-باکسهاي ترکیب مرکزي، اند. روشتخمیر در تاریکی بکار رفته
هاي فاکتوریل کامل و جزئی در سه سطح، شبکه عصبی، شبکه عصبی همـراه  اند. مقالات درباره روشاي استفاده شدهتخمیر در تاریکی بطور گسترده

اي سازي تولید هیدروژن به روش تخمیر در تاریکی محدود هستند و تاکنون هیچ مقالـه بهینهبا الگوریتم ژنتیک، طراحی مختلط و دي اپتیمال براي 
هاي پاسخ سطح براي بهینه م با الگوریتم ژنتیک در مقایسه با روشأدرباره روش طراحی دوهلرت گزارش نشده است. شبکه عصبی و شبکه عصبی تو

سازي فاکتورهاي کلیدي نقش مهمی در تولید هیدروژن بـه روش تخمیـر در   دهد بهینهن میسازي تخمیر در تاریکی مناسب ترند. مرور مقالات نشا
 شود.کند و سبب افزایش بازده و آهنگ تولید هیدروژن میتاریکی ایفا می
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A B S T R A C T  
 

In this study, an advanced combined power generation cycle was evaluated to obtain 
sustainable energy with high power and efficiency. This combined cycle includes biomass 
gasification, the Cascaded Humidified Advanced Turbine (CHAT), and the steam turbine. 
The fuel consumed by the system is derived from the gas produced in the biomass 
gasification process. The biomass consumed in this study is wood because of its reasonable 
supply and availability. The economic analysis conducted in the present research has 
produced significant gains. The proposed cycle with current prices intended to sell 
electricity in Iran has a positive Net Present Value (NPV). Therefore, the presented cycle in 
terms of energy supply has good economic value. Due to the significantly higher 
purchase/sale price of electricity from renewable power plants in developed countries in 
Europe or the United States, the power generation cycle proposed in this study may be more 
economically feasible in other regions than Iran. Of course, with a slight price increase in 
electricity sales in Iran (3 US₵ kWh-1), the proposed system will have acceptable NPV. 
Because of the complicated equipment used in high-pressure and low-pressure turbines and 
compressors sets, the equipment used in this cycle requires a higher initial investment cost 
than conventional power generation systems. The results showed that the investment cost 
per unit of energy was approximately 909 USD kW-1. 

 
 چکیده

 ـبالا مورد ارز راندمانو  داراي قدرت داریپا يحصول انرژ به منظور توان دیتول ی پیشرفتهبیترک کلیسیک  ،مطالعه نیدر ا  نی ـقرارگرفتـه شـد. ا   یابی
 سـتم یس نیا یباشد. سوخت مصرفیبخار م نیو تورب) CHATسیکل توربین پیشرفته مرطوب آبشاري (توده، ستیساز ز يشامل گاز یبیترک کلیس

مناسـب و در دسـترس    تهیه متیق لیپژوهش به دل نیدر ا یتوده مصرفستیشده است. ز تأمینتوده ستیز يساز يزگا ندیدر فرآ دشدهیاز گاز تول
هاي کنـونی  حاضر با قیمت سیکل. شده است هیقابل توج يانجام شده در پژوهش حاضر، منجر به دستاوردها ياقتصاد لیتحل. باشدیبودن، چوب م

سیکل ارائه شـده در شـرایط    نرو،یباشد. از امثبت می) NPVر ارزش کنونی خالص (نظر گرفته شده براي فروش الکتریسیته در ایران داراي مقدادر 
بـرق   هايروگاهی/فروش الکتریسیته ندیبودن قابل ملاحظه قیمت خر شتریب لیدل بهاست. انرژي، داراي مطلوبیت اقتصادي مناسبی  نیپیش روي تأم

 ـاز د يتـر مناسـب  طیتوانـد شـرا  یمطالعه، م نیدر ا يشنهادیتوان پ دیتول کلیمتحده، س الاتیا ایاروپا  افتهیتوسعه  يدر کشورها ریدپذیدتج  دگاهی
سیستم ارائه  ،یباشد. البته با افزایش قیمت فروش الکتریسیته در ایران به میزان اندک اشتهبا ایران د سهیشده در مقا یمناطق بررس ریدر سا ياقتصاد

و  نیبـه کـار رفتـه در مجموعـه تـورب      دهیچیو پ شرفتهیپ زاتیاز تجه يریگبهره لیدل به). US₵ kWh-1 3( خواهد بود یمناسب NPV يشده دارا
 جیرا يهاستمیبا س سهیدر مقا يبالاتر هیاول يگذارهیسرما نهیهز ازمندین کل،یس نیمورد استفاده در ا زاتیتجه ن،ییفشار بالا و فشار پا يکمپرسورها

 باشد.می USD kW-1 909نتایج نشان داد که هزینه سرمایه گذاري به ازاي هر واحد انرژي تقریباً برابر  .باشندیتوان م دیتول
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A B S T R A C T  
 

This paper presents a novel local control method for the converter-based renewable energy 
resources in a stand-alone DC micro-grid based on energy analysis. The studied DC micro-
grid comprises the renewable energy resources, back-up generation unit, and battery-based 
energy storage system, which are connected to the common DC-bus through the buck and 
bidirectional buck-boost converters. The proposed control method satisfies the stability of 
the micro-grid output variables, along with current control and voltage regulation by 
controlling the switching functions of the converters, regardless of the energy resource 
dynamics. The dynamic component of the switching function is extracted as a control signal 
using the state-feedback through a mathematical method. The control inputs are designed 
based on Lyapunov stability theorem to guarantee the stability of output variables (DC-bus 
voltage and generated currents) in a stand-alone DC micro-grid through an energy analysis. 
The proposed distributed controller can be easily generalized as a platform with all kinds of 
the stand-alone DC micro-grids comprising any type or number of distributed generations 
such as renewable energy resources, fossil-fuel-based generations, and energy storage units. 
Other features of this local control method are simplicity, celerity, comprehensiveness, and 
independence of the distributed generations. The dynamic performance assessment of the 
proposed controller is verified through a simulation in MATLAB/SIMULINK 
environment. The results validate the accuracy and stability of the proposed control strategy 
in various operating conditions. 

 
 چکیده

 ـبـر اسـاس تجز   ،مستقل DCشبکه ریز کیبر مبدل در  یمبتن ریدپذیتجد يمنابع انرژ يبرا را دیجد یروش کنترل محل کیمقاله  نیا  لی ـو تحل هی
 ستا يبر باتر یمبتن يانرژ رهیذخ ستمیو سي پشتیبان دی، واحد تولریپذدیتجد يمورد مطالعه شامل منابع انرژ DCشبکه ریز. نمایدمیارائه  يانرژ

، بدون در نظر گـرفتن  يشنهادیپ یشوند. روش کنترلیمشترك متصل م DCیک باس دو طرفه به افزاینده -کاهندهو  کاهنده يهامبدل قیکه از طر
هـا  مبـدل  نگیچیسـوئ  توابـع کنتـرل   از طریـق  ،ولتاژ میو تنظ انیهمراه کنترل جر را به شبکهریز یخروج يرهایمتغ پایداري ي،منبع انرژ دینامیک
    اسـتخراج  ،حالـت  فیـدبک بـا اسـتفاده از    یاضیروش ر کی قیاز طر یکنترل گنالیس کیبه عنوان  نگیچیسوئ تابع یکینامیکند. مؤلفه دیبرآورده م

 کدر ی هاي تولیدي)و جریان DCی (ولتاژ شین خروجمتغیرهاي  يداریپا نیتضم يبراپایداري لیاپانف  هیقض براساس یکنترل هايوروديشود. یم
طـرح   کی ـتواند به عنوان یم یبه راحت ي،شنهادیشده پعیکننده توزشود. کنترلیم طراحی، يانرژ لیو تحل هیتجز قیاز طرو  DCشبکه مستقل ریز

 ،ریپـذ دیتجد يمنـابع انـرژ  منـابع تولیـد پراکنـده نظیـر     تعـداد از  هـر   ای ـمتشکل از هر نـوع   ،DC مستقل يهاشبکهریزانواع  جهت کاربرد در کلی
 سرعت عمل،، یسادگ ی،محل کنترل روش نیا هاياز دیگر ویژگی. ابدی میتعم يانرژ رهیذخ يدهاواح ی ولیفس يهاسوختمبتنی بر  هايتولیدکننده

نرم افـزار   سیمولینک طیدر مح يسازهیشب قیاز طر يشنهادیپ کنندهکنترل دینامیکیعملکرد باشد. و استقلال واحدهاي تولید پراکنده می تیجامع
 د.نکیم دییمختلف تأ طیرا در شرا يشنهادیپ یکنترل ياستراتژعملکرد  یپایداري و درست دست آمده،به جینتامتلب مورد ارزیابی قرار گرفته است و 
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