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ABSTRACT

One of the most important characteristics of site selection for solar energy system installations and optimum
solar energy harvesting in the hilly or mountainous terrains is knowledge about the amount and duration of
solar radiation within such topographic terrains. Solar radiation data are not readily available for most
mountain terrains because of their rugged topography. For these areas, solar radiation data can be obtained
through alternative methods such as the Hemispherical Viewshed Algorithm in which spatial and temporal
variations of radiation are calculated in terms of elevation, slope, and terrain. In this study, this algorithm was
used to estimate and model solar radiation in the Paraw Mountain in Kermanshah. The inputs for this method
were ASTER Digital Elevation Model (DEM) with a spatial resolution of 30 m and meteorological parameters
that affect solar radiation. The slope and aspect maps were created from ASTER DEM and layers for monthly
direct, diffuse, global, and radiation periods were generated for the year 2016. The results showed that in the
Paraw Mountain, the amount of solar radiation received was dependent on the slope orientation, as the north
and northeast-facing slopes received the lowest and the south and southwest-facing slopes and the flat areas
received the highest direct and global radiation (i.e., in terms of this factor, these landscapes can be
recommended as the best site for solar energy system installations and optimum solar energy harvesting). The
sum annual radiation period varies from 382.67 to 4310.9 hours, the total radiation received annually varies
between 1005.56 and 7467.3 MJ/m?, and the sum monthly solar radiation is the highest in July (181.49-842.26
MJ/m?) and lowest in December (25.42-319.90 MJ/m?). Statistical error comparisons between station-based
measurements and model-based estimates were performed via R? measures. As a result, this model was
recommended for solar radiation estimation with acceptable accuracy, especially in high areas with rugged
topography where solar radiation data are not readily available.

https://doi.org/10.30501/jree.2020.239778.1130

1. INTRODUCTION

distribution of solar radiation. This distribution of energy
received from the sun is to some extent dependent on

The sun is the main source of life and energy on earth and
biological organisms cannot survive without its light and
thermal energy. Solar energy is a renewable and clean energy
source and environmental phenomena have been and are
exposed to its benefit for a long time. The earth receives only
about one-millionth of the sun’s energy and the rest of this
energy mostly scatters into the solar system and beyond. The
sun’s surface temperature is about 6,000 °C and this
temperature rises toward its inner core. The inner core of the
sun is estimated to have a temperature of about 20 million
degrees Celsius. On average, the sun releases about 2x10%
calories of thermal energy into space every minute, of which
the earth receives about 2x10™ calories. Given the current
volume of the sun, which is 2x10* grams, it can maintain its
current state for millions of years [1].

The installation of solar power systems in mountainous
terrains should be done according to the temporal and spatial

*Corresponding Author’s Email: h.zolfaghari@razi.ac.ir (H. Zolfaghari)
URL: http://www.jree.ir/article_122116.html

astronomical, geographical, geometric, physical, and
meteorological factors. Knowing the variations of solar
radiation received on surfaces with different slopes and
orientations is the basic requirement in several fields of
industry and science, including meteorology, agriculture,
photobiology, animal husbandry, lighting, architecture, and
solar energy generation. In general, meteorological stations
only measure the diffuse and global radiation received on the
horizontal surface. Therefore, the solar radiation data for
sloping surfaces are not readily available and must be
calculated based on the values given for horizontal surfaces
[2]. The intensity of solar radiation received on the surface is
determined by three factors: 1- solar incidence angle, which
depends on the slope and season, 2- cloudiness and pollution,
which depend on the region’s climate and meteorological
conditions, and 3- topography, which depends on elevation,
ground slope angle and aspect, and dominant gradient of the
area. Elevation, zenith angle, and horizontal barriers to
radiation (due to adjacent topography) can significantly
impact the amount of radiation reaching the ground surface

province as a rugged topography”, Journal of Renewable
(https://doi.org/10.30501/jree.2020.239778.1130).
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[3]. Total solar radiation received on a sloping surface consists
of three components: direct solar radiation, diffuse solar
radiation (solar radiation arriving indirectly on the surface
after having been scattered in the atmosphere), and reflected
solar radiation (reflected from the earth’s surface). Some
researchers have used empirical models (Including Liu and
Jordan [4], Hay [5], Steven and Unsworth [6], Reindl et al.
[7], and Tian et al. [8]). In addition to these models, this
estimation can be carried out using the Solar Analyst as an
ArcView GIS extension, which allows researchers to compute
total radiation and its components including direct, diffuse,
and reflected radiation for different topographies. Topography
has a great impact on the received solar radiation, particularly
because the angle and aspect of ground slopes can be such that
the site receives reduced direct sunlight. Changes in the angle
and aspect of slopes can determine the radiation angle and the
amount of thermal energy received in different landscapes [9].
The solar radiation analysis tool is the spatial analysis
program that can estimate, analyze, and visualize this
parameter in any part of the globe at any time. Using this tool,
one can determine the effects of atmospheric conditions,
longitude and latitude, altitude, angle, and aspect of slopes,
daily and seasonal changes in solar angles, and shading of
heights on the amount of solar radiation that reaches the
earth’s surface. Therefore, this tool can be used to facilitate
analyses in many studies that involve solar radiation
calculations [10]. For instance, Hofierka and Suri [11]
developed a flexible GIS-based model called r.sun for solar
radiation modeling, which is fully integrated into the open-
source GIS environment. This model can calculate all solar
radiation components (e.g., direct, diffuse, and reflected
radiation) for clear and cloudy skies and is especially suitable
for modeling large areas with complex terrains. This model
can be easily used in long-term solar radiation calculations on
different scales and also in the estimation of temporal
variations of solar radiation (over a day or a year). Dozier and
Frew [12] proposed rapid algorithms by which the Digital
Elevation Model (DEM) can be used for quick calculation of
terrain parameters to estimate the incoming solar and
longwave radiation in surface climate models so as to reduce
the computation times of these models. In another study,
Geographic Information System (GIS) was used to estimate
the solar energy potential in Karnataka state, India and
identify suitable areas for using solar energy. This study found
that the coastal parts of Karnataka were more suitable for
using solar energy [13]. Pons and Ninyerola [14] also
proposed a GIS-based model for the estimation of solar
radiation based on astronomical, atmospheric, and geographic
factors with DEM used as input. In another study, Battles et
al. [15] used the radiation analysis tool of the ArcGIS
software to estimate the amount of solar radiation in areas
with complex topography. The results of this study showed
that the software provided a more accurate estimate of solar
radiation in the summer months than in the winter months.
Other researchers have also used this tool to estimate solar
radiation potential in their areas of interest. These include
Gastli and Charabi [16] who used this tool to determine the
potential for harvesting solar energy in Oman. The results of
this study showed that this region had a very high solar
radiation potential throughout the year. This study estimated
that implementing CSP technology in only 10 percent of
Oman’s flat terrain (land with a slope of less than 1 percent)
would result in the annual generation of 7.6 million gigawatts

of electricity, which is 680 times more than the existing
electricity generation capacity of this country (in 2007, this
capacity was about 11,189 (GWh)). In the end, these
researchers produced an annual solar radiation map for the
studied area. Several studies have used the Solar Analyst to
evaluate the potential of harvesting solar energy and identify
suitable areas for the installation of solar systems. For
example, this approach was used in a study in Hong Kong to
estimate the region’s solar energy potential and identify
suitable areas for solar panels. This study claimed that its
methods and findings provided an accurate estimate of solar
energy potential throughout Hong Kong, thereby facilitating
renewable energy production in this area [17]. Also, radiation
modeling using GIS-based models was carried out by Zhang
et al. [18] for the Qilian Mountains, Northwest China, Zhang
et al. [19] for Northwest China, and Moren et al. [20] for the
upper Green River basin in Wyoming, U.S. The GIS-based
solar radiation models can provide spatial data, planning, and
design of solar energy systems, preparing radiation maps of
specific areas for different periods and estimating the potential
of the point or area [21]. Potential solar radiation modeling,
site selection for solar energy systems installations, and thus
electricity generation allow one to generate different scenarios
for future sustainable planning powered by smart distribution
grids with integrated energy storage [22]. PV systems are used
for different purposes [23, 24, 25]. The number of solar
lighting systems in the top five countries, to End-2014, is
given below: solar lighting systems in India (960,000),
Tanzania (790,038), Kenya (764,900), Ethiopia (661,630), and
Uganda (84,352). The number of solar home systems in top
five countries to end-2014 is as follows: solar home systems
in Bangladesh (3,600,000), India (1,100,000), China
(500,000), Nepal (500,000), and Kenya (320,000) [26].
Installing these systems is very suitable for meeting the
electrical needs of areas without a national electricity grid
(including rugged terrains). Many rural areas of Iran are
situated on mountainous terrains with rugged topography. One
of the main problems of highly remote rural areas is the lack
of access to electricity, as it is difficult and expensive to
construct and maintain long transmission lines over rugged
terrains. The most appropriate solution for supplying
electricity in these areas is the use of solar energy technology.
Therefore, the electricity of off-grid photovoltaic systems is
technically and economically convenient for these rural
settlements than connecting them to the national grid.
Therefore, for appropriate utilization of solar radiation energy
in these mountain villages, modeling of spatial and temporal
variations of radiation and site selection (due to topographic
characteristics) for installing the photovoltaic (PV) is critically
important. Solar radiation data are not available for many of
these areas. These data need to be obtained using alternative
methods. In the present study, the Solar Analyst (as an
ArcView GIS extension) was used to model the solar radiation
condition and its components in the Paraw Mountain
(Kermanshah, Iran), which has a complex topography, to
estimate the solar radiation received in this mountain and its
temporal-spatial variations and also evaluate the performance
of this approach in estimating radiation in complex
topographies and sloping terrains. Applying this method can
help evaluate the solar radiation condition and its components
in mountainous terrain and suggest the best site for installing
solar energy systems in mountain villages, mountain shelters,
nomadic tents, and mountain roads.
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2. MATERIALS AND METHODS
2.1. Study area and data

This study was focused on the solar radiation condition and its
components in the Paraw Mountain in Kermanshah, Iran. The
geographical location of the Paraw Mountain is shown in
Figure 1 (34° 25’ 05 N latitude 47° 14’ 34 E longitude). This
mountain stretches from the northwest to the northeast of the
city of Kermanshah and is part of the Zagros mountain range
in western Iran. The highest peak of this mountain is the
Paraw peak in the northeast of Kermanshah, which has a
height of 3386 meters above sea level. However, this
mountain has two other peaks called Bisotun and Tag-e
Bostan, which are more widely known because of their
historical significance. The daily solar radiation measurements
made at Kermanshah Meteorological Station in 2016 were
collected from Iran Meteorological Organization [27]. These
measurements were subjected to a quality control process
before they could be used in analyses. The digital elevation
model of the study area was extracted from the DEM derived
from the Advanced Spaceborne Thermal Emission and
Reflection Radiometer (ASTER) with a spatial resolution of
30 meters, which were downloaded from the USGS earth
explorer website [28].

L= P

Elevation (m)

High : 3386
-

Low : 1247

Figure 1. Digital elevation model of the study area (Paraw Mountain
and Kermanshah synoptic station)

2.2. METHOD
2.2.1. The solar analyst tools in Arc Map

One way to estimate the amount of radiation received in
complex terrains is to use the Solar Analyst tools in Arc Map.
This tool operates based on methods from the hemispherical
viewshed algorithm and performs calculations through four
steps:

1. The calculation of an upward-looking hemispherical
viewshed based on topography.

2. Overlay of the viewshed on a direct sun map to
estimate direct radiation.

3. Overlay of the viewshed on a diffuse sky map to
estimate diffuse radiation.

4. Repeating the process for every location of interest to
produce an insolation map [29].

This algorithm is used to calculate the solar radiation for
each site and produce an accurate radiation map, and its inputs

for calculating solar radiation are elevation, latitude, slope
angle, slope aspect, and the angle of incidence, all of which
affect the incoming radiation. Using this tool, one can
estimate the total solar radiation and its components, including
direct, diffuse, and reflected radiation for different
topographies.

2.2.2. Global solar radiation calculation

The sum of direct and diffuse radiation that reaches the earth’s
surface in a unit of time (minute, day, month, and year) is
called global radiation. Therefore, global radiation on a given
surface can be obtained by summing the direct and diffuse
shortwave radiations [30]. The analyses of this step were
implemented using the following equations given by Rich et
al. [31]; Rich and Fu [32]; Fu [33]; Fu and Rich [34]; Fu and
Rich [35]:

Global solar radiation or Global,y, is calculated as the sum
of direct radiation (Dirg,) and diffuse radiation (Dify,,) of all
sun map and sky map sectors, respectively.

Globalg,, = Dirgy, + Difynm

2.2.3. Direct solar radiation calculation

The sum of direct radiation (Dirg,,) for a given site is the sum
of the direct incoming solar radiation (Dirg,) from all sun map
sectors EqQ. (1). The direct solar radiation from the sun map
sector (Diry,) with a centroid at zenith angle (8) and azimuth
angle (a) is calculated using Egs. (2-3). The angle of incidence
(AngInSky, ) is calculated using Eq. (4). Equations (1) to (4)
are shown in Table 1.

Table 1. The equations of direct solar radiation calculation

Direct solar radiation calculation Equations No.
Dirgym = Z Dirg,, @
Dirg, = Sconst * Bm(o) * SunDurg , * (2)
SunGapy, * cos(Angling,)
m(0) = EXP(-0.000118 * Elev - ®3)
1.638*107° * Elev?) / cos(0)
Anglng, = acos( Cos(0) * Cos(G) + 4)
Sin(0) * Sin(G,) * Cos(a-G,) )

2.2.4. Diffuse solar radiation calculation

The sum of diffuse radiation was calculated by the gap
fraction and angle of incidence using Egs. (5-6) and for the
uniform sky diffuse model, Weight,, was calculated by Eq.
(7). For the standard overcast sky model, Weight,, was
calculated by Eq. (8). The sum of diffuse radiation for the
location (Dify,,) was calculated as the sum of the diffuse solar
radiation (Dif) from all the sky map sectors using Eq. (9).
Equations (5) to (9) are shown in Table 2.

Table 2. The equations of diffuse solar radiation calculation

Diffuse solar radiation calculation Equations No.
Dify, = Ry * Pair * Dur * SkyGapy,, * ()
Weight, , * cos(Anglng )
Rglb = (SCOnst E(Bm(e))) / (l - |:’dif) (6)
Weighty , = (cos6,- cos0;) / Divy; @)
Weightg , = (2cos8, + co0s26; - 2cosb; - (8)
€0520,) / 4 * Divy,;
Difym = X Dify , 9)
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2.2.5. Error evaluation test

To validate results, the available data were used to compute
daily global solar radiation for the first days of each month,
solstices, and equinoxes. Then, the results were compared
with the total solar radiation measurements made at
Kermanshah meteorological station. This comparison was
made using the coefficient of determination (R?) statistic,
which is defined as follows [36, 37, 38]:

R = 2 (GG’ (10)
Zi,\il (Gi'Gm)2

where n is the number of observations, G; is the estimated
daily global solar radiation, G, is the measured daily global

solar radiation, andEm is the mean of daily global solar
radiation measurements. The closer the R? value is to 1, the
better the model performance will be.

3. RESULTS AND DISCUSSION

This section presents the results of solar radiation calculations
implemented based on Equations 1 to 9. The duration or

daylength, which is controlled by the rotation of the earth
around its axis [39]. The longer the radiation duration is, the
greater is the sum amount of solar radiation energy reaching
the surface [30]. Calculations related to the duration in the
study area are shown in Figure Al (see Fig. Al in Appendix).
As shown in this figure, the monthly total radiation duration
for January varies from 0 to 284.90 hours. The figure is 0-
300.18 for February, 0-352.72 for March, 1.01-374.02 for
April, 92.90-409.75 for May, 91.27-412 for June, 101.97-
418.74 for July, 20.45-396.91 for August, 0-350.13 for
September, 0-327.09 for October, 0-288.36 for November,
and 0-236.52 hours for December. The highest monthly sum
radiation durations are for May, June, and July (with very
close values) and the lowest is for December. Comparing the
radiation duration maps of the study area with the slope aspect
map (Figure 2) shows that the south (with aspect between
157.5-202.5) and southwest-facing slopes (with aspect
between 202.5-247.5) and the flat areas have the longest
radiation durations and the north and northeast-facing slopes
have the lowest radiation durations.

ar a a a1 a
1 1 | 1 1
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3 3
3 3
< 3 i b §
L) L]
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S AR A A P A A
LY v 0 - 4 - " I3 2
F o T @3 & &SNS
uﬂ.@ F g Ny N o0 O
& ¢ A A A 0 5 10 20
F VG SHELES
e AL R ——— — K
¢ & &
I 1 I L Ll
a1 ar ar a1 ar

Figure 2. Map of aspect in the study area
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The estimations made for direct, diffuse, and global solar
radiations in the study area are provided in Table 3. As this
table shows, the total direct radiation is the highest in July and
the lowest in December (from 100,935 to 655.1568 MJ/m? for
July and from 0 to 255.9125 MJ/m® for December).
Comparing the total direct radiation maps with the aspect map
as one of the important criteria for installing PV systems
(Figure 2) shows that the south, southwest, and west-facing
slopes and the flat areas (plains) receive the highest amount of
direct radiation and the north, northeast and to some extent,
northwest-facing slopes receive the lowest direct radiation.
The maps of direct solar radiation estimates for the study area
are shown in Figure A2 (see Fig. A2 in Appendix). The share
of diffuse solar radiation in the total monthly radiation is the
highest in July and the lowest in December. The diffuse solar
radiation estimates obtained for the area vary from 68.4104 to
187.1345 MJ/m? for July and from 25.4205 to 77.2614 MJ/m’
for December. However, comparing the diffuse solar radiation
maps with the aspect map shows that the diffuse radiation has
not the same distribution in the area as direct and global
radiation, because the north and northeast-facing slopes
receive the highest amounts of diffuse radiation, and the south
and southwest-facing slopes and the flat areas have the lowest
amounts of diffuse radiation. The maps of diffuse solar
radiation estimates for the study area are shown in Figure A3.

The estimations of global solar radiation in the study area
indicate that as in the above cases, July has the highest and
December has the lowest monthly global radiation. For July,
this estimate ranges from 181, 4857 to 842, 2632 MJ/m?, and
for December, it varies from 25, 4205 to 319,901 MJ/m?
Comparing the monthly global radiation maps with the aspect
map shows that the global radiation is the lowest in the north
and northeast-facing slopes and the highest in the south and
southwest-facing slopes and the flat areas. The maps of global
radiation estimates for the study area are presented in Figure
A4 (see Fig. A4 in Appendix).

Comparing the radiation received in flat areas with the
radiation received in sloped areas, especially at higher
elevations, shows that the amount of radiation received
increases with altitude. At higher altitudes, thickness of the
atmosphere is lower and thinner because air molecules can
spread out more and air density decreases. Therefore, these
areas have the highest potential for receiving solar radiation
[40]. According to the maps of total annual radiation duration
in the study area (2016), this parameter ranges from a
minimum of 382.674 hours to a maximum of 4310.9 hours.
The minimum and maximum diffuse radiations, direct
radiation, and global radiation received annually are 606.4596
and 1702.984 MJ/m? 336.8423, and 5840.674 MJ/m? and
1005.556 and 7467.3 MJ/m? (per year), respectively.

Table 3. The sum of, direct, diffuse, global and duration radiations estimated at Kermanshah station by The Solar Analyst in 12 months

Maximum Minimum Maximum direct | Minimum direct Maximum Minimum global
Month diffuse radiation | diffuse radiation radiation radiation global radiation radiation
(MJ m?) (MJ m?) (MJ m?) (MJ m?) (MJ m?) (MJ m?)
Jan. 84.09 28.03 337.08 0.00 406.76 28.03
Feb. 103.20 35.63 402.91 0.00 488.51 35.63
Mar. 139.87 49.78 515.92 0.00 642.82 51.21
Apr. 160.62 58.21 571.50 0.65 725.13 63.00
May 183.71 67.09 649.05 74.97 831.41 148.98
Jun. 184.49 67.51 644.43 125.70 828.89 211.94
Jul. 187.13 68.41 655.16 100.94 842.26 181.49
Aug. 172.31 62.64 608.68 13.30 777.01 80.33
Sep. 143.34 51.36 521.46 0.00 654.11 53.87
Oct. 118.75 41.40 451.64 0.00 553.67 41.40
Nov. 89.13 29.98 353.14 0.00 427.01 29.98
Dec. 77.26 25.42 255.91 0.00 319.90 25.42
Annual 1702.98 606.46 5840.68 336.84 7467.30 1005.56
total
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Figure 3. Comparison of measured daily global solar radiation and calculated daily global solar radiation by Solar Analyst (a) and its
determination coefficient (b)

To measure the accuracy and performance of the Solar
Analyst, the method was used to estimate the global solar
radiation in Kermanshah meteorological station for the first
day of each month and solstices and equinoxes, and the results
were compared with the measured data. The coefficient of
determination (R?) was then computed so that the accuracy of
the software in estimating radiation could be evaluated.
According to Figure 3, this model was recommended for solar
radiation estimation with acceptable accuracy, especially in
high areas with complex topography where solar radiation
data are not available.

4. CONCLUSIONS

The Solar Analyst tools provided in the ArcMap software can
estimate the radiation received at any given point or across an
area. To assess the spatial and temporal distribution of solar
radiation in the Paraw Mountain, in this study, this tool was
used to estimate the direct, diffuse, and global solar radiation
and the duration of radiation in this area for different months
of 2016. The estimations of radiation duration showed that in
this area, May, June, and July experienced the highest and
December had the lowest monthly total radiation duration.
The results also showed that the south and southwest-facing
slopes and the flat areas had the highest radiation durations
and the north and northeast-facing slopes had the shortest
radiation durations.

The estimations of direct, diffuse, and global solar radiations
in the study area showed that July had the highest and
December the lowest amounts of total monthly radiation. It
was found that the diffuse radiation was the highest in the
north and northeast-facing slopes and the lowest in the south
and southwest-facing slopes and the flat areas. For both direct
and global radiations, the estimates were the lowest in the
north and northeast-facing slopes and the highest in the south
and southwest-facing slopes and the flat areas. The results also
showed that in the Paraw Mountain, the amount of radiation
increased with altitude. The total annual solar radiation
duration in the study area (2016) was estimated to range from
a minimum of 382.674 hours to a maximum of 4310.9 hours.
The total global radiation in the area was estimated to be
between 1005.556 and 7467.3 MJ/m’ per year. The standard
amount of solar radiation for PV system installations is
> = 1.15 MWh/m?/yr or 4140 MJ/ m?/yr [41]; as a result, this
site is suitable for solar energy harvesting.

In the performance evaluation of the employed tool, the
coefficient of determination (R?) was calculated as 0.89. This
evaluation showed the acceptable accuracy of the model and

that the tool could have accurate solar radiation estimates,
which is subsequently used in the site location of solar panels,
for areas without radiometric stations and those with high
altitudes and complex terrains. This conclusion is consistent
with the findings of Sabziparvar et al. (2015), who used the
same tool to estimate the total radiation in four provinces of
Iran, used statistical tests to compare the results with the
measurements, and ultimately reported the good accuracy of
this method in estimating total solar radiation. The results
were also consistent with the findings of Valizadeh (2014),
which showed the acceptable speed and accuracy of this tool
in estimating solar radiation. The studies of Hofierka and Suri
(2002), Ramachandra (2006), Pons and Ninyerola (2008), and
Moren et al. (2018) reached similar conclusions.
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NOMENCLATURE
Sconst Solar constant (1367 Wm ?)
B The transmissivity of the atmosphere
m(0) The relative optical path length

SunGapy, The gap fraction for the sun map sector

SunDury,  The time duration or potential daylength

Anglng, The angle of incidence between the centroid of the sky sector
and the axis normal to the surface

0 The solar zenith angle

Elev Altitude of site (m)

G, The surface zenith angle

Ga The surface azimuth angle

Ry The global normal radiation

Pait The proportion of global normal radiation flux that is diffused
Dur The time interval for analysis

SkyGapy,  The gap fraction for the sky sector
Weight,  The proportion of diffuse radiation originating in a given sky
sector relative to all sectors

Rgip The global normal radiation

R? Coefficient of determination

0;and 0,  The bounding zenith angles of the sky sector

Divyi The number of azimuthal divisions in the sky map
Appendix

See Figs. A1-A4.



(%]

. Naserpour etal. / JREE: Vol. 8, No. 2, (Spring 2021) 1-12

Nov

Value Veloe
™ High: 7.3 ™ High: 136529

Low:8 Low:0

Figure Al. Radiation duration map in the study area in 12 months of 2016
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Figure A2. Temporal and spatial distribution of the sum of direct radiation in the study area in 12 months of 2016. The unit of radiation in the
maps is (Wh/m)
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Figure A3. Temporal and spatial distribution of the sum of diffuse radiation in the study area in 12 months of 2016
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ABSTRACT

This paper presents a sensorless speed control algorithm based on Finite Control Set Model Predictive Control
(FCS-MPC) for Permanent Magnet Synchronous Motor (PMSM) fed by a 3-level Neutral-Point Clamped
(NPC) converter. The proposed scheme uses an anti-windup Proportional-Integral (P1) controller concept to
generate the reference electromagnetic torque using the error of speed. Then, FCS-MPC uses this torque
reference and other parameters such as a current limitation, neutral point voltage unbalance, and switching
frequency to control the converter gate signals. Also, an Adaptive Nonsingular Fast Terminal Sliding Mode
Observer (ANFTSMO) was employed to estimate rotor position precisely in positive (clockwise) and negative
(counterclockwise) speed to eliminate the encoder. The proposed algorithm has fast dynamics and low steady-
state error. Moreover, torque fluctuation and current distortion reduced compared with Space Vector Pulse
Width Modulation (SVPWM) based speed control and Direct Predictive Speed Control (DPSC). Simulation

results using MATLAB/SIMULINK® demonstrate the performance of the proposed scheme.

https://doi.org/10.30501/jree.2020.234039.1118

1. INTRODUCTION

Wind energy is the fastest growing among all renewable
energy systems and it has become possible due to the rapid
advances in the size of wind generators as well as the
developments in power electronics [1]. Variable-speed Wind
Energy Conversion Systems (WECS) can be controlled over a
wide range of wind speeds to facilitate their operability at
maximum power coefficients, thus allowing them to obtain
larger energy capture from the wind [2, 3]; therefore, speed
control is the vital factor of Maximum Power Point Tracking
(MPPT) of this type of WECSs [4, 5].

The most promising topology for variable WECSs is the
direct-driven, multi-pole Permanent Magnet Synchronous
Machine (PMSM) [5] which is characterized by more
advantages than fixed-speed ones such as higher power
density, fast dynamic response, improved efficiency, and
reduced mechanical stress [5-7].

Field-Oriented Control (FOC) and Direct Torque Control
(DTC) are the most common strategies to control PMSMs [8,
9]. Windup problem and bandwidth limitation (due to
existence of modulator) make FOC a non-ideal controller
choice [10]. DTC uses switching table to control motor torque
directly. Given that output voltage vectors are not always
optimal, this method suffers from high torque and stator flux
ripples [11, 12].

While the complexity of converters increases, the necessity
of applying advanced control strategies that are capable of

*Corresponding Author’s Email: brezaie@nit.ac.ir (B. Rezaie)
URL: http://www.jree.ir/article_122410.html

considering multivariable systems and handling additional
control objectives is undeniable [13]. Multivariable structure,
excellent performance in the presence of nonlinearities, and
constraints consideration make MPC one of the best choices
for drive systems [14, 15]. Finite Control Set Model
Predictive Control (FCS-MPC) is one of the MPC methods
that takes advantage of the fact that the number of possible
switching states is limited; therefore, it is possible to predict
the effect of each Voltage Space Vector (VSV) to determine
the best VSV for the next sampling time [16].

FCS-MPC has been used to control the current in several
converter topologies [16-19]. Because of the inherent sluggish
behavior of the mechanical system, the ordinary Proportional
Integral (PI) controller does not provide a fast response to
reference speed change [19]. To overcome this problem,
Direct Predictive Speed Control (DPSC) without cascade
structure has been introduced [20-22].

A DPSC strategy directly controls the speed of the motor
and achieves high-speed control dynamics [13]. Compared to
current dynamic, mechanical dynamic is very slow and this
significant difference between time constants leads to torque
fluctuation and current distortion. Therefore, the designer
needs to consider a longer prediction horizon for DPSC [23].
Longer prediction horizon means more different switching
states that increase the computation time so drastically that
real-time implementation is not feasible in general [24]. In
[13], a DPSC method with a shorter prediction horizon was
used to control the speed of a PMSM fed by 3-level NPC
inverter. Results in [13] were acceptable, but two-step

prediction horizon means 27°=729 different switching
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states, which is far from 27 switching states for one-step
prediction horizon; therefore, this paper proposes a one-step
prediction horizon method.

One of the key factors of all speed control schemes of the
PMSM is the precise sensing of speed and position using a
dedicated external sensor or the exact estimation using a fast
and accurate observer. Eliminating encoder used to measure
the speed and position of the shaft increases the reliability and
applicability of PMSM and leads to schemes with more
compact constructions and lower costs [25].

The most common method for the position and speed
estimation of PMSM is the back electromotive force (back-
EMF) method [26, 27]. Despite the simplicity of this method,
it yet shows excellent results in high-speed applications [28,
29]. However, one of the well-known problems of this method
is the dependency of back-EMF on the speed of the rotor.
When motor works in the low-speed range, since back-EMF is
small, accurate estimation of position becomes a challenging
task [27-29]. In [23], a startup strategy was designed to
provide a better estimation at low speeds. In [31], an active
flux estimator was used to ensure a better estimation at lower
speeds. However, this method is not able to estimate position
in the reverse mode.

In this paper, a full range position and speed estimator using
an Adaptive Nonsingular Fast Terminal Sliding Mode
Observer (ANFTSMO) [25] was employed to estimate the
PMSM rotor angle and speed without an encoder. ANFTSMO
can not only solve the chattering problem in the low-speed
region, but also track the rotor angle at reverse speeds quickly,
accurately, and without chattering [25].

To control the speed of PMSM in the presence of
current/torque limitation, in the proposed method, first, we
design a reference torque to use in FCS-MPC; then, a cost
function using current references, torque reference, torque
constraint, and switching constraint is designed. By replacing
the speed error term with the electromagnetic term in the cost
function, the necessity of using multiple horizons is obviated
and the proposed method becomes almost as fast as a
predictive speed control scheme with lower torque oscillation,
current distortion, and steady-state error.

The main contribution of the paper is as follows:

- Rotor position estimation using ANFTSMO

- Designing a discrete electromagnetic torque reference
signal for FCS-MPC

- Proposing a new objective function for FCS-MPC-
based speed controller.

It is worth mentioning that the novelty of the paper is in
utilizing the designed torque reference as a part of the cost
function to minimize the oscillation of speed and torque.

The organization of the paper is as follows. Section 2 gives
a description of model including PMSM and inverter and their
equations. Section 3 introduces the FCS-MPC algorithm and
the proposed method. Section 4 explains cost function terms
and considerations. Section 5 introduces and discusses
simulation results. Section 6 concludes the paper.

2. SYSTEM DESCRIPTION

Fig. 1 shows a topology including PMSM fed by 3-level NPC.
The PMSM and inverter models are described in the following
subsections.

iDCp Isp

VDC

/

Figure 1. PMSM fed by 3-level NPC topology

2.1. PMSM model

By assuming a Surface-Mounted PMSM (SPMSM) with the
same inductance for d and g axes, the dynamic model for the
SPMSM in the d-q reference frame can be described as
follows [16]:

%:Lis(vd_Rsid'l_w L.i )

dt e —s'q
di 1
q _ . .
E—L—(Vq—Rslq—(Deled (Deng)
° 1
a ®
e _E mequ
do, (Z B
o (B-1)-2ea

A discrete model of PMSM is needed to predict the future
values of current and torque for FCS-MPC. To decrease the
calculation burden, the model can be rewritten in discrete time
using a simple discretization method like the Euler method
[32].

i, [k-+1] =[1— T;_stid [K]...

S

#v, [k T, [K]iy [K]

S

_ TsRs
L

iq[k+1]:[1

T [ [K] -2, [

S

Jiq[k]+z—ivq[k]... )

S

T [k+1] =2, [k+1]

2.2. Inverter mode

The power circuit of NPC inverter for one phase is shown in
Figure 1. S,y represents the switching state of phase x and
switch g with x={a, b, ¢} and q={1, 2, 3, 4}. Table 1 shows
the values of S,q and its equivalent voltages. For three phases
of this inverter, 27 switching states are generated [33]. It is
worth mentioning that to prevent short circuit, S, = 1-S,; and
Sx4 = 1'Sx2-
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Table 1. Switching table of one phase of NPC inverter

Sx Sx1 Sx2 Sx3 Sx4 Uy
P=1 1 1 0 0 Vao/2
0 0 1 1 0 0
N=-1 0 0 1 1 V)2

To use in (1), one needs to convert it to and using Park and
Clarke transformation as follows:

Vg :[vd vq]T =MDU,

cos® —sin®

M= Line cosO } ©)
21 -1/2 -1/2

25{0 J3/2 —\@/2}

where D is Clarke transformation, M is the Park
transformation matrix and 0 is the electrical angle of the rotor
[8].

Unbalanced neutral point voltage V, has negative impact on
the output voltage and semiconductor switch stress [34]. FCS-
MPC has the ability to control V, by predicting the voltage of
the neutral point using 3-phase currents and switching states
as follows [34]:

dv, dv, dv, 1
ot dtZZE{(IS"_IS”)}

. Q)
Vo [k 1] = Vo [k]+ 2 (15, [K] = 15, [K])

3. FCS-MPC DESCRIPTION

Figure 2 illustrates the operating principle of FCS-MPC [35].
Due to the finite number of switching states S;, FCS-MPC can
predict all possible system states x” over a sampling period T
based on system model and measured values. Then, depending
on the objectives, a cost function C can be defined to discover
the best possible switching.

As an example, considering Figure 2 in the first step,
xP[k + 1] is closest to the reference x™'; thus, S, is selected
and applied at t = k. Following the same procedure, S; will be
selected for the second step and used att =k + 1.
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Figure 2. Operating principle of FCS-MPC

4. COST FUNCTION DESIGN

According to the FCS-MPC scheme, cost function has a
significant effect on system performance [16]. By properly
selecting the cost function, FCS-MPC can control multiple
objectives at the same time. However, proper selection of the
items and weightings is a challenging task. In this section,
items of the cost function are discussed.

4.1. Tracking term

The main objective of the controller is to control the speed of
PMSM. First, a reference is designed for electromagnetic
torque. The design procedure is based on an anti-windup Pl
controller concept [36].

T [k+1] =T [K]+k, (e, [K] e, [k -1])...

kT, (e, [K]+€[K]) ©

where TZ®f is the electromagnetic torque reference to use in
FCS-MPC, k; and k, are coefficients, and e, and & are as
follows:

e, [k]= 0" [k]-o[k]
T -TE K] T K] > T
_Temax _Tefef [k] Teref [k] < _-I-emax
0 o.W

8[k]- ©

After reference generation for T, its error can be used in the
cost function.

p =T [k+1]-T,[k+1] (7)

In surface-mounted PMSM with Ly = L [6], the d-axis
current does not affect electromagnetic torque and can be
controlled independently. Thus, we can consider an error for
d-axis current control.

e, =iy [k+1]-i,[k+1] ®)

It is worth mentioning that i¢'[k + 1] is not accessible and
if we use i5*f[k] instead, it may lead to a delay in the system.
Here, extrapolation method is used to build i5¢'[k + 1] from
current and past values of i5?f as follows [37]:

iy’ [k+1]=3ig" [k]-3iy" [k-1]+ig  [k-2] )

By combining e, and &, into one function, tracking term
of the cost function will be as (10):

i, 0 0]e,
CTz[eid er emJ 0 Ay 0 ]eg (10)
0 0 &, ]e

where 4, , 4; ,and A, are the weighting factors.
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4.2.7Zero term

Zero term is a part of the cost function that should be kept at
zero. Here, only the neutral point voltage is considered for this
term.

Cz = 7"vn (Vo )2 (11)

4.3. Constraint term

The constraint term may consist of multiple parts such as
current limitation, torque limitation, and switching limitation.
We considered the current limitation and switching limitation
using (12) and (13).

o P (i) (i, o
cr—

0 oW

Ccs:xs( _Z;,

S, [k+1]-S, [k]|] (13)

where 4,, and A are the weighting factors.

Using Cc;, we limit the current to the maximum allowed
value and Ccs helps have a lower switching frequency by
considering switch state as a variable. Thus, if we have two
different switching with the same cost, the one with a lower
switching change will be chosen.

As an example, if the last switching is S = [1 0 -1] and in
next sampling, S, = [0 0 -1] and S, = [1 1 -1] have the same
cost, the former one will be chosen, because it has just one
switching in phase a and switching states in phase b and ¢ will
remain unchanged.

By incorporating C¢; and Ccs into one term, the constraint
term is written as follows:

C.=C, +C (14)

Finally, by considering the tracking term, the zero term, and
the constraint term in one equation, the cost function to be
minimized using FCS-MPC becomes

C=C;+C,+C; (15)

Remark: A combination of multiple variables in a single cost
function is not a straightforward task when they have different
natures (in units or values). Finding optimal weighting factors
is still an open problem, but there are some methods to find
these factors correctly [38, 39]. Designing weighting factors is
not in the scope of this paper and in this work, factors are
designed using normalization and multiple simulations.

5.SIMULATION AND RESULTS

To demonstrate the performance of the proposed method in
this section, the method is compared with two other methods,
i.e., a DSPC using FCS-MPC introduced in [20] and an FOC
method with a cascade structure using anti-windup PI as speed
controller and SVPWM modulator [40]. Moreover, for the
latter one, a system without a modulator is considered to

check the ideal case without switching. In these references,
similar to our study, one-step prediction horizon has been used
to decrease the oscillation.

Figure 3 illustrates the block diagram of the proposed
method, and Figure 4 shows the flowchart for more details.
Also, the parameters of the PMSM, inverter, and controller are
presented in Table 2. Furthermore, the angle of the rotor is
estimated using the method in [24] for all three controller
schemes.

Y
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Figure 3. Block diagram of the proposed method
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Figure 4. Proposed method flowchart
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Table 2. System and controller parameters

Variable Parameter | Value Symbol
Sampling time Tg 10 us
Stator resistance R 6.8 Q
Stator inductance Lg 8 mH
Flux linkage Ymg 0.41 web
Pair poles Zp 3
Moment of inertia Jm 0.0212 kg/m?
Viscose damping By 0.31 Ns/m
DC voltage Vpe 120 \%
Current limitation Inax 6.5 A
Torque limitation Tem 12 Nm
Proportional factor kq 30
Integral factor k, 10000

Figure 5 shows the reference value of speed, reference value
of T, along with actual and estimated values of motor shaft
position during simulation. It is clear that the ANFTSMO
estimated rotor position accurately not only at low and high
speeds but also during speed direction change.

100

Py ST Bossisnissinasd T, NN SYONONOTOOT HORORY NVOROR SRRV

IET ] PEUTT AR S e EFPPPTI AU O

0 0.1 0.2 0.3 0.4 0.5 0.6
Time [Sec]

Figure 5. Reference for speed and mechanical torque and the rotor
angle

Figure 6 shows speed change during the simulation for four
methods as mentioned above and for more details, Figure 7
illustrates zoomed areas of Figure 6 defined with red dotted
rectangles.

| a b c d=== e|
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Figure 6. Speed change during simulation, a) Proposed method, b)
DSPC, c) Ideal FOC, d) SVPWM FOC, and e) Reference speed

Section () of Figure 7 shows the step change of the
reference speed. As can be seen, due to the slow dynamic of
speed, compared to current dynamic, the DPSC method has
oscillatory behavior with the one-step horizon. Moreover, the
FOC method has a lower speed even by considering the ideal
case, without switching and modulator. The main reason

behind this lower speed dynamic is the cascade scheme, which
forces the designer to have a lower bandwidth in outer loop.
Also, by adding the modulator and switching, the FOC has a
lower speed than the ideal case. However, the proposed
method has a faster dynamic than the FOC method and
smaller overshoot and lower oscillation than original DPSC.
When the speed error term e, reaches near zero, the torque
component added to the cost function, with a faster dynamic,
will have greater impact on the optimal value for switching
selection; thus, the sluggish nature of the cost function is
almost obviated and motor speed has very lower oscillation
than DPSC.

Section (I) of Figure 1 shows step down of speed and has
almost the same behavior as step up change. Section (I1I)
shows speed change during mechanical torque variation, it can
be seen that FOC and the proposed method have the same
behavior. Finally, Section (IV) shows the steady-state
response of the system for the proposed method and FOC.
Because of the optimal selection of voltage vectors, the
proposed method has very lower steady-state error; however,
in return, it suffers from variable switching frequency unlike
FOC. To have a quantitative criterion for speed and torque
distortion, using the Mean Square Error (MSE) for the speed
and torque variables, as described in (16), the results can be
shown in Table 3. It can be observed that the proposed method
has a lower speed and torque distortion than SVPWM. This
advantage is because the designed torque reference is
considered as part of the cost function to minimize the
oscillation of speed and torque.

Speed MSE = EN:(Q) (i)-or)’

e
=1

N 2 (16)
H ref
Torque MSE = Y'(T,(j)-T,")
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Figure 7. Zoomed area of Figure 3, (1): Motor speed during reference
speed step-up variation, (I1): Motor speed during reference speed
step-down variation. (111): Motor speed during load torque variation,
and (1V): Motor speed in a steady state, a) Proposed method, b)
DPSC, c) Ideal FOC, d) SVPWM FOC, and e) Reference speed
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Table 3. Speed and torque MSE for the proposed method and
SVPWM method

Proposed method SVPWM
Speed MSE 6.85¢7°> 160e~>
Torque MSE 0.0348 0.176

Figure 8 illustrates variations of electromagnetic torque T,
during simulation and for more details, Figure 9 shows the
zoomed area of red rectangles in Figure 8.

From Figure 9, Sections (1) and (lI), it can be seen that in
step-up and step-down speed changes, because of the nature of
the predictive control, the proposed method has no overshoot
or under-shoot. Also, in the DPSC, there is a high gain
fluctuation in T,, which can reduce the life expectancy of
motor shaft.

Section (II1) of Figure 9 illustrates the steady-state
performance of T, for all the methods mentioned above.
Despite the DPSC which has high oscillation because of the
difference between mechanical and electrical time constants
as well as the ideal FOC which experiences no oscillation, the
proposed method is subject to much less oscillation than
SVPWM FOC.
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Figure 8. Electromagnetic torque variation during the simulation, a)

proposed method, b) DPSC, ¢) Ideal FOC, and d) SVPWM FOC
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Figure 9. Zoomed area of Figure 5, (1): during step-down reference
speed, (I): during step-up reference speed, (I11): in steady-state, a)
proposed method, b) DPSC, ¢) Ideal FOC, d) SVPWM FOC

For surface-mounted PMSMs, one of the controller’s
objectives is to keep d-axis current at zero to satisfy the
MTPA criteria [41]. Figure 10 shows iy during simulation,
showing that in the steady-state and transient phases, the
proposed method has a better performance than other
methods, except ideal FOC without switching components.

No. 2, (Spring 2021) 13-20
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Figure 10. d-axis current variation during simulation time and
zoomed areas, a) proposed method, b) DPSC, c) Ideal FOC, and d)
SVPWM FOC

6. CONCLUSIONS

In this work, an encoder-less FCS-MPC-based speed control
algorithm was proposed for a PMSM fed by a 3-level NPC
converter. The controller used an anti-windup Pl controller
concept to generate reference torque using the error of speed;
then, FCS-MPC used this torque and other parameters to
control converter gates.

Simulation results demonstrated the effectiveness of the
method in the transient and steady state phases. The method
has not only a fast response during reference variation but also
much lower overshoot or undershoot than FOC method.
Moreover, compared with the recent methods like DPSC, the
proposed method has much less oscillation in a steady state in
both speed and torque characteristics. Future research could
continue to explore experimental results and compare the
results with methods that used multiple prediction horizon.
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NOMENCLATURE
ig 1q Stator current in dg Ref. frame
Va,Vq Stator voltage in dq Ref. frame
R Stator resistance
L Stator inductance
We Electrical rotor speed
6 Electrical angle of the rotor
Te Electromagnetic torque
Ty Load torque
Zp Number of pole pairs
Jn Inertia coefficient
B, Friction coefficient
Umg Flux linkage
Ts Sampling time
Vbc DC voltage
Inax Current limitation
Tem Torque limitation
Greek letters
A Weighting factors and x = {ig, ig, Te, Vo, I}
Subscripts
ref Reference value

Abbreviation
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WECS Wind Energy Conversion System
MPPT Maximum Power Point Tracking
PMSM Permanent Magnet Synchronous Machine
FOC Field-Oriented Control
DTC Direct Torque Control
Adaptive Nonsingular Fast Terminal Sliding Mode
ANFTSMO Observer
MTPA Maximum Torque Per Ampere
Pl Proportional Integral
MPC Model Predictive Control
FCS-MPC Finite Control Set - MPC
DPSC Direct Predictive Speed Control
SPMSM Surface-mounted PMSM
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The effect of solar collector configurations on the thermal efficiency of an active solar water heater was
investigated using TRNSYS in this study. Two versions of a solar heater were formulated on the basis of
serpentine and riser-header flat plate configurations. Both models were simulated based on the same
parameters and weather conditions. Besides, in accordance with clear sky and cloudy sky conditions, a

parametric analysis was performed to determine the impact of varying parameters on the thermal efficiency of
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the two models. The results showed that the serpentine-based device model provided about 2.62 % more
usable thermal energy than the riser-header configuration. In addition, both models demonstrated the same
response and sensitivity to changes in the collector area and the volume of the tank. However, on a cloudy day,
the efficiency of serpentine showed a significant improvement and sensitivity to flow variance with an
efficiency gap of about 30 % to the riser header configuration.

https://doi.org/10.30501/jree.2020.251190.1150

1. INTRODUCTION

Solar Water Heaters (SWHSs) are used to convert solar energy
into heat for both domestic and industrial purposes [1, 2]. This
technology eliminates our decade-old dependency on
traditional heat sources and thereby, reduces greenhouse gas
emissions by reducing electricity consumption for thermal
energy requirements [3]. However, due to its original higher
cost and lower thermal performance than the traditional
energy system, the use of this technology is not widely
adopted. Most customers would want to know their monthly
saving if they were to convert to solar-powered systems. One
major factor influencing the thermal efficiency of the collector
is energy loss over time. Interestingly, heat loss in solar
collectors is significantly governed by the nature of flow in
the collector tubing [4]. On the other hand, the nature of flow
and its distributions is a function of the shape and geometry of
the collector fluid passage [5]. Minimizing heat loss in the
solar collector increases the rate at which the solar energy
occurring in the collector transforms into usable thermal
energy [6]. Consequently, considerable studies have been
conducted to address this problem.

To evaluate the effect of flow rate on the technology and
economy of flat plate solar water heating systems, Plaza et al.
[4] suggested that a high flow rate would lead to higher solar
fractions than a low flow rate. However, the energy

*Corresponding Author’s Email: selfajohnspn@gmail.com (S.J. Zwalnan)
URL: http://www.jree.ir/article_122814.html

consumption of a pump outweighs the gains of using a high
flow rate. They, therefore, concluded that a careful search for
the proper flow rate to increase the solar fraction and reduce
the energy consumption is necessary.

Kim et al. [7] analyzed the thermal performance of the flat
plate solar collector based on different shapes of the collector
tubing. The goal of their study was to investigate the flow
distribution of rectangular, triangular and trapezoidal cross-
sections of the collector tubing. Their result revealed that fluid
flow in the collector tube with a triangular cross-section was
more uniform than the rectangular and trapezoidal sections.
Also, in another research, [8, 9] found that the modification of
the absorber plate of the primary flat plate collector to a V-
groove absorber plate resulted in better thermal performance
of the solar collector. Again, they also found that the thermal
performance would be better enhanced if the v-groove was
made smaller. Jahangiri et al. [10] evaluated the feasibility of
the application of solar water heater for space heating and
supply of sanitary hot water at 60 °C for a household of 4
persons in 10 provinces of Canada. The study employed the
T*Sol simulation software. The findings of the study showed
that solar water heater held the potential of reducing the
energy demand for hot water in the residential household of
Canada by an average of 88.7 % across the ten provinces
studied. However, the simulated performance revealed that the
system was only capable of supplying an average of 19.18 %
of spacing heating demand across the ten studied locations. In
a similar study using TSOL, Pahlavan et al. [11] showed that
the use of solar water heater in 37 stations in Algeria could

(https://doi.org/10.30501/jree.2020.251190.1150).
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lead to an annual saving rate of 56783kg/yr of CO, in these
locations.

Another study by [12] studied the effect of collector
arrangement on the thermal performance of a flat plate solar
collector. In their conclusion, they agreed that poor collector
performance was an indication of an inherently flawed sizing
and geometric consideration. Touaba et al. [13] proposed the
incorporation of lubricating oil as the absorber plate for a solar
water heater integrated with storage tank. Similarly, Hussein
et al. [14] enhanced, the thermal performance of a flat plate
solar collector using a novel combination of covalent
functionalized multi-wall carbon mixed by pure water as the
working fluid.

A study to investigate the effect of collector configurations
on the thermal performance of the photovoltaic solar thermal
energy system was conducted in [9]. In this study, the effect
of the collector configuration and the orientation of the
building were studied. An extensive review of the various
studies conducted in the area of enhancing the thermal
performance of solar collectors using nanofluid as working
fluid in collectors’ tubes was conducted in [15, 16]. In their
approach, various properties of the fluid were investigated to
determine the sensitivity of the system to change in nanofluid
properties. The results of this study showed that molecular
structure, hybrid nanofluid content, ingredients, particle shape,
temperature, PH value, the concentration of particle volume,
and stability of nanofluid had a significant impact on the
thermal efficiency of the system. A numerical solution to
determining the optimal design parameters of a solar flat plate
collector designed to supply hot water was developed in [17].
Matlab software was used to model the time-dependent
behavior of the flat plate collector. The sensitivity study
shows that the temperature of the heated water and the total
coefficient of heat loss decreased with an increase in the water
flow rate. The study concluded that the system’s flow rate was
also a significant indicator of the optimum number of solar
collector tubes needed to give the maximum collector outlet
water temperatur.Analytical solution to the energy balance of
a solar flat plate air heater using the climatic data variables of
Jeddah was modeled in [18] to study the thermal performance
of a collector. In this study, a computer model of the collector
was used to investigate the effect of collector dimension on
the collector outlet air temperature. The developed model also
investigated the effect of selective coating materials on the
solar air heater output temperature. The result showed that the
solar air collector coated with nickel-tin outperformed the
collector coated with galvanized iron-copper oxide or nickel
rhodium black or galvanized iron-cobalt oxide and iron coated
with nickel. When comparing the modelled outcome with the
measured results, an error of 7.7 % between the modeled
output and the experimental performance was also observed.
The authors, therefore, concluded that the average annual
production of the selectively coated nickel-tin absorber was
29.23 % higher than that of the black painted absorber. In one
study, Sachit et al. [19] modeled and simulated the
performance of a flat plate solar collector designed to have
both the serpentine and the riser-header tube pattern. Also,
they compared the performance of the proposed PVT collector
with the basic serpentine tube design collector. The result of
their findings showed a decrease in the cell temperature with a
decrease of about 2 % in the thermal efficiency of the
proposed configuration than the serpentine tube pattern
configuration. However, a less than 0.04 % improvement to

the electrical efficiency of the proposed configuration was
observed.

Similarly, different studies have been conducted by many
researchers to determine the economics of adopting solar
water heating systems for both domestic and industrial
applications [10, 20, 21]. In general, a common conclusion is
that solar water heating systems have long-term economic and
environmental benefits when compared to the conventional
energy systems [22-24].

Despite the large volume of research conducted to enhance
the thermal performance of the flat plate solar collector, little
or no study has provided a side by side thermal assessment of
the flat plate collector on an annual basis. Therefore, this
research employs a simulation-based approach to evaluate the
side by side annual performance of the active solar water
heater based on the serpentine and header-riser configurations
in the typical tropical climate (Nigeria). The goal here is to
assess and compare the influence of collector configuration on
the annual thermal output of the heating system in the tropical
savannah climate. Additionally, the modeled system was then
constructed and tested in order to validate system
performance, as predicted by the model. The performance of
the system was determined experimentally under the weather
and solar condition of Jos, Nigeria.

2. MATERIALS AND METHODS
2.1. System description

The system consists of a flat plate solar collector with a total
collector area of 1.5 m? which is divided into two sections. In
the first section, the collector tubing of the fluid passage is
designed based on the risers-header pattern, as shown in
Figure 1a. The second section, the fluid channel, is designed
in a serpentine pattern, as shown in Figure 1b. Both sections
of the collector are distinctively connected to a separate water
storage tank of volume 0.03 m* (30 litres) through the PVC
connecting pipes, thereby creating two independent closed-
loop systems. The water in each closed loop is circulated
employing a direct current pump powered by a 60 watts solar
panel. Notably, the two sections of the collector are covered at
the top with a single glass through the entire collector.
Consequently, the two sections are identical in all design
parameters, as depicted in Table 1. Since water circulation in
the system is done through solar pump powered by the solar
panel, the natural control ensures that the water is circulated
when solar energy falling on the PV module is adequate to
produce electrical power. This control is cost-effective and
straightforward and eliminates significant costs involved in
flow control of solar active water heaters. Figure 2 is the
assembled configuration of the proposed solar energy system
to be modeled and experimentally evaluated.

2.2. Working principle

When solar radiation from the atmosphere falls on the
collector, the absorber plate within the collector is
considerably heated to a higher temperature. Consequently,
the heat absorbed by the absorber plate is transferred to the
circulating fluid (usually water in the direct heating method)
flowing through the collector tubing (usually made of copper
tubes) attached to the absorber plate. The heated water in the
collector returns to the top of the storage tank at a higher
temperature. The pump again draws water from the bottom of
the tank and pumps it back into the collector, and the entire
process is repeated until the sun goes down [25].
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Figure 1. Collector tubing of (a) header-riser section of the collector
and (b) serpentine section of the collector

Figure 2. An assembled configuration of the solar water heating
system

The process is self-controlled because the pump will continue
circulating the water until there is no radiation from the sun.
The heated water can be reheated by other forms of
conventional heaters when the solar system does not meet up
the water temperature requirement.

2.3. The flat-plate energy model

In a steady-state, the Hottel-Whillier-Bliss (HWB)
mathematical models and energy balance equations
numerically characterize the thermal behavior efficiency of
the flat-plate solar collector. At a given moment, the rate of
useful energy gain from the solar collector is the positive
difference between the energy absorbed by the plate and the
energy lost to the atmosphere by the collector, as defined by

Eq. (1) [26].
Qu = Fr[S — UL(T, — TDI* (6]

The plus superscript means that only positive values of the
terms are to be used in the square bracket. The absorbed
radiation must therefore be greater than the thermal losses, as
shown in Figure 3, in order to achieve practical benefits
greater than zero.

9 Glass cover
o
G, ¥
Absorber plate at
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Enefgy absorbed P Qu= Fi[l rJ:““‘G! - U!(Tr =la ]I|
= (1a)Gy

Figure 3. lllustrating the energy balance of a solar collector [27]

In Figure 3, S, U, T; and T, are the energy absorbed by the
absorber plate, the collector overall heat loss coefficient,
circulating fluid collector inlet temperature, and the
temperature of the surrounding where the collector is placed,
respectively. Fg is called the collector heat removal factor. Fr
is similar to the heat exchanger effectiveness. For a header-
riser flat-plate collector, the collector heat removal factor can
be expressed as in Eq.(2) [26]:

C CULF
Fr = e [1 —exp (——Aﬁ?é“: )] )

where F’ is the collector efficiency factor expressed as
follows:

FI — 1/UL

— ©)
et

w] X P
[UL[D;+(W-Dy)F] " Cp " mDjhg

F is the standard fin efficiency for straight fins with a
rectangular profile, given as:

tanh[—m(V\;—Di)]
= mwo) “)

2

where
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U,

m= |~ (5)

Moreover, U, is the overall heat loss coefficient for a flat
plate collector and it is composed of the top loss coefficient,
the edge loss coefficient, and the back loss coefficient. The
relation for collector overall heat loss coefficient, U, is
expressed as:

U, =U+ U+ Uy (6)

Duffie and Beckman [12] made an approximate reference to
the top loss coefficient of the collector as:

Upp =A+B @
1
A= No
L[Tpm-Tar kN
Tpml| Ng+f hyw

[6(Tym® + Ta®)|[Ta + Tym]

B= 1 2NGH-1+0.1338) _
£p+0.00591Ngh,, g G

where

f=(1+0.089,, — 0.1166h,,)(1 + 0.07866N) (8)
C =520[1 - 0.000051p2] 9)
e = 0430 (1 —ﬂ) (10)

Tpm
h, =28+ 3V (11)

The extent of the conduction loss at the back of the collector
is such that the radiation is insignificant. Thus, Duffie and
Beckman approximated the back loss, as expressed in
Equation (12).

Up =32 (12)

The edge loss calculated by assuming one-dimensional
sideway heat flow around the collector system’s perimeter is
expressed as:

— KeiAe
Xei Ac

(13)

2.4. Evaluation of collector performance indicators

The efficiency matrix of a collector is the parameter that
determines how efficiently the collector transforms the total
solar energy it absorbs into either thermal energy or electrical
energy. The collector efficiency is defined as the ratio of the
useful energy from the collector to the total radiation incident
on the collector area. This performance matrix of the collector
depends on many factors ranging from collector configuration,
collector materials and its operating conditions. Theoretically,
the thermal efficiency of the Flat Plate Collector (FPC) is
expressed as follows:

Qu FR[HT(te)—UL(T;-Ta)]*

MNeon = HrA = Hy (14)

Eq. (15) is essential and useful for the realistic assessment of
collector efficiency based on the technical data of

manufacturers of commercially obtained solar collectors.
However, in this study, the simulated collector efficiency was
evaluated through Eq. (14):

Ncoll =3ap — A1 (Ti}:a) —a (T::a)z (15)

where a, is the optical efficiency and a; and a, represent the
first- and second-degree heat loss coefficients obtained by the
manufacturer during the indoor testing based on the specific
tested flow rate. According to Soteris [27], the value of the
optical efficiency a, and loss coefficient a; of good collectors
lies within 0.762 and 0.2125, respectively. Under outdoor
testing, it is practical to evaluate the collector efficiency based
on Eq. (16) which is the ratio of the quantity of heat received
from the fluid exiting the collector and the total amount of
solar energy received per unit area of collector in the period
usually considered as one hour, where V is the volumetric
flow rate of the fluid in the collector and Tout and Tin are the
measured outlet and inlet temperatures of the collector.

_ PCpV(Tou.t_Tm)

Neoll == (16)

2.5. System design and simulation

For the design of the systems, a simulation-based approach
using TRNSYS software was adopted. In the TRNSYS
simulation studio, two models of solar water heating systems
have been built (see Figure 4). A serpentine, flat plate
collector was used as the heating unit in the first model, while
the second version used a riser-header flat solar collector as
the heating unit. All other system design parameters and
dimensions are the same for both systems, as seen in Table 1.
Figure 4 shows the monthly average daily solar and ambient
condition of Jos Nigeria (latitude 9.8965° N, Longitude
8.8583° E) under which the modeled systems have been
simulated and evaluated. Figure 5 is a schematic of the models
of the two systems developed in the TRNSYS simulation
studio. The system model was used to simulate and assess the
annual performance of the system. From Figure 4, the months
of June to August had a lower level of solar radiation. This
finding was not unexpected as these months correspond to a
period with a high amount of rainfall. Therefore, the sky is
mostly covered with heavy cloud.
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Figure 4. Monthly average daily solar irradiance and ambient
temperature of Jos, Nigeria
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The components of the systems model developed are selected

—
FRiser Expt data 197112017 Serpentine Expt data 18/1 172017

system based on the riser-header and serpentine collector configurations

Interestingly, some components usually have inputs for
control. With this control input, the designers can decide how

from the TRNSYS simulation studio library. Afterwards, each
component is assigned parameters as defined in Table 1.
Besides, the output of each component that serves as inputs is
transmitted through the connectors to other components.

presented in Table 2 below.

and when this component should operate. A summary of the
components and their use and function in this modeling is

Table 1. System parameters and characteristics

No. Parameters Serpentine flat plate Riser flat plate Unit
1 Collector length 1.0 1.0 m
2 Collector width 0.8 0.8 m
3 Absorber plate thickness 5 5 mm
4 Conductivity of absorber material 243 243 W/m.K
5 Number of serpentine bends/Number of risers 8 8 -
6 Tube spacing 8 8 cm
7 Serpentine/riser length 0.75 0.75 m
8 Inner tube diameter 1.5 1.5 cm
9 Outer tube diameter 2.0 2.0 cm
10 Fluid specific heat 4.190 4.190 kJ/kg.K
11 Absorptance of the absorber plate 0.94 0.94 Fraction
12 Emissivity of the absorber plate 0.15 0.1'5 Fraction
13 Number of identical covers 1 1 -
14 Index of refraction of cover 1.526 1.526 -
15 Collector tilt 17 17 Degrees
16 Pump rated flow 72 72 Kg/hr.m?

Source: Author design parameters

Table 2. Summary

of the components used in the simulation

Name in studio Type No. in library

Function

Weather Type 15 Serving as a function of processing the weather data of a location from an external
weather data file at a given time step and making it accessible to other TRNSY'S
components.
Serpentine collector Type 565 This component is a model flat solar plate collector where the tube winds up the
collector absorber plate in a serpentine fashion.
Riser-header Type 564 This component is a model flat solar plate collector where the tube connects to the
collector collector absorber plate in a riser-header fashion.
Tank 1&2 Type 534 This subroutine models a fluid-filled, constant volume storage tank.
Riser/serpentine Type 14 Type-14 is entirely general; this component can be used to output a set of numbers
Exptl data that fits an individual purpose. The output is dimensionless.

Equation blocks Not in the library

perfor

This component is a means to write scripts that evaluate the entire system

mance or control entire or specific component or to parameterize the model.

plotters and printers Type 65 and 25

The plotter enables visualization of the system performance, while the printer saves

the results into an external file.

Integrator Type 24 Itisa

utility component used to process the output of simulation by integration of
the output in a specific period.
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2.6. Parametric analysis

The TRNedit (a TRNSYS engine that enables parametric
studies) was employed to conduct parametric analysis in order
to understand the sensitivity of the two solar collector models
to changes in conditions and parameters. As a result, the three
input parameters, namely the collector flowrate, collector area,
and tank capacity, are considered as variables in the TRNSYS
model. Consequently, a new input file called the deck file is
generated and the TRNedit is now executed to simulate the
system based on a range of parameters, as shown in Table 3.
The results obtained are discussed in Section 3 in this paper.
The parametric study is conducted under two weather
conditions in order to understand the importance of the
volume and quality of solar radiation in the thermal operation
of the system. Therefore, the analysis of the parameters was
carried out on the basis of the day with a sunny sky and high
radiation and the cloudy day with low solar radiation.

Table 3. Range of parameters for system parametric studies

No. Collector area | Volume of tank v flow rate

(m?) (m*) (kg/hr)
1 0.7 0.03 50.00
2 0.8 0.04 70.00
3 0.9 0.05 90.00
4 1.0 0.06 110.00
5 11 0.07 130.00
6 1.2 0.08 150.00
7 13 0.09 170.00
8 14 0.10 200.00

Source: Author

2.7. Description of the experimental setup and
procedure

To compare the simulated performance of the system with that
of the experimental system, the solar heater was constructed
(see Figure 6) based on the simulated parameters shown in
Table 1. The constructed solar water heating system was
installed at the Plateau State Polytechnic Clinic, and the
outdoor thermal performance of the systems was
experimentally measured. The K-type digital thermocouple
with a temperature range of -10 °C to 1200 °C + and 0.04 %
uncertainty was mounted at the collector water inlets and
outlets of the two systems to measure the outlet and inlet
temperatures of the collectors simultaneously at a time
interval of 1 hour starting from 8.00 a.m. to 5.00 p.m. for a
day in November.

Within the test period, 0.043 m® of water was poured into
the storage tank before 7.00 a.m. Notably, there is no water
drawn from the tank during the experiment to simplify the
experimental setup. Furthermore, in each day experiment, the
water tank was emptied and charged with fresh water.
Moreover, the water circulation pump, which is powered by a
solar panel, only runs or circulates water when the solar panel
generates enough solar energy. This principle is adopted to
circulate the water only when solar energy is available.

2.8. Validation of simulated
performances

The Nash-Sutcliffe Coefficient of Efficiency (NSE) as
expressed through Equation (17) [28] was employed to
compare the simulated and experimental results so that the

and predicted

simulated model could be validated. The Nash-Sutcliffe
Coefficient of Efficiency (NSE) is defined as follows:

z:;1=1(xobs,i_Xmodel,i)2
NSE=1-=—""——T"— 17
2?:1(Xobs,i_xobs)2 ( )

where Xqps 1S the observed value, Xioqe iS the modeled value
at time/place i., and X, is the mean of the observed values.
The value of the NSE ranges from -« to 1. The determined
NSE value of 1 indicates the exact fit between the model and
the experimental values. The closer the NSE value is to 1, the
greater the predictive ability of the model used to simulate the
actual performance of the system will be.

—

Fire 6. The dveloped and installed solar heating experimental
setup

3. RESULTS AND DISCUSSION
3.1. Simulated system performance and analysis

The collector inlet temperature significantly affects the
collector capacity to convert the absorbed solar energy to
useful energy, as seen in Equation (1). Figure 7 shows the
simulated variation of inlet temperature from 8.00 a.m to 5.00
p.m for 18"/11/2017 for the modeled collector configurations.
According to Figure 7, the temperature behavior of the solar
collector slightly differs in terms of the two configurations.
The serpentine collector shows greater gain in useful energy
evident by the higher inlet temperature than the riser-header
collector. This observation is attributed to the collector tubing
configuration of the serpentine collector. The spiral patterns of
the tubing for the serpentine collector allow the fluid to travel
a longer distance in the collector before exiting the collector.
Consequently, the heat gain by the fluid is higher for the
serpentine than the riser-header collector. According to Figure
6, as the collector inlet temperature increases, the collector
efficiency for both the serpentine and the riser header
collector decreases. Figure 7 also shows that the collector
efficiency of the riser-header collector is slightly lower than
that of the serpentine collector. The difference in collector
efficiency of the two collectors is not significant, owing to an
adequate level of solar radiation on 18/11/2017. However, to
ascertain this claim, the parametric analysis of the effect of
environmental variables on the collector performance was
carried out under two weather scenarios: clear sky and cloudy
sky, as presented in the subsequent section.
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Collector eﬁ'clency

collectors, the efficiency of the collector decreases with
increase in collector area, while the load and other parameters
remain the same. Nonetheless, it is again evident that the
serpentine collector shows higher efficiency for both the
sunny and cloudy days. Notably, both collectors show the
same level of responsiveness to the changes in the collector
area as the efficiency line for both collectors exhibits almost
the same gradient.
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Figure 7. Collector inlet temperature and corresponding efficiency
for both serpentine and riser-header collectors

The temperature characteristics of the two configurations, as
shown in Figure 6, have not provided significant signs of a big
difference between the serpentine and riser-header collector
configuration. This assertion supported by the claim of Deng
et al. [29] in their findings using Computational Fluid
Dynamic (CFD) to calculate the absorber plate temperature of
the serpentine and the header-riser configurations of the solar
collectors at different collector inlet temperatures. As a result,
the analysis of the monthly average daily useful energy of the
two collectors is carried out from the simulation result as
given in Figure 8. According to this figure, it is clear that the
serpentine solar collector has higher useful thermal energy
than the header-riser configuration. Concerning the header-
riser collector, although Deng et al. [29] showed superior
thermal efficiency to the serpentine, the author concluded that
the insertion of the flexible silicon tubing in the serpentine
tubing was responsible for the reduced efficiency. According
to the result of our study and based on the weather condition
of the study location (Jos, Nigeria), the annual average useful
energy of the serpentine collector was found 2.63 % higher
than that of the header-riser collector, as seen in Figure 8.
Besides, the monthly analysis of the percentage of the
difference in useful energy, as shown in Figure 8b, revealed
that the efficacy of the serpentine collector over the riser-
header is more significant in months with low solar radiation.
This result, therefore, implies that in locations with massive
cloud cover, the serpentine collector would strive better than
the riser-header collector.

3.2. Collector sensitivity to variance in parameters

For further exploration, the differences in thermal
characteristic between the serpentine collector and the riser,
header flat plate solar collector, the effect and sensitivity of
the two collectors to varying flowrate, tank volume and
collector area keeping other condition constants were
investigated. Figure 9 shows the response and sensitivity of
the two collectors to variance in the collector area while
keeping all other parameters constant both for a day with clear
sky and a cloudy day. According to Figure 9, for both
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Figure 8. Monthly average daily useful energy and percentage
difference in gain of the two collectors
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Again, in Figure 10, the graph shows a positive relationship
between the collector efficiency and the tank volume. An
increase in tank volume is observed to lead to an increase in
collector efficiency. However, the serpentine collector still
shows higher efficiency than the riser-header collector
configuration. Figure 11 shows the variation and sensitivity of
the serpentine and the riser-header collector to increase in
circulation rate of fluid flow. According to the graph, the
riser-header did not show any significant change in the
collector efficiency with increasing flow rate for both clear-
sky and cloudy sky days.
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Interestingly, in Figure 11, the serpentine configuration shows
a significant increase in collector efficiency for the flow rate
beyond 90 kg/hr on a cloudy day and 170 kg/hr on a clear day.
Overall, only the serpentine collector is seen to respond
positively to flow rate variations. This observation implies
that the serpentine collector configuration response is more
sensitive to a change in flow rate, especially with a low level
of solar radiation, than the riser-header collector
configuration. Therefore, flow rate plays an essential role in
increasing the performance of a serpentine collector in a
location with a lower solar radiation level than the riser-
header configuration.
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Figure 10. Effect of tank volume on the efficiency while keeping
other parameters constant

similar trend in the collector inlet temperature as the simulated
performance. The collector inlet was considered for
comparison because it is the basis upon which the collector
efficiency can be evaluated.
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Figure 12. Comparison of the simulated and experimental
temperatures of the serpentine and Riser-Header collectors (18"
Nov., 2017)

Table 4 shows the calculated NSE between the experimental
and simulated performances of the two systems. The
experimental performance is in good agreement with the
simulated performance with a Nash-Sutcliffe Coefficient of
Efficiency (NSE) of 0.82 for both configurations. The Nash-
Sutcliffe Coefficient of 0.82 implies that the model predicts
the actual performance of the system, with a confidence level
of 82 %.

Table 4. NSE between simulated and experimental performances

Collector configuration NSE
Riser-header 0.82
Serpentine 0.82
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Figure 11. Effect of water flow rate on the efficiency while keeping
other parameters constant

3.3. Experimental system performance and model
validation

Figure 12 shows the experimental performance of the systems
recorded during a test performed on the 18" of November
2017. The thermal behavior of the system shows a very

4. CONCLUSIONS

The objective of this study is to investigate the effect of solar
flat plate configuration on the thermal efficiency of an active
solar water heating system. Using TRNSYS software, an
active solar water heating system was simulated, and its
efficiency was evaluated to achieve this objective. The system
was also constructed and tested to validate the predicted
performance of the model. The annual thermal output of the
serpentine collector from the results obtained was 2.63 %
higher than that of the header-riser collector when both
collectors operated under the same condition and at a low flow
rate of 72 kg/hr. The parametric analysis revealed that both
models of the solar heating system demonstrated the same
response and sensitivity to variance in the collector area and
tank volume. However, the serpentine-based model showed
significant improvement and sensitivity to flow variance with
an efficiency gap of about 30 % to the riser header
configuration on a day with cloudy sky. We, therefore,
concluded here that the serpentine model of the solar water
heater presented a better choice for locations characterized by
highly diffused solar radiation and frequently cloudy sky. The
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calculated Nash-Sutcliff coefficient of 0.82 between the
modeled inlet temperature of the collector and the measured
inlet temperature of the tank on the test day confirmed the
validity of the TRNSY'S model. The model is, therefore, a fair
representation of the complex behavior of the actual system
based on the appropriate degree of fit between experimental
and simulated results.
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NOMENCLATURE

Heat removal factor

Collector fluid mass flow rate (kg/hr.m?)
Fluid specific heat (kJ/kg.K)

Collector area (m?)

Uy, Overall collector loss coefficient (kJ/m?hr.K)
Tube spacing (m)

Ch Contact resistance (W/m.K)
Internal fluid heat transfer coefficient (W/m?.K)

k& Plate thermal conductivity and thickness product
(kJ/hr.k)

Internal diameter of the tube (m)

Ng Number of glass covers

Collector tilt (degrees)
Emittance of glass
Emittance of plate

Ta Ambient temperature (K)
Tom Mean plate temperature (K)
hw Wind heat transfer coefficient (W/mZ2.K)
Xpi Thickness of back material (m)
Kei Thermal conductivity of edge insulation materials
(kd/hr.m k)
A, Edge insulation area (m?)
Xei Insulation thickness at the edge (m)
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Traditionally, building energy model is created in isolation from the architectural building information model
and energy analyses have relied on a single analysis tool. The building energy model can be generated more
quickly by leveraging existing data from the BIM. The impacts of energy consumption are significant in the
building usage phase, which can last several decades. Due to the large share of the final energy consumption in
the building sector, accurate analysis of thermal and cooling loads of a building and the efforts to reduce
energy losses represent an effective way to reduce energy consumption. Therefore, it is essential to analyze the
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the most optimal mode was selected by examining different energy consumption forms. This study showed
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improving productivity and efficiency in the construction
industry [7]. A data model created by integrating 3D digital
techniques and specific information related to an engineering
project is the best description for building information
modeling [1]. One of the most significant benefits of BIM lies
both in early-stage design and later stages of building energy
simulation analysis [8]. Application of BIM in Energy

1. INTRODUCTION

Buildings are the world's largest energy consumer, according
to the United Nations Environment Program [1]. Residential
energy consumption has allocated a large percentage of
national energy consumption to itself in most countries [2].
Recently, global efforts have been directed at reducing carbon

emissions from buildings [3]. Operational energy reduction
has been the main focus of the industry because it accounts for
a greater proportion of carbon emission throughout the
building lifecycle and it is easier to predict than embodied
energy [4]. Usually, following the architectural plans and
considering construction documents, the building performance
analysis should be done [5]. Analyzing the energy
performance of a building in its early design stage requires
access to specific information such as properties of materials,
U-value, and technical systems. Such information is one of the
determinants of building energy performance [6]. The
geometric information of buildings is usually extracted from
architectural drawings. Then, an energy analyst can benefit
from this information to define the building's thermal view,
which depends on its knowledge, skills, and experience.
Therefore, various building energy analysts will generate
differing thermal views [5]. BIM is a technology used for

*Corresponding Author’s Email: nimaamani@iauc.ac.ir (N. Amani)
URL: http://www.jree.ir/article_122911.html

Performance Assessment (EPAs) considerably reduces time
and costs [7]. The limitation of energy resources and the
significant growth of using them in Iran compared with the
worldwide average have doubled the necessity of optimizing
energy consumption in this country [9]. According to the
information provided in 2016, the share of building fuel
consumption is about 41.4 % of the total energy consumption
in the country, which is considered the largest energy
consumer sector [10]. Due to the high share of energy
consumption in this sector, accurate analysis of thermal and
cooling loads of a building and the efforts to reduce energy
losses represent an effective way of reducing energy
consumption.  Building Information Modeling enables
information sharing and reuses for interoperability between
popular software packages in Architecture, Engineering, and
Construction industry. BIM-based energy simulation can
significantly reduce the costs and time required to create a
geometric model [11]. Many different studies have employed
BIM technology in the field of building energy management.

components and construction materials”, Journal of Renewable
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Based on previous studies from the famous database [12-28],
it can be concluded that there is a limited body of research on
energy efficiency using the simultaneous evaluation of
building components and construction materials using
Building Information Modeling (BIM) technology. In other
words, all related studies were focused on a specific
component and there was not any research that had
simultaneously investigated the impact of all involved
components on energy consumption. This paper carries out
energy performance assessment based on BIM technology.
The results indicate that the use of BIM technology will lead
to design identification, comparison, and reduction of energy
consumption in the early stages of design.

2. METHOD
2.1. Methodology

In this study, to examine different design ideas, several
conceptual masses were created using Autodesk Revit
software with a top-down design approach. The main form of
the building for energy modeling and analysis was selected
only after reviewing the proposed designs. Then, an exact
model of building elements was fabricated. After generating
the energy model, the building energy consumption analysis
was carried out based on basic parameters. Finally, the most
optimal mode was selected by examining different energy
consumption forms.

2.2. Case study

The case study is a residential building that is located in a
mild climate in Rasht, Iran. The total area of the building is
about 101000 m? and the project location is in Rasht, Gilan
province, Iran (37°18'34.8"N, 49°36'49.0"E). At first, several
conceptual masses were created to study different design
ideas. The closest form to the real model of the building and
items such as the number of units and the area of the building
were considered in the construction of conceptual models.
Input parameters of the energy model were selected according
to the software defaults (as shown in Table 2). Table 1 shows
the comparison of different building forms based on the
simulation of energy consumption in conceptual masses. After
reviewing the proposed designs and creating a real model of
the building, an energy analysis was performed. Carrying out
the whole building energy analysis is not possible in the cloud
due to the software limitation in sending the shade surfaces
(max. 10000 surfaces) as well as the number of doors (max.
4096 doors). For this reason, as shown in Figure 1, each block
of this residential tower is analyzed separately. Finally, due to
increased shade surfaces, the ceiling elements were removed
from the building model. The samples of the second-floor plan
and penthouse plan are separated by unit type, as shown in
Figure 2.

The results of the analysis show that the first form of the
building has the lowest energy consumption among others.
The cost of energy consumption based on Table 2 parameters
is 13.5 USD/m?/year. Accordingly, the energy use intensity is
equal to 110 kWh/m?/year, as shown in Table 1. In this form,
the building orientation is based on the geographical north.
Thus, the angle of the building is automatically determined by
the software based on the building form and the geographic
coordinates of the project. The window-to-wall ratio in all
directions is 40 % by default. All windows have shades with a
depth of 45.72 cm. Also, the type of windows in the

conceptual model is double-glazed windows without any
external coating. The structure of walls in the conceptual
model in the form of lightweight walls with typical mild
climate insulation and the roof structure is lightweight without
insulation. The values of the building infiltration rate, the
lighting efficiency, the plug load efficiency, and the operating
schedule are adjusted according to the BIM parameter (as
shown in Table 2). The building's HVAC system is assumed
to have a BIM parameter (Residential 14 SEER/0.9 AFUE
Split/Packaged Gas <5.5 ton). This building has no
daylighting and occupancy controls system and photovoltaic
solar panels. After adjusting the effective parameters for
energy consumption, according to Table 3, the energy cost
would be 5.71 USD/m?year. Accordingly, the energy use
intensity would be equal to 75.3 kWh/m?/year. The building
orientation remains unchanged relative to the previous model
(base model) and is based on the geographical north. The
window's ratio to the northern and southern walls is 40 % by
default. These windows have shades as high as 2/3 of the
window height. Also, the type of these windows in the
conceptual model is triple-glazed windows with low emission.
Due to the lack of significant efficiency, the eastern and
western windows have been removed from the conceptual
model. The structure of walls in the conceptual model is
according to Table 2 and the roof structure is lightweight
without insulation. The value of the building infiltration rate is
0.17 ACH. The value of the lighting efficiency parameter is
assumed to be 3.23 W/m? The values of the plug load
efficiency and the operating schedule were adjusted according
to the BIM parameter. The building's HVAC system is
assumed to be a high-efficiency variable air volume system.
Also, the building has a daylighting and occupancy control
system. Finally, to achieve the highest level of energy
efficiency, photovoltaic solar panels were used. To this end,
the photovoltaic solar panels were used with a yield of 20.4 %
and surface coverage of 90 %. The payback limit of these
panels was selected for 30 years. The results of this analysis
show that the wuse of building information modeling
technology for adjusting the parameters affecting energy
consumption in the conceptual designs can save up to 57.7 %
in energy cost. Based on the energy use intensity, this value
would be 31.54 %.

Block-A Easlern lobby

20 floors 22 floors 22 floors

"

Figure 1. Separation of building blocks for energy analysis
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Figure 2. Top left) A sample of the second-floor plan (Block A); Top right) A sample of the penthouse first-floor plan (Block B); Bottom left) A

sample of the second-floor plan (Block B); Bottom right) A sample of the penthouse second-floor plan (Block B)

Table 1. Comparison of different building forms in conceptual masses

Module-1 Module-2 Module-3
Floors 22 43 43
Units 548 560 561
Height (m) 81.70 159.40 159.40
- Energy cost Savin Energy use intensit Savin
Building form (USD/?n)g/year) (%) ’ (k%h/mzlyear) ¢ (%) ’
Module-1 BIM parameters 13.50 0 110 0
Optimized parameters 5.71 57.70 75.30 31.54
Module-2 BIM parameters 14.10 0 115 0
Optimized parameters 7.45 47.16 92.10 19.91
Module-3 BIM parameters 13.90 0 114 0
Optimized parameters 7.24 47.91 88.10 22.72

Table 2. Basic and optimized parameters based on energy consumption simulation in conceptual masses

Building form Module-1 Module-2 Module-3
Energy cost (USD/m?/year) 135 5717 14.17 | 7.45" 13.9° 7.247
Effective factor Input parameter
Building orientation BIM®
BIM (40 %)°

WWR (South)

Window shades

BIM (0.4572 m)”

2/3 Win height”™

Window glass

BIM (Double pane clear-No coating)”

Trp LoE™

WWR (North)

BIM (40 %)°

Window shades

BIM (0.4572 m)”

2/3 Win height™

BIM (Double pane clear-No coating)”

Window glass Trp LoE™
BIM (40 %)”
WWR (West) © g 0 )
BIM (0.4572 m)”

Window shades

BIM (No shade)™

BIM (Double pane clear-No coating)”

BIM (No window)™

Window glass
BIM (40 %)”
WWR (East) © S%)H )
BIM (0.4572 m)”

Window shades

BIM (No shade) ™
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BIM (Double pane clear-No coating)”

Window glass

BIM (No window)™

BIM (Lightweight construction-Typical mild climate insulation)”

Wall construction

R13+R10 Metal™

Roof construction

BIM (Lightweight construction-No insulation)®

Infiltration %”;/;(ANCC;EF)*
o~
Lighting efficiency B”\g(zlg\;\smV\zl*/p )
None”

Daylighting and occupancy controls

Daylighting & occupancy controls™

Plug load efficiency

BIM (10.76 W/m?)°

BIM™

HVAC High Eff. VAV
Operating schedule BIM (24 Hours)°
Panel efficiency (PV) 28‘222**
Payback limit (PV) SON;er;?'s**
o
Surface coverage (PV) 9% O//‘; o

"Base Model, ~ Optimized, °Unchanged

The building energy model requires a group of parameters
depending on the analysis tools and specific studies. Table 3
shows the basic parameters of the building energy model as
the basis of design. These parameters include HVAC,
materials with thermal properties, plug loads, building

occupancy, building natural infiltration rate, lighting density
and efficiency, natural ventilation, internal heat gains (plug
loads and occupancy), thermostat set-point temperatures, and
operating schedules. These parameters are specified by the
BIM title in the provided data.

Table 3. Basic parameters of the building energy model

Input parameter

Value

HVAC system

Residential 14 SEER/0.9 AFUE Split/Packaged Gaz < 5.5 ton

Area per person 105.82 m?
Sensible heat gain (per person) 73.27TW
Latent heat gain (per person) 58.61 W
Power load density 10.76 Wim?
Lighting load density 10.76 Wim?
Plenum lighting contribution 20 %
Occupancy schedule 24 Hours
Lighting schedule All day
Power schedule All day
Outdoor air (per person) 2.36 L/s
Outdoor air (per area) 0.30 L/ (s.m?)
Unoccupied cooling set point 27.78 °C
Infiltration (ac/h) None

Fabric U-values

External walls

20 cm concrete block (U-value 6.5 W/m?K)

Internal walls 10 cm concrete block (U-value 13 W/m?K)
Shear walls 45 cm reinforced concrete (U-value 2.3244 W/m?K)
Floor 22.5 cm concrete slab (U-value 4.6489 W/m?’K)

External doors

Wooden, Single-Flush (U-value 2.1944 W/m’K)

Terrace doors

Wood frame with single clear glass (U-value 5.6212 W/m*K)

Lobby doors Metal frame with single clear glass (U-value 6.5580 W/m?K)
Elevator doors Metal (U-value 3.7021 W/m?’K)
Windows 1/8 in Pilkington single glazing (U-value 3.6886 W/m*K)

2.3. Climate data

Climate data are automatically taken from the nearest
meteorological station database after the energy model
sending as the first element of the environment in which the
building is located (Table 4). This information is related to the
project location, which is available in the Autodesk Green

Building Studio (GBS) software database, and the distance
specified in Table 4 is only the storage of data at the desired
station. Data on design conditions based on dry-bulb
temperature and Mean Coincident Wet Bulb (MCWB)
temperature are shown annually in Table 5. Also, Figure 3
shows the average daily minimum and maximum temperature
basis on monthly data.
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Monthly Design Data (threshold of 2 %)
M Design Data B Monthly Average Daily Max/Min

T
T,

Month

Figure 3. Average of Max. and Min. daily temperatures on a
monthly basis [29]

Temperature (C)

Table 4. Receiving the temperature data from the nearest weather
station database by Autodesk Green Building Studio software

Weather station: GBS_06M12_12 002300 Unit: Sl
Distance to project 474.2 mi (763.2 km)
Latitude=36.4167, Longitude=58.1500

Cooling degree day Heating degree day
Threshold Value Threshold Value
18.3°C 1110 18.3°C 2047
21.1°C 657 15.6 °C 1577
23.9°C 316 12.8°C 1172
26.7 °C 104 10°C 807

Table 5. The dry-bulb and Mean Coincident Wet Bulb temperature
based on annual data

Annual design conditions Unit: Sl
Cooling Heating
Threshold 5y hulh | MCWB | Drybulb | MCWB

(°C) (°C) Q) Q)
0.1% 39.2 18.1 -104 -11.3
0.2% 38.8 17.9 -9.8 -11.0
0.4% 384 17.9 -9.2 -10.4
0.5% 38.2 18.0 -8.8 -9.8
1% 37.3 17.3 -7.6 -8.9
2% 36.4 16.9 -4.8 -6.5
25% 36.0 16.7 -3.9 -5.7
5% 34.1 15.8 -1.9 -3.7

2.4. Solar orientation study

This study investigates solar radiation on building surfaces.
After setting parameters such as project location, date, time,
and time interval, a graphical illustration of solar radiation is
given (Figure 4). This study shows that block A (located on
the western side of the site) with much sunlight received
during a day has a better position than block B.

3. DATA ANALYSIS

After modeling and adjusting the parameters required in
Autodesk Revit software (Table 3), an energy model was
made using the analysis tab. Then, to send the energy model
and receive the data analysis results, an Autodesk account was
used. It should be noted that by sending the energy model
through the Autodesk Revit software to the Autodesk Insight

software, an energy model will be sent to the Autodesk Green
Building Studio software. Also, this software could be used to
validate the results of energy analysis.

£, ~
~ .
S — B o E

P S o ———

Figure 4. Sunlight radiation on building surfaces

Investigation of the charts of Figure 5 for block A shows
that the highest energy cost is in July. According to this
analysis, ventilation fans and space cooling have the highest
share among all other affecting parameters for energy
consumption. Also, the maximum energy use intensity of
block A is in January, as shown in Figure 6. The space heat
and ventilation fans have had the largest share among other
parameters. Accordingly, the highest level of energy
consumption based on energy cost is in July and August and
energy use intensity is in January and December. The
schematic diagrams of energy consumption for block B and
the eastern lobby are similar.

OArealights W Hp Supp Heat Rej B Pumps Aux [ Hot Water
B Misc Equip B Space Cocling [0 Vent Fans B Space Heat
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Figure 5. Energy consumption index based on energy cost, Block A
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Figure 6. Energy consumption index based on energy use intensity,
Block A
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4. DISCUSSION

The results of the analysis show that block A has the lowest
energy consumption. The cost of energy consumption based
on the parameters in Table 7 is 13 USD/m?/year, as shown in
Table 6. This value for block B and the eastern lobby is 13
and 14.1, respectively. Accordingly, the energy use intensity
for blocks A, B, and the eastern lobby will be equal to 112,
119, and 191 kWh/m/year, respectively. The building
orientation, in this case, is based on the geographical north.
Thus, the angle of the building is automatically determined by
software based on the building form and the project
geographic coordinates. The ratios of the window to the
northern, southern, eastern and western walls are 16 %, 20 %,
7 %, and 5 %, respectively. The ratio values for blocks B are:
18 %, 22 %, 9 %, and 7 % and for the eastern lobby 15 %,
25 %, 13 %, and 14 %. The shades of all windows are
considered by default. Therefore, the windows installed on the
terraces use their overhead ceiling as shade. Other windows
installed on the surfaces of external walls lacked a shading
system. Also, the type of windows was based on the element
defined in Autodesk Revit software (as shown in Table 7).
The walls and roof structures are shown in Tables 3 and 7.
The values of building infiltration rate, lighting efficiency,
plug load efficiency, operating schedule, and building's
HVAC system were adjusted according to the BIM parameter
(as shown in Table 7). This building has no daylighting and
occupancy controls system and photovoltaic solar panels.
According to Table 7, after adjusting the effective parameters
for energy consumption, the energy cost of block A is
determined at 5.4 USD/m%/year. This value for block B and
the eastern lobby is 6.47 and 8.03, respectively. Accordingly,
the energy use intensity for blocks A, B, and the eastern lobby
will be equal to 86.7, 99, and 170 kWh/m?/year, respectively.
The building orientation in comparison to the previous base
model remains unchanged based on the geographical north.
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The window's ratio to the northern and southern walls is
unchanged and equal to 16 % and 20 % for block A; 18 % and
22 % for block B; 15 % and 25 % for the eastern lobby,
respectively. The northern window shades were considered by
default, for all blocks. Also, the southern window shades are
selected as high as 2/3 of the window height. As shown in
Table 7, the type of northern windows was unchanged for all
blocks. The type of southern window is of triple-glazed one
with low emission. Due to insignificant efficiency, the eastern
and western windows were removed from the building model.
The walls and roof structure are shown in Table 7. The value
of the building infiltration rate is 0.17 ACH. The value of the
lighting efficiency parameter is assumed to be 3.23 W/m?. The
values of plug load efficiency and operating schedules were
adjusted according to the BIM parameter. The building's
HVAC system was assumed to be a high-efficiency variable
air volume system. Also, the building has a daylighting and
occupancy control system. Finally, to achieve the highest level
of energy efficiency, photovoltaic solar panels were used. For
this purpose, the photovoltaic solar panels were used with a
yield of 20.4 % and surface coverage of 90 %. The payback
limit of photovoltaic panels in Autodesk Insight software is in
10-year, 20-year, and 30-year periods. Considering the
arrangement of other parameters affecting energy
consumption and related analysis showed that the time period
between 20 and 30 years would not affect the output results.
Therefore, the payback limit of these panels was considered
for 30 years. The results of this analysis showed that the use
of building information modeling technology in the
adjustment of effective energy consumption parameters could
save up to 58.46 % in energy cost for block A. This value for
block B and the eastern lobby is 50.23 % and 43.05 %,
respectively. Based on this result, this value based on the
energy use intensity for blocks A, B, and the eastern lobby is
22.59 %, 16.81 %, and 11 %, respectively.

Table 6. Investigation and comparison of different energy consumption scenarios in building blocks

_— Energy cost Savin Energy use intensit Savin
Building block (USD/rgnyZ/year) (%) ’ (k%h/mz/year) ! (%) ’
A BIM parameters 13 0 112 0
Optimized parameters 5.40 58.46 86.70 22.59
B BIM parameters 13 0 119 0
Optimized parameters 6.47 50.23 99 16.81
Eastern lobby BIM parameters 14.10 0 191 0
Optimized parameters 8.03 43.05 170 11

Table 7. Basic and optimized parameters for building energy consumption

Building block Block A Block B Eastern lobby
Energy cost (USD/m?/year) 13" | 5.40" 137 | 6.47 14.17 | 8.037
Effective factor Input parameter
Building orientation BIM®
WWR (South) BIM (20 %) ° | BIM (22 %)° | BIM (25 %) °
Window shades BIM™
2/3 Win height™
Window glass BIM (Sgl Clr)”
Trp LoE™
WWR (North) BIM (16 %) ° | BIM (18 %)° | BIM (15 %) °
Window shades BIM®
Window glass BIM (Sgl ClIr)°
WWR (West) BIMG%) | (0% | BIM(7%) | 0%~ | BIM(14%) | (0%)"
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E3

Window shades BIM
BIM (No Shade)™
Window glass BIM (Sgl CIr)”

BIM (No Window)™

WWR (East) BIM(7T%) | (0% | BIM(9%) | 0%~ | BIM(13%) | (0%)"
Window shades BIM™
BIM (No shade)™
Window glass BIM (Sgl CIr)”

BIM (No window)™

Wall construction

BIM (Concrete masonry units)”

R13+R10 Metal™

Roof construction

BIM (Concrete, Cast in situ)®

Infiltration BIM (None)”
0.17 ACH™
Lighting efficiency BIM (10.76 W/m?)”
3.23W/m*”
Daylighting and occupancy controls None™

Daylighting & occupancy controls™

Plug load efficiency

BIM (10.76 W/m?)°

HVAC

*

BIM

High Eff. VAV

Operating schedule

BIM (24 Hours)°

Panel efficiency (PV) None™
20.4%
Payback limit (PV) None™
30 years™
Surface coverage (PV) 0%
0%

"Base Model, ~ Optimized, °Unchanged

It should be noted that this study was performed to convince
the employer of the worth and benefit of BIM technology in
optimizing energy consumption in a real project. As
mentioned, due to the software limitations in sending the
energy model, the building blocks were divided and also the
ceiling elements were removed from the building model.
Thus, the thermal height on the first and other floors was 4 m
and 3.7 m, respectively. This building could have lower
energy consumption than the values obtained in this analysis
due to the implementation of the ceiling elements during the
construction phase and reduced computational height of the
spaces as a result. However, the results of this analysis show
that block A has the lowest energy consumption. Considering
the similar materials and equipment, this is due to the building
orientation with the actual north of the region (geographic
north). Accordingly, with the implementation of block B
along the block A, the lowest energy consumption resulting
from the maximum solar radiation during a day can be
achieved. Also, this study shows that the results of the
conceptual model analysis are more acceptable than the results
of the actual building model. It can be useful in the early
stages of decision-making for the project.

5. CONCLUSIONS

To investigate different design ideas, several conceptual
masses were created in Autodesk Revit software. Next, the
main form of the building was chosen only after reviewing the
proposed designs in terms of energy cost as well as
considerations such as project location, site scope, building
height, facilities, and project cost. Then, an exact model of the
building elements was created in Autodesk Revit software.

Finally, after generating and analyzing the energy model, the
most optimal mode was selected by examining different forms
of energy consumption. The results of this analysis showed
that the use of building information modeling technology in
adjusting the affected energy consumption parameters would
save up to 58.46 % in energy cost for block A, compared to
the base building model in a 30-year time horizon. This value
was 50.23 % for block B and 43.05 % for the eastern lobby.
As a result, this value would be 22.59 %, 16.81 %, and 11 %
for blocks A, B, and the eastern lobby, respectively, based on
the energy use intensity. The results of this study showed that
the use of Building Information Modeling (BIM) technology
in optimizing the building energy consumption could
significantly save energy costs. Also, the results of this study
showed that the building HVAC system always had the
highest share of energy consumption. Therefore, choosing the
right type of HVAC system could achieve the lowest level of
energy consumption in the building.
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NOMENCLATURE
ACH Air Changes per Hour
AFUE Annual Fuel Utilization Efficiency
BIM Building Information Modeling
Cir Clear
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Eff Efficiency
HVAC Heating, Ventilation, and Air Conditioning
LoE Low Emissivity
PV Photovoltaics
R13+R10 Construction material
SEER Seasonal Energy Efficiency Ratio
Sqal Single
Trp Triple
VAV Variable Air Volume
WWR Window-to-Wall Ratio
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In the present work, a Proton-Exchange Membrane Fuel Cell (PEMFC) as a three-dimensional and single
phase was studied. Computational fluid dynamics and finite volume technique were employed to discretize
and solve a single set of flow fields and electricity governing equations. The obtained numerical results were
validated with valid data in the literature and good agreement was observed between them. The main purpose
of this paper is to investigate the effect of deformation of the geometric structure of a conventional cubic fuel

Ilfg{/l“;‘l’;ﬁ:e” cell into a cylindrical one. For this purpose, some important parameters indicating the operation of the fuel cell
Geometry, ’ such as oxygen dis_tril_autic_m, water, hydrogen, proton conductivity of the membrane, electric current density,
Mass Transport, and temperature distribution for two voltage differences between the anode and cathode and the proposed
Performance models were studied in detail. Numerical results showed that in the difference of voltages studied, the
proposed new model had better performance than the conventional model and had a higher current density, in
which at V = 0.4 [V], about a 10.35 % increase in the amount of electric current density was observed and the
average increment in generated power was about 8 %, which could be a considerable value in a stack of cells.
Finally, the discussion of critical parameters for both models was presented in more detail. The core idea of the
results is that the Oxygen and Hydrogen utilization, water creation, and heat generation are greater in the new

model.
https://doi.org/10.30501/jree.2020.253825.1152
1. INTRODUCTION just as warmth moved from the strong stage to the gas stage

Fuel cells are some kinds of gadgets that transform the
synthetic energy of vaporous or fluid reactants into electrical
energy. The reactants are precluded from chemically reacting
by isolating them with an electrolyte. This layer is in
connection with permeable electrode parts. Additionally, the
electrolyte layer interferes with the electrochemical reactions
occuring at the anodes by directing a particular particle during
the activity of the power device. As a standard power module,
a proton or oxide particle current is passed through the
electrolyte and parts of the heterogeneous anode and cathode
structures. This sort works with hydrogen and oxygen as
responding gases [1]. Various specialists have zeroed in on
various parts of the power device. Bernardi and Verbrugge [2,
3] examined a one-dimensional model giving worthy
outcomes about the electrochemical responses and transport
marvels in energy units. Fuller and Newman [4] investigated a
straightforward model of the film anode. They studied the
fixation arrangement hypothesis for the film and warm
impacts. Nguyen and White [5] spoke to a two-dimensional
model. They chipped away at electro-assimilation drag power

*Corresponding Author’s Email: sor.mems@gmail.com (S. Rezazadeh)
URL: http://www.jree.ir/article_126342.html

through the stream channels for water transport marvels. Dutta
et al. examined a three-dimensional type of PEMFC [6].
Berning et al. built up a consistent state, three-dimensional,
non-isothermal model to foresee PEM energy component
responses [7]. Yang et al. [8] expanded the exhibition of a
PEM energy unit. Such high force densities are achieved
through better usage of Pt crystallites in the response layer.
This improved presentation can be accomplished by making a
flimsy impetus layer on the film surface. The power in the
front surface impetuses is too basic to limit the coagulation of
Pt particles when the energy units are exposed to long haul
activity. Some other authors tested variable numerical
methods to check the capability of these types of procedures
like Akbari et al. [9] and Carral et al. [10]. They utilized the
Lattice—-Boltzmann strategy to show the water bead dynamic
conduct and a limited component procedure to reproduce the
PEMFC stack routinely. Ahmadi et al. [11] mathematically
and tentatively examined a PEM energy component. Their
outcomes demonstrated that the capability of cells improved
by expanding the working weight. They likewise explored the
GDL mathematical setup impact on PEM energy component
execution. The outcomes demonstrated an observable
increment in current thickness at comparative cell voltages in

Please cite this article as: Pashaee Golmarz, T., Rezazadeh, S., Yaldagard, M. and Bagherzadeh, N., "The effect of proton-exchange membrane fuel cell
configuration changing from straight to cylindrical state on performance and mass transport: Numerical procedure”, Journal of Renewable Energy and
Environment (JREE), Vol. 8, No. 2, (2021), 39-53. (https://doi.org/10.30501/jree.2020.253825.1152).
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comparison with the base model. Rezazadeh et al. [12]
proposed a three-dimensional and single-stage CFD model of
a PEMFC with two gas circulation stream channels and Layer
Cathode Gathering (MEA). They examined the working
weight impact in their paper. Also, the impact of mathematical
arrangement of Gas Dissemination Layers (GDLs) on cell
execution indicated that the watched model, with
unmistakable GDLs, developed the cell execution and the
customary model. While examination and advancement in the
field of energy units have been followed, these frameworks
and their applications are still amazingly perplexing and costly
and are not appropriate for business use. Significant points of
ongoing advancements are focused on the cost decrease and
enormous volume assembling of the impetus layers, films, and
bipolar plates. An explanatory arrangement is dependent on
the bother strategy to fathom the progression and force
conditions overseeing the stream in gas channels of a PEMFC
having roundabout and curved cross-areas, as explored by
Ahmadi et al. [20]. Moreover, Pashaee et al. [21] conducted a
numerical investigation of bent shape channel impact on
execution and circulation of species in a Proton-Trade Layer
Power module.

According to the performed researches, the main focus is on
the conventional form of the fuel cell (straight model) and it
has been recognized that the configuration changing of the
whole PEM to cylindrical state is a suitable idea for the study.
Therefore, in the present work, a 3D numerical study of novel-
cylindrical-cell shape effect on execution and species
dispersion in a PEM fuel cell was investigated in more detail.
Some important parameters such as species mass fractions,
cell temperature, cathode overpotential, and electrical current
density were illustrated and contrasted with the simple model
outcomes. In doing so, a user can choose the best model for
any certain applications. A list of nomenclature for better
understanding the terms of the governing equations can be
found in [18].

2. MATHEMATICAL MODEL

Figures 1 and 2 show a schematic of a solitary cell of a
PEMFC (base model). It includes two permeable terminals, a
polymer electrolyte film, a two-impetus layer, and two-gas
distributor plates. The MEM layer is inserted between the gas
channels. The present non-isothermal model includes some
assumptions. The following simplifications have been applied
to the governing equation defining:

= All gases are thought to be an ideal gas combination.

= The GDLs and impetus layers are homogeneously
permeable.

= The stream is incompressible and laminar due to low-
pressure slopes and speeds.

= The volume of fluid stage water in the space is
irrelevant; thus, the stream field is a solitary phase.

3. GOVERNING EQUATIONS

In this numerical reenactment, a solitary area model
formulation was applied to administering conditions. These
overseeing  conditions comprise mass  preservation,
momentum, species, and charge equations, which can be
written as follows:

Anode Bipolar Plate

-

. Anode GDI.

« Catalyst Layer

Membrane

_---- Catalyst Layer

Cathode GDL

Cathode Bipolar Plate

Figure 1. Simplified shape of a PEM fuel cell (base model)

H* ’ Membrane H*

i
05, Ha0, N>

Figure 2. PEMFC in lateral view

(V.pu) =0 "
@V- (puw) = —=VP + V.(uVu) + S, (2
@V' (puw) = VP + V. (uvu) + S, ©)
V. (uCy) = V. (DEMVCy) + Sk @
V. (KETVPe) +So = 0 -

In Equation (1), the mixture density is denoted by p. ¢ is the
efficient porosity entrant porous inductor, and the viscosity of
the gas mixture in the momentum equation is denoted by p as
in Eq. (2). Su is the source of momentum equation term and is
used to describe Darcy’s drag for flow through porous gas
diffusion layers and catalyst layers. More information about
the governing equations and source terms is available in
references [13-25].
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4. BOUNDARY CONDITION

The mentioned governing equations are solved by using the
boundary condition, which is shown in Table 1. Figure 3
shows the solution procedure. Accordingly, an initial voltage

Vi1

is introduced first. Then, all equations are solved. Finally, if
the convergence criterion is met, the process ends and the
current density is calculated.

Table 1. The boundary condition of the fuel cell

Boundary condition The location
U = Ui, T = Tip,v=0,Chz = C{izin, Chz20 = Cfiz0 Anode channel inlet
U = Ujp, T =Tin,v=0,Co2 = C§pin, Cnz = CRy Cathode channel inlet
du Ov_ow oT Anode and cathode channel exit
ax  o0x 9z ox
du du dv adv 0w ow Gas channel and GDL interface
- Eeff’GDL— y T = EefﬁGDL— T = EefﬁGDL—
ath ayhi, ath ayh;, dy hs ayh;
du du du du du GDL and catalyst layer interface
£ofGDLoe = £orCLm £orGDLow = £orCLm o GDLo = £ofr CL o ystlay
ayh; ayh; ayh; ayh; ayh;
u=v=w=Ci=0 Catalyst layer and membrane interface
u=v=w=Ci=0, Tgyrface = 353K Top wall of channel
u=w =0, Tgurface = Twall Bottom wall of channel
do Anode bipolar
G501 =0, arr}l,em =0
Obmem Cathode bipolar
bsol = Veell va— =
y
OPmem OPmem 050l 050l External surfaces
=0, =0, =0, =0
ax 0z ax 0z
U = Ui, T = Ty, v=0,Chz = C{izin» Chz0 = Cfizo Anode channel inlet
U = Ujp, T =Ty, v=10,Coz2 = C§zin» Cnz = CR2 Cathode channel inlet
du dv ow aT Anode and cathode channel exit
—_—=s—_— == , -_—= 0
dx 0x 0z ax
du du dv v ow Gas channel and GDL interface
- = Eeff’GDL— T = EefﬁGDL— T EefﬁGDL—
Wy Wy O Wy OYn; n}
du du du du du Jdu GDL and catalyst layer interface
€orGDLo— = £orCL— ,£orGDLo" = £orCLo eorGDLo— = gofrCL ystlay
6yh; ayh; ayhz, dy ayhz, ayh;,
u=v=w=Ci=0 Catalyst layer and membrane interface
u=v=w=Ci=0, Tsyrface = 353K Top wall of channel
u=w =0, Toyrface = Twall Bottom wall of channel
¢ Anode bipolar
Psol = 0,5 = =0
0P Cathode bipolar
bsol = Veell v% =0
y
OPmem OPmem 050l 050l External surfaces
=0, =0, =0, =0
ax 0z ax 0z
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Figure 3. Solution procedure

5. MODEL VALIDATION

To verify the model, numerical results of the base case were
compared with the experimental data presented by Ticianelli
et al. [13], as shown in Fig. 3a, and there was good agreement
between them. Energy unit working conditions and geometric
boundaries are given in Table 2. A completely humidified
entrance condition is utilized for anode and cathode. The
exchange current at anode and cathode can be portrayed by
Tafel conditions [11].

Table 2. Geometrical parameters and operating conditions [13]

Parameter Units Value
Gas channel length m 0.05
Gas channel width m 0.001
Cell width m 0.002
Gas diffusion layer thickness m 0.00026
Catalyst layer thickness m 0.0000129
Membrane thickness m 0.00023
Cell temperature K 353.15
Anode pressure atm 3
Cathode pressure atm 5

In this model, the organized meshes are utilized and in
impetus layers where the electrochemical reactions occur, the
lattices are smaller. In addition, a grid freedom test was
executed and then, the ideal number of meshes was selected
(Figure 4b-c). According to the results, 240000 and 480000
cells have approximately the same output; therefore, for short
computation time and fast convergence, 240000 cells were
chosen as the best and useful ones.

Figures 5 to 8 show O, H,O, current density, and
temperature distributions through the cell width for four cross-
sections on the interface between cathode catalyst and
membrane layer of 10, 20, 30, and 40 mm in the Z direction
for the basic model. Figure 5 shows O, mass fractions for two
voltages 0.4 and 0.6. It is shown that both trends for graphs
are similar, but the value of 0.6 V is slightly more than 0.4 V.
A declined process in the mass fraction from z=10 mm to
z=40 mm demonstrates an increase in O, consumption. This
increment causes greater water production for which Figure 6
serves as a clear verification. The current density distribution
is presented in Figure 7. It is found that current density is
higher at points below the side edges of channels. A
temperature graph is observed in Figure 8. It is shown that
high temperatures occur in the middle position of the cross
line, since, based on Figure 6, the lowest H,O mass fraction is
at that point.
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parameters such as O, and H,O mass fraction, vathode over
potential, temperature, and protonic conductivity were
calculated and compared with those in the base model.

5.1. Novel structure of gas channel

In this work, as the new model, a cylindrical fuel cell was
simulated. Figure 9b shows a view of this geometry. Figure 10
shows the geometrical characteristic of the novel model. Key
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Figure 10. Geometric characteristics of the new model

6. RESULTS AND DISCUSSION outperforms the base model. In Table 3, the geometrical
conditions of the base and proposed models are presented.

Figures 11 and 12 compare the current density with FC Power Since the cross-section area of the cathode gas channel in the

for both models, respectively. The cylindrical model operates
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proposed model is less than that in the base one, according to
the continuity equation, the velocity of the incoming gas flow
will be higher. In doing so, diffusion of oxygen to the
electrochemical reaction area is enhanced. Consequently, the
new model outperforms the base model. Figures 13 to 16
show the distribution graph and contour of H,O mass fraction
for both models. Water production in the novel model is
greater than that in the base model. Figures 17 to 20 are about
O, mass fraction. It is observed that O, consumption increases
through the channel from the entrance to the exit point in the
base model and it increases to a greater degree in the middle
points of the channel.
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Figure 11. Current density for both models
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Figure 12. Fuel cell power for both models
Table 3. Geometrical condition of the novel model
Units | Base model | Proposed model
Cathode gas m?
g 10 5.95x107
channel area
Anode gas channel m?
g 10° 2.12x10°
area
Reaction area m? 10 10
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Figure 13. H,0 mass fraction through cathode catalyst layer for both
models
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Figure 14. 3D H,0 contour for V=0.4 [V]: The base model (top) and
the proposed model (bottom)
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Figure 15. H,0 mass fraction contours through the cathode catalyst layer for both models
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Figure 20 shows the contour of O, mass fraction for both
voltages in a cross-section at z = 25 mm. It is observed that
0O, consumption mostly occurs near the membrane layer. In
the same procedure, Figure 16 shows the H,O mass fraction
through the cell width.

Figure 21 is a temperature contour for four cross-sections in
the cylindrical model in the case of both voltages.
Additionally, a contour is shown at z = 25 mm. As mentioned
before, the lower the water mass fraction, the higher the
temperature, which is in the middle of the cell as shown in the
contours. In addition, Figure 22 is a line graph for temperature
through the cell length. According to this figure, the
temperature at low voltage is greater than that at high voltage
and its value is higher in the new cylindrical model.
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Figure 18. O, mass fraction contours through the cathode catalyst layer for both models
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both models

Figure 23 shows H, mass fractions for the anode zone. This
figure certifies previous tips.
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Figure 23. Anode H, mass fraction for both models

Cathode Protonic Conductivity (CPC) is an important
parameter of water distribution, as shown in Figure 24.
Cathode Over Potential (COP) parameter considerably
corresponds to the amount of O,. The less oxygen there is, the
greater COP factor will be, as shown in Figure 25.
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As shown in Figure 25, it is found that the COP factor at low
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Figure 24. CPC parameter for both models

voltage is quite significant and the cylindrical configuration
has a higher value for COP. Figures 26 and 27 show the
current density distribution graph through the cell length and
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Figure 25. COP parameter for both models
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contours related to this parameter for both models. It is found
that the novel model is endowed with higher efficiency,
meaning that this model has greater current density and
significant performance.
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Figure 26. Current density for both models
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7. CONCLUSIONS

In the present work, a base model and the novel geometry of
PEM fuel cells were numerically simulated. Finite Volume
Method (FVM) was used for discretizing the governing
equations. Validation of obtained numerical results was done
and good agreement was concluded. The results showed that
the new proposed model extracted higher electrical current
density (10.35 %) than the base model at VV=0.4 [V], and the
average increment in generated power was about 8 %, which
could be a considerable value in a stack of cells. Moreover,
the oxygen and hydrogen consumption and consequently,
water production and heat generation were quite high under
the new model. In addition, it can be mentioned that the COP
factor at low voltage was significantly high and the cylindrical
configuration had a higher value for COP.

8. FUTURE RECOMMENDATION

As a future recommendation, some points can be represented
as follows:

= Changing the cathode and anode zones and studying
the corresponding effect on cell performance.

= Considering the same channel cross-section for both
configurations instead of the same reaction area and
comparing the results with each other.

= Utilizing ethane, methane, and propane as fuels for cell
and investigating the effect of C presence in reactions.
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This study was conducted to improve the voltage production, desalination, and COD removal efficiencies of a
five-chamber Microbial Desalination Cell (MDC). To do this, rhamnolipid was added to anolytes only and
catholytes stirred to determine the effects of these factors on the MDC activity. This was followed by a
factorial study to investigate the effects of the interactions of rhamnolipid and stirring on the voltage
production, desalination, and COD removal efficiencies of the MDC. Increasing the concentration of

gsﬁrzrds: rhamnolipid to 240 mg/L improved the peak voltage produced from 164.50 + 0.11 to 623.70 + 1.32 mV. Also,
coD ge the desalination efficiency increased from 20.16 + 1.97 % when no rhamnolipid was added to 24.89 + 0.50 %
Rhamnolipid, at a rhamnolipid concentration of 240 mg/L, and COD removal efficiency increased from 48.74 + 8.06 % to
Stirring, 64.17 £ 5.00 % at a rhamnolipid concentration of 400 mg/L. In the stirring experiments, increasing the number

of stirring events increased peak voltage from 164.50 £ 0.11 to 567.27 + 18.06 mV. Similarly, desalination and
COD removal efficiencies increased from 20.16 + 1.97 % and 48.74 + 8.06 % to 24.26 + 0.97 % and 50.23 +
1.60 %, respectively, when the number of stirring events was more than twice a day. In the factorial study,
voltage production, desalination, and COD removal efficiencies were 647.07 mV, 25.50 %, and 68.15 %,
respectively. However, the effect of the interaction between rhamnolipid and stirring was found to be
insignificant (p>0.05). Thus, the addition of only rhamnolipid or the stirring of catholytes only can improve
the performance of the five-chamber MDC.

Interaction Effect,
Exoelectogens

https://doi.org/10.30501/jree.2020.243765.1137

efficiencies of MDCs and MFCs. Thus, Wen et al. [14]
recommended adding rhamnolipid to anolytes as a measure to

1. INTRODUCTION

The improvement of the electricity generation capacity,
desalination, and wastewater treatment efficiencies of the
Microbial Desalination Cell (MDC) is necessary for its scale-
up [1, 2]. To this end, several interventions including those
investigated by Zhang et al. [3] and Morel et al. [4] have been
made, in which ion-exchange resins were employed to
improve the desalination efficiency of MDCs. Other
researchers have considered modifying the conventional three-
chamber MDC design to improve the performance and
flexibility of the technology [5-7].

Many attempts have been made to use relatively inexpensive
catholytes [8, 9] and anolytes [10, 11] to make the technology
affordable for scale-up. These attempts encapsulate the use of
wastewaters as anolytes [9, 10] and tap water as catholytes [8,
9]. Also, other researchers have used bioathodes [9, 12, 13] as
a relatively cheaper and more environmentally friendly option.
However, affordability should not compromise electricity
generation,  desalination, and  wastewater treatment

*Corresponding Author’s Email: zaroukimoro@yahoo.com (A.Z. Imoro)
URL: http://www.jree.ir/article_126862.html

increase the electricity generation capacity of MEFCs.
Biosurfactants including rhamnolipid are microbial products
that can reduce surface tension and facilitate microbial
mineralization of substrates [15]. Besides, rhamnolipid can
reduce the resistance of bacteria cell membranes to electron
transfer outside cells, thus supporting electricity generation in
BES [14].

In another study, Rismani-Yazdi et al. [16] reported that the
stirring/aeration of catholytes of MFCs was a good strategy
for reducing mass transport losses in the cathode chamber of
this class of bioelectrochemical system. The reduction of mass
transport losses is necessary for increasing the quantity of
electricity produced by BES. Also, it has been reported that
stirring (turbulence in water) increases the concentration of
oxygen in water [17] and this is necessary to ensure the
efficient operation of MDCs that rely on oxygen as a terminal
electron acceptor [9].

Given the possibilities of rhamnolipid and stirring to
increase the voltage production, desalination, and COD
removal efficiencies of MDCs, we investigated the effect of
rhamnolipid and stirring on these parameters associated with a

Please cite this article as: Imoro, A.Z., Mensah, M. and Buamah, R., "A factorial study of the effect of rhamnolipid and stirring on the electricity production,
desalination, and wastewater treatment efficiencies of a five-chamber microbial desalination cell”, Journal of Renewable Energy and Environment (JREE),

Vol. 8, No. 2, (2021), 54-60. (https://doi.org/10.30501/jree.2020.243765.1137).
m

2423-7469/© 2021 The Author(s). Published by MERC. This is an open access article under the CC BY license
(https://creativecommons.org/licenses/by/4.0/).


https://doi.org/10.30501/jree.2020.243765.1137
https://doi.org/10.30501/jree.2020.243765.1137
https://en.merc.ac.ir/
https://creativecommons.org/licenses/by/4.0/
http://www.jree.ir/
https://doi.org/10.30501/jree.2020.243765.1137
https://doi.org/10.30501/jree.2020.243765.1137
mailto:zaroukimoro@yahoo.com
http://www.jree.ir/article_126862.html

A.Z.Imoro etal. / JREE: Vol. 8, No. 2, (Spring 2021) 54-60 55

five-chamber microbial desalination cell. Also, the effect of
the interaction between rhamnolipid and stirring on the
electricity generation, desalination, and COD removal
efficiencies of the MDC was investigated using a 22 factorial
design. Factorial designs create protocols that allow for
several factors to vary at different levels to produce
measurable effects in responses [18]. The presence or absence
of significant interaction effects is realized when factors are
combined and examined together [18]. Hence, the factorial
design was used in this study.

2. MATERIALS AND METHOD
2.1. MDC construction

The MDC studied in this research was carved from
polyoxymethylene cylinders and supported with cylindrical
gaskets (Figure 1). Its compartments were held together with
stainless steel bolts and nuts. Anode and cathode had empty
bed volumes of 230 cm?® each, while the desalination chamber
had a volume of 77 cm®. The anode chamber was separated
from the desalination chamber by anion exchange membrane
(AEM, Membrane International, New Jersey, USA) and the
Cathode, Cation Exchange Membrane (CEM, Membrane
International, New Jersey, USA). The cathode chamber roof
of the MDC had a 4 cm x 6 c¢cm portion cut opened to make
room for the aeration and stirring of the water catholyte. Two
additional chambers (neutralization chambers), i.e., one
adjacent to the anode chamber (N,) and the other adjacent to
the cathode chamber (N¢), were added to create a five-
chamber MDC. The neutralization chambers had internal
volumes of 150 cm®each. The neutralization chamber adjacent
to the end of the anode was separated by a CEM, while that to
the end of the cathode was separated by an AEM. The anode
was a carbon fiber-fill material (0.984” brush part, 400,000
tips per square inch, Mill-Rose, Ohio, USA) and the cathode,
a cloth gas diffusion electrode (fuel cell store, New York,
USA). The objective of the neutralization chambers is to hold
water that will dilute the concentrations of H" and OH" built-
up in anolytes and catholytes over the course of experiments.
This was the pH control measure employed in this study. In an
earlier study, a two-chamber tubular MDC was used for pH
control [19].

Neutralisation Anode Desalination tathode  Cathode Neulralisation
Chamber Chamber Chamber Chamber

CEM AEM CEM AEM

Figure 1. Schematic of the five-chamber microbial desalination cell
(FCMDC)

2.2. Medium

The anolyte of the five-chamber MDC contained 3 g/L
sodium acetate in 200 ml wastewater (filtrate of cow dung and
rumen contents mixed in distilled water) supplemented with
20 ml of mineral solution (5 g/l NH4CI and 2.5/ NaCl). The
initial COD concentration of the simulated wastewater was
645.00 + 2.30 mg/L with a pH of 7.08 + 0.02 and electrical
conductivity of 2.37 x 10 + 0.03 mS/cm. A 220 ml tap water
with a pH of 7.11 + 0.09 and electrical conductivity of 1.01 +
0.02 mS/cm was used as catholyte. Tap water was used as
catholyte because it is a more environmentally friendly option.
The neutralization chambers contained 100 ml of each of
distilled water (pH, 7.04), while the desalination chamber
contained 75 ml of 35 g/l NaCl solution. Rhamnolipid used
was 90 % pure (AGAE Technologies LLC, Oregon, USA) and
dissolved in distilled water at concentrations of 80, 160, 240,
320, and 400 mg/L.

2.3. Experimentation, analysis, and calculations

The anolyte of the MDC was inoculated with pre-acclimated
bacteria, as described by Cao et a. [20]. Experiments were
carried out in two stages. Stage 1 determined the
concentrations of rhamnolipid and stirring speeds that would
produce the best voltages, desalination, and wastewater
treatment results. Stage 2 involved conducting a factorial
study in which the selected rhamnolipid concentrations and
stirring speeds (factors) were randomized at different levels to
obtain the best combination of these factors which would
yield the best outcomes. The concentrations of rhamnolipids
studied were 80, 160, 240, 320, and 400 mg/I. This range of
concentrations was chosen based on the work of Wen et al.
[14]. The stirring regimes studied were Regime 1 (10 seconds
of stirring, once a day), Regime 2 (10 seconds of stirring, 12-
hour interval, twice a day), Regime 3 (10 seconds of stirring,
8-hour interval, three times a day), Regime 4 (10 seconds of
stirring, 6-hour interval, four times a day), and Regime 5 (10
seconds of stirring, 4-hour interval, six times a day). These
stirring regimes with a speed of 60 rpm were selected in terms
of cathode chamber volume and effect of stirring on water
flux from the cathode chamber into adjacent chambers. In the
control experiment, neither rhamnolipid nor stirring was
applied. For the factorial study, rhamnolipid varied at
concentrations of 240 and 160 mg/l that represented high (1)
and low (-1) levels of the factor (rhamnolipid), respectively.
Stirring regimes varied were Regime 3 and Regime 1
representing high (1) and low (-1) levels, respectively. These
factor levels (240 and 160 mg/l, and Regime 3 and Regime 1)
were selected because they facilitated the highest and
moderate electricity generation rates, desalination, and COD
removal performances of the MDC. Regime 3 was particularly
chosen because it not only produced large outputs of the
measured parameters but also required a comparatively fewer
stirring events. The factorial study was designed using DOE in
Minitab16. The voltages were measured every five minutes
across a 1000 Q external resistor with a digital multimeter
(Keithley 2700, Ohio, USA). A voltage drop below 45 mV
indicated the end of the desalination cycle. Cyberscan
Waterproof pH/conductivity/TDS/°C/°F PC 300 series multi-
parameter (Eutech instruments-Thermo scientific,
Massachusetts, USA) was used for measuring conductivity
and pH changes. The dissolved oxygen levels were monitored
using Hach HQ30d Flexi DO/Temp-meter (Loveland,
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Colorado, USA) and COD levels measured using the reactor
digestion method. Desalination and removal percentage of

Initial saltwater conductivity—final saltwater conductivity

% Desalination =
Initial salt conductivity

Initial COD—Final COD

% COD removed = T2l CoD

x 100 %

3. RESULTS AND DISCUSSION
3.1. Effect of rhamnolipid on voltage production

The average peak voltage produced by the MDC in the control
experiment was 164.50 £ 0.11 mV (Figure 2). Upon the
addition of rhamnolipid to anolytes, the peak voltage
production increased from 164.5 + 0.11 to 623.70 = 1.32 mV
at a rhamnolipid concentration of 240 mg/L (Figure 2).
Thereafter, voltage production declined as the concentration
of the rhamnolipid increased (Figure 2). The initial increments
in voltage productions were associated with the ability of
rhamnolipid to make substrate bioavailable to exoelectrogens
so that it can be used in electricity production. This is possible
through the ability of rhamnolipid to reduce surface tension
and increase micelle formation which facilitate biodegradation
of substrates [15, 21]. Also, the addition of rhamnolipid
increased the electrical conductivity of the anolyte, thereby
enhancing electricity production. For instance, the mere
addition of rhamnolipid at a concentration of 240 mg/L
increased the electrical conductivity of anolyte from 2.37 x
102 + 0.03 to 5.33 + 0.17 mS/cm. Increment in the electrical
conductivity of anolytes through rhamnolipid addition was
also reported by Wen et al. [14]. On the other hand, a decrease
in voltage production after a rhamnolipid concentration of 240
mg/L was attributed to the possibility that the higher
concentrations (>240 mg/L) of the rhamnolipid inhibited the
metabolic activities of exoelectrogens. According to Nickzad
and Deziel [22], bacteria are intolerant of high concentrations
of rhamnolipid. Staphylococcus aureus, for instance, is very
intolerant of rhamnolipids, even at lower concentrations [23].
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Figure 2. Peak voltages produced under rhamnolipid addition. [Zero
(0) on the horizontal axis represents control experiment]

3.2. Effect of rhamnolipid on desalination

The addition of rhamnolipid improved the desalination
performance of the MDC under study. Percentage desalination
increased from 20.16 + 1.97 % in the control experiment to

COD was calculated through Equations 1 and 2.

X 100 % 1)

@)

24.89 £ 0.50 % at a rhamnolipid concentration of 240 mg/L.
The percentage of salt removal was in the order of voltage
production. That s, increasing the concentration of
rhamnolipid increased the desalination percentage up to a
rhamnolipid concentration of 240 mg/L and thereafter,
decreased to 21.83 £ 3.06 % at a rhamnolipid concentration of
400 mg/L (Figure 3). Since desalination in the MDC
technology relies on electricity production in principle [24], a
similarity in trend observed between voltage production and
percentage desalination was a reflection of this fact.

It was also observed that the concentration gradient in the
less concentrated water in the neutralization chambers,
anolyte, and catholyte facilitated water osmosis into the
desalination chamber, thereby diluting the concentrated
saltwater in the desalination chamber. The result was an
increase in the volume of water in the desalination chamber to
~ 77 cm®. Ping et al. [8] and Mehanna et al. [25] also reported
dilution as a contributing factor in desalination in their studies.
In the study of Mehanna et al. [25], for example, the
concentration gradient (dilution effect) could contribute to
conductivity reduction by as high as 43 £ 6 % in a 20 g/L salt
solution.
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Figure 3. Desalination and COD removal efficiencies under
rhamnolipid addition. [Zero (0) on the horizontal axis represents
control experiment, the blue line represents percentage desalination
and the red line represents percentage COD removed]

3.3. Effect of rhamnolipid on COD removal

A COD removal efficiency of 48.74 + 8.06 % was produced
from the control experiment and this was improved when
rhamnolipid was added to anolytes (Figure 3). At a
rhamnolipid concentration of 80 mg/L, the COD removal
efficiency of the MDC was 54.48 + 3.43 %. Further addition
of rhamnolipid resulted in a COD removal efficiency of 64.17
+ 500 at 400 mg/L (Figure 3). The positive effect of
rhamnolipid on COD reduction was probably due to its ability
to make substrates bioavailability to microbes. Whang et al.
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[21] articulated this by reporting that rhamnolipids lower
surface tension and thereby, increase the bioavailability of
substrates to microbes for biodegradation. The higher COD
removal at a rhamnolipid concentration of 400 mg/L was
attributed to the degradation of substrates by other bacteria
that coexisted with exoelectrogens in the anode chamber. This
was possibly the case because beyond 240 mg/L rhamnolipid
concentration, the voltage production declined (Figure 2),
implying that exoelectrogens were negatively affected by
higher concentrations of rhamnolipd.

3.4. Effect of stirring on voltage production

The control experiment recorded the least voltage (164.50 +
0.11 mV) produced, while the experiments operating with the
stirring regimes 3, 4, and 5 produced the highest peak voltage
of ~ 567.27 = 18.06 mV, on average (Figure 4). The higher
peak voltage production of the higher stirring regimes (3, 4,
and 5) was attributed to their support of higher oxygen
concentration in the water catholyte (Table 1). Oxygen is
required for reduction reactions in the cathode chamber. In an
earlier work, Kokabien and Gude [26] also observed that
voltage production was high when the oxygen concentration
of catholyte was high. This positive relationship between
electricity production and oxygen concentration was also
reported by Rismani-Yazdi et al. [16] and Oh et al. [27].
These earlier works concluded that power productions were
proportional to dissolved oxygen concentrations in
bioelectrochemical systems. The production of similar voltage
outputs (Figure 4) among the stirring regimes 3, 4, and 5 was
attributed to their provision of similar oxygen concentrations
(Table 1) in the water catholyte.
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Figure 4. Effect of stirring regimes on peak voltage production.
[Zero (0) on the horizontal axis represents control experiment]

Table 1. Dissolved oxygen (DO) concentrations of catholyte

Stirring regime DO (mg/L) Temperature (°C)
1 7.60+10 28 +1.10
2 7.70£151 28 £1.19
3 8.70 £20 28+£2.12
4 8.70+1.11 28 £0.07
5 8.64 +0.60 28 £0.42

3.5. The effect of stirring on desalination

The highest percentage of desalination (~24.26 + 0.97 %) was
achieved when either of Stirring Regimes 3, 4, or 5 was

applied and the least produced in the control experiment
(Figure 5). Percentage of desalination increased in the same
order as voltage production. This observation was attributed to
the fact that desalination in MDCs principally relies on
voltage production and this creates a positive correlation
between voltage production and desalination. Voltage
production causes the separation and movement of CI and
Na® ions out of the desalination chamber into the anode and
cathode chambers, respectively, thereby causing desalination
in the middle chamber [20].
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Figure 5. Effect of stirring regimes on desalination and COD
removal efficiencies. [Zero (0) on the horizontal axis represents
control experiment, the blue line represents percentage desalination
and the red line represents percentage COD removed]

3.6. Effect of stirring on COD removal

The percentage of COD removal from anolytes increased from
48.74 + 8.06 % in the control experiment to ~ 50.03 % + 1.60
in the experiments operating with the stirring regimes 3, 4,
and 5 (Figure 5). This was a rather marginal increase. It was
also observed that the effect of stirring on COD removal
assumed a similar trend as the effect of stirring on voltage
production (Figure 4). This similarity in trend was probably
because of the relationship between voltage production and
COD removal. As exoelectrogens biodegrade substrates (COD
removal), electrons are released and then, transferred to the
cathode through the anode for voltage production [28]. Thus,
when exoelectrogens find the use of the anode more favorable
for energy gain, more substrates are biodegraded for voltage
production and consequently, much more COD is removed.
Also voltage production increases when the cathode chamber
conditions are favorable (adequate supply of oxygen) and
since stirring increases the concentration of dissolved oxygen
in the catholyte, it thus supports COD removal through
voltage production.

3.7. Effect of factor interaction (rhamnolipid and
stirring) on voltage production, desalination, and COD
removal

3.7.1. Effect of factor interaction (rhamnolipid and
stirring) on peak voltage production

The highest peak voltage produced in the factorial study was
647.07 mV (Table 2). This was achieved with a rhamnolipid
concentration of 240 mg/l and the stirring regime 3. This
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voltage (647.07 mV) was higher than the highest voltage
obtained (567.77 mV; Figure 4) when only stirring was the
factor being investigated and the 623.70 mV (Figure 2)
obtained when rhamnolipid was the only factor studied in the
preliminary experiments.

The higher voltage production performance in the factorial
experiment was possibly due to the simultaneous
improvement in both anolyte and catholyte conditions. The
addition of rhamnolipid accelerates electron transfer out of
bacteria cells [14] while stirring of catholyte provides
adequate dissolved oxygen concentration in the cathode
chamber (Table 1). Under adequate oxygen concentrations,
mass transport losses (voltage loss) can be reduced in oxygen-
depended cathodes, thereby improving voltage production
[16].

An ANOVA output (Appendix A) showed that although the
interaction of stirring and rhamnolipid improved voltage
production, such interaction effect was not significant (p =
0.337). However, the main effects of stirring and rhamnolipid
individually were significant (F = 33.40, p = 0.000) on
voltages produced (Appendix A). The significance of the main
effects of rhamnolipid and stirring was attributed to the ability
of rhamnolipid to reduce internal resistance [14] and stirring
(water turbulence) to increase oxygen concentration in water
[17].

The insignificant effect of the factor interaction on voltage
production was attributed to the possibility that the factor
combinations at all levels (whether high, low, or both)
produced near-optimal voltages attainable with the MDC.
Thus, operating the MDC with any factor combination would
not lead to marked changes in peak voltages as observed
(Table 2).

The factorial analysis yielded the model equation:

Voltage = 639.732 + 4.185 (Rhamnolipid concentration) + 1.997
(Stirring regime) ?3)

R? for the model was 89.45 %.

3.7.2. Effect of factor interaction (rhamnolipid and
stirring) on desalination

The highest percentage of desalination recorded in the
factorial study was 25.50 %. This was produced when both
rhamnolipid concentration and stirring were high (Table 2).
This desalination percentage was higher than the highest
desalination efficiency (24.89 %) achieved when rhamnolipid
was the only factor studied (Figure 3) and 24.26 % achieved
(Figure 5) when stirring was the only factor studied in the
preceding  experiment. The improved desalination
performance of the MDC under considerable stirring regime
and a high rhamnolipid concentration was attributed to the
improved voltage production (Table 2) under these conditions
(240 mg/l rhamnolipid and regime 3). In MDCs, desalination
results from electricity production and thus improved voltage
productions leads to improved percentage desalination and, in
turn, promoted the desalination percentage [24].

The factorial analysis also revealed that the interactive effect
of rhamnolipid and stirring did not produce a significant (p =
0.073, Appendix B) effect on desalination percentage. This
was evident in the marginal difference (~ 1%) between the
desalination percentage in the preceding experiments and that
recorded in the factorial study. This insignificant effect of
factor interaction on desalination was traceable to the
insignificant effect of the factor combinations of rhamnolipid
and stirring on voltage production. An effect on voltage
production directly affects desalination because of the
dependence of desalination on voltage production.

However, the ANOVA from the factorial study showed that
the main effects of rhamnolipid and stirring individually were
significant (p = 0.000, Appendix B).

The model produced from the factorial analysis for
percentage desalination had a high R? value of 90.49 % and
was defined by:

% Desalination = 24.3917 + 0.6250 (Rhamnolipid concentration) +
0.3583 (Stirring regime) 4

Table 2. Performances of the FCMDC in the factorial study

Standard order Run order | Rhamnolipid concentration Stirring regime Responses
(Coded units) (Coded units) % Desalination | Peak voltage (mV) | % COD
7 1 -1 1 24.00 640.50 65.47
4 2 1 1 25.50 645.71 68.15
6 3 1 -1 24.50 642.53 67.43
11 4 -1 1 24.30 638.00 65.92
9 5 -1 -1 23.50 630.92 65.00
5 6 -1 -1 23.20 633.09 64.88
8 7 1 1 25.10 643.22 67.91
3 8 -1 1 24.60 635.87 66.24
12 9 1 1 25.00 647.07 67.6
10 10 1 -1 24.80 640.97 67.89
1 11 -1 -1 23.00 634.90 65.32
2 12 1 -1 25.20 644.00 67.31

Where; -1 represents rhamnolipid concentration at 160 mg/L (Low) and 1 represents 240 mg/L (High)
-1 represents stirring regime 1 (Low) and 1 represents stirring regime 3 (High)




A.Z.Imoro etal. /JREE: Vol. 8, No. 2, (Spring 2021) 54-60 59

3.7.3. Effect of rhamnolipid and stirring on COD
reduction

With the factor combination of high rhamnolipid
concentration (240 mg/L) and high stirring regime (stirring
regime 3), a high percentage of COD reduction of 68.15 %
was achieved. This was higher than the 61.26 % produced
when only rhamnolipid (240 mg/L) was the factor investigated
(Figure 3) and the 50.23 % achieved when stirring was the
factor investigated (Figure 5) in the preliminary experiments.
An analysis of variance (Appendix C) showed that the
interaction between rhamnolipid and stirring had no
significant (p = 0.221) effect on COD reduction. This possibly
resulted from the fact that COD reduction was primarily
affected by anode chamber conditions, where COD removal
took place. Thus, an improvement in the cathode chamber
conditions might not ensure an improved efficiency in COD
removal.

The predictive model derived from the factorial study for
% COD removal was:

% COD = 66.5933 + 1.1217 (Rhamnolipid concentration) + 0.02883
(Stirring regime) (5)

efficiencies. An appropriate increase in the concentration of
the rhamnolipid and an increase in the number of stirring
events increased the voltage production, desalination, and
COD removal efficiencies of the MDCs. The positive effect of
rhamnolipid on the MDC peaked at a concentration of 240
mg/L for voltage production and desalination, whereas for
COD removal, it peaked at the rhamnolipid concentration of
400 mg/L. In the experiment involving stirring, the positive
effect of stirring peaked at regime 3 (three stirring events a
day). It was also found that the main effects of the
rhamnolipid and stirring were significant in the factorial
study. However, their interaction effects were insignificant on
the voltage production, desalination, and COD removal of the
MDC.
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NOMENCLATURE
R? value of the model was 95.63 % MDC Microbial Desalination Cell
MFC Microbial Fuel Cell
4. CONCLUSIONS FCMDC Five Chamber Microbial Desalination Cell
) BES Bioelectrochemical System
The addition of rhamnolipid to the anolyte and the stirring of CcoD Chemical Oxygen Demand
the catholyte of the MDC studied improved the MDC'’s DO Dissolve Oxygen
voltage production, desalination, and COD removal
APPENDICES
APPENDIX A. Analysis of variance for voltages (coded units)
Source DF Seq. SS Adj. SS Adj. MS F P
Main effects 2 258.011 258.011 129.005 33.40 0.000
2-Way interactions 1 4.037 4.037 4.037 1.05 0.337
Residual error 30.899 30.899 3.862
Total 11 292.947

Appendix B. Analysis of variance for desalination (coded units)

Source DF Seq. SS Adj. SS Adj. MS F P
Main effects 2 6.2283 6.2283 3.11417 35.93 0.000
2-Way interactions 1 0.3675 0.3675 0.36750 4.24 0.073
Residual error 8 0.6933 0.6933 0.08667
Total 11 7.2892
Appendix C. Analysis of variance for COD (coded units)
Source DF Seq. SS Adj. SS Adj. MS F P
Main effects 2 16.0953 16.0953 8.04763 86.74 | 0.000
2-Way interactions 1 0.1633 0.1633 0.16333 1.76 0.221
Residual error 8 0.7423 0.7423 0.09278
Total 11 17.0009
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In recent decade, Perovskite Solar Cells (PSCs) have received considerable attention compared to other
photovoltaic technologies. Despite the improvement of Power Conversion Efficiency (PCE) of PSCs, the
chemical instability problem is still a matter of challenge. In this study, we have fabricated two kinds of PSCs
based on gold and carbon electrodes with the optimal PCE of about 15 % and 10.2 %, respectively. We
prepared a novel carbon electrode using carbon black nanopowder and natural graphite flaky powder for Hole

Key ‘.'V.WdS: Transport Material (HTM) free carbon-based PSC (C-PSC). Current density-voltage characteristics over time
Stability, . . . .

Efficiency, were measured to compare the stability of devices. S_cannmg Electron M_lcroscope_ (SEM) and Energy-
Perovskite, dispersive X-ray Spectroscopy (EDS) analyses were carried out to study applied materials, layer, and surface
Electrode, structures of the cells. The crystal structure of perovskite and its association with the stability of PSCs were
Carbon, analyzed using an obtained X-ray diffraction (XRD) pattern. As a result, the constructed HTM-free C-PSC
Solar Cell demonstrated high stability against air, retaining up to 90 % of its optimal efficiency after 2000 h in the dark

under ambient conditions (relative humidity of (50 + 5); average room temperature of 25 °C) in comparison to
constructed gold-based PSCs (Gold-PSC) which are not stable at times. The experimental results show that
novel low-cost and low-temperature carbon electrode could represent a wider prospect of reaching better
stability for PSCs in the future.

https://doi.org/10.30501/jree.2021.240562.1132

1.INTRODUCTION

The general chemical formula for perovskite compounds is
ABXj;, where A, B are two cations of very different sizes and
X is an anion that bonds to both. For example, CH3NH3Pbl;
has very high light absorption capacity and offers proper
electronic properties, which is a suitable candidate for
Perovskite Solar Cells (PSCs). The structure has a band gap of
1.5 eV, which is proper for light absorption purposes [1]. The
combination of the organic material + lead + halogen has
attracted the attention of many researchers because of its
special characteristics such as high absorption coefficient, the
ability to adjust the band gap, high movement of the charges,
and the distribution of electrons in nanostructured solar cells.
The most common type of PSCs includes the FTO/compact
TiO,/mesoporous TiO,/CH3NH3Pbls/Hole Transporter
Material (HTM)/back contact, as the back connection could be
made by Au, Ag, carbon, etc. [2-8].

Study on PSCs was initiated by investigation of the Dye-
Synthesized Solar Cells (DSSCs) in 2009 by A. Kojima et al.,
as the obtained efficiency of 3.8 % attracted the attention of
the researchers and led to the extended studies in this field [9].
Higher efficiencies could be also obtained by substitution of

*Corresponding Author’s Email: m.golriz@isrc.ac.ir (M. Golriz)
URL: http://www.jree.ir/article_127112.html

the liquid electrolytes with the p-type solid spiro-MeOTAD
[10-12]. Mixed halide perovskites including CH3;NHsPbls,Cl,
and CH;NH4Pbl,,Br, were also studied by the researchers and
they resulted in the higher efficiency of PSCs because of
greater electron-hole diffusion lengths in contrast to triiodide
(CH3NH3Pbl3) perovskite absorber [13-15]. PSCs combined
with other solar cell technologies such as tandem method
could also achieve higher efficiency [16-17].

Although perovskite is promising, it has many
disadvantages that limit its applications. The corrosion issues
in contact with perovskite and silver, which results in the
formation of silver halide, the high price of Au electrodes, and
the need for the vacuum evaporation techniques, are some of
the factors that limit the application of PSCs [18-20]. Also, the
fabricating technology of this generation of cells still requires
expensive metals such as Au and Ag as the electrodes, which
are coated in vacuum conditions under thermal evaporation.
Obviously, the high cost of these metals on a large scale and
the need for enormous energy in the evaporation process in
vacuum conditions will disrupt inexpensive techniques.
Therefore, we would look for an appropriate alternative. The
low-cost carbon would be an ideal material as a proper
alternative to Au because of their similar performance.
Graphite, carbon black, coal powder, carbon cloth, spongy
carbon, and Carbon Nano-Tube (CNT) are well-known carbon
materials that have been used as carbon electrodes in

(https://doi.org/10.30501/jree.2021.240562.1132).
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fabricating PSCs so far [21-24]. Accessibility, chemical
stability, environmental friendliness, and controllable porosity
are all advantageous features of carbon materials [25]. Low
cost, high efficiency, and proper stability are the challenges of
the researchers for development of the organic/inorganic PSCs
[26]. Z. Li et al. laminated films of CNT network on
CH3NH3Pbl; substrate as a hole-collector using the vapor
deposition chemical method. In the absence of an organic
HTM and metal contact, they made a solar cell with an
efficiency rate of up to 6.87 %. Meanwhile, preparation of the
CNT electrode requires temperatures higher than 1150 °C
[27]. The components including organic materials, lead, and
halogens are unstable at high temperatures or in contact with
some other solvents; hence, it is essential to apply a low-
temperature method for the preparation of these materials
[28]. Since perovskite is unstable at high temperatures or in
contact with some solutions, preparation of the carbon layer
will be challenging. The low-temperature electrode layer
deposition on the perovskite could be used to select and
optimize the material and structure of this type of cell without
destroying its structure [29]. In 1996, for the first time,
Gratzel and Kay reported a proper construction method of
DSSCs in a continuous non-vacuum process by simple
printing techniques using a carbon electrode and with an
efficiency rate of 6.7 % [30]. In another report prepared by H.
Zhou et al., the constructed cells represented optimal
efficiency at about 9 % as their stability in the darkness was
2000 h. The possibility of constructing a carbon layer on a
perovskite layer at lower temperatures (without damaging it)
was also studied, thus facilitating the construction steps and
increasing the possibility of stability [31]. As a result of the
instability of the perovskite at temperatures higher than
150 °C, the carbon electrode could be deposited at low
temperatures using doctor blade coating method [32]. Due to
the bipolar characteristic of CH3;NHsPbl,, this material could
act as a light absorber and hole transporter at the same time.
Also, electron and hole are effectively injected into the n-type
conductors and carbon electrode, respectively [33]. For the
first time, L. Etgar et al. reported the preparation of HTM-free
PSCs with an efficiency rate of 5 %, which proved that
perovskite acted simultaneously as a light absorber and a
HTM. The removal of HTM increases the stability and
reduces costs as the manufacturing process becomes easier
and the optimal efficiency for HTM-free cells reaches up to
10.85 % [34]. The conductivity and mechanical performance
of the carbon layer play an important role in collecting the
hole. Besides, in the case of using carbon derivatives in the
carbon electrode layer and achieving an optimum thickness of
carbon electrode, the series resistance of the cell with carbon
electrode will decrease, which leads to an increase in
efficiency [31, 35]. In 2013, Z. Ku et al. presented a report on
the construction of a carbon electrode, which plays the role of
a hole-conductor. They used carbon derivatives such as
spheroidal and flaky graphite via a screen printing method.
The results indicated that the solar cell with a carbon
black/spheroidal graphite electrode was more stable and
presented the efficiency of 6.64 %, which represented a better
performance than the flaky graphite spheroidal-based device
and made it comparable to a gold material version. Besides,
filling up the pores of TiO, layers was done more efficiently
by the spheroidal graphite than the flaky graphite. They also
achieved proper stability in environmental conditions over
840 h [36]. They deposited the perovskite film using the dip-
coating method and through diffusion into the carbon layer

and ZrO, insulating layer. Then, they provided the conditions
for drying the cell in a dark environment. They used the
screen printing method for the other layers, including the
carbon electrode layer, ZrO, and TiO, layers [37-38]. In this
type of Carbon-based Perovskite Solar Cells (C-PSCs), since
the thickness of the carbon layer affects the electrical
conductivity, the researchers also tried to improve the Power
Conversion Efficiency (PCE) of the cell by changing the
thickness of the electrode layer [39]. Black carbon and
graphite or a mixture of them (carbon paste) can be used a
carbon electrode in the solar cells using film deposition
methods such as the screen printing and doctor-blade coating.
For example, in 2012, L. Zhang et al. studied the effect of
particle size of graphite used in the carbon electrode on the
efficiency of solar cells as well as the effect of electrode
thickness and the PCE in optimum condition, which reached
11.65 % [40]. H. Wang et al. also studied the effect of carbon
black and the dosage and percentage of carbon black and
graphite in the electrode. They reached the highest efficiency
(7.08 %) at 20 % of carbon black ratio, because carbon black
would greatly influence the uniform formation of perovskite
film. The efficiency remains relatively unchanged after 900 h,
which indicates its proper stability [35].

The stability of PSCs is effectively related to the destruction
of perovskite crystals over time. In general, given that
perovskite is sensitive to moisture, the process of destruction
is completed besides oxygen and light in the form of the
following equations, where Eqgs. 1 and 2 occur due to the
moisture and Eq. 3 is caused by oxygen. Eq. 4 is accelerated
under the effect of sunlight; therefore, all three factors
increase the destruction trend besides each other. Changing
the color of PSCs from black to light yellow over time
represents the decomposition of perovskite crystals [41-45].

CH3NH3Pbl; (s) <> Pbl; (s) + CHzNH3l (ag) (1)
CH3NH;l (ag) <> CH3NH, (ag) + HI (aq) )
4HI (aq) + O, (g) «> 21, (s) + 2H,0 (1) 3)
2HI (aq) © H, (9) + 12 (s) 4)

In 2019, X. Wu et al. improved the moisture stability and
efficiency of the C-PSCs by inserting an inorganic Copper (1)
thiocyanate (CuSCN) as an HTM between perovskite and
carbon electrode to suppress the electron recombination
process and using highly conductive CNT networks to form a
robust interface of CUSCN/CNT and reached a PCE value up
to 17.58 % [46]. Also, Q. Chu et al. developed an efficient
low temperature, solution-processed Poly(3-hexylthiophene-
2,5-diyl) P3HT/graphene Hole Transport Layer (HTL) for
improving the hole transport and reported a record efficiency
rate of 18.1 % for C-PSCs, which showed outstanding
stability towards moisture, oxygen, and light [47]. Recently,
S. Wang et al. reported that Cs* doping in methylammonium
lead iodide perovskite (CsyMA.,Pbl;) led to the
manufacturing of remarkably stable HTM-free C-PSC which
maintained up to 90 % of its initial PCE under a high-
humidity condition after 1000 h [48]. In terms of water
polarity, destruction of perovskite crystals occurs even in a
low-moisture environment and the deconstruction time is
delayed; if not protected against moisture, they will rapidly
decompose and the PCE of cell extremely decrease. Low-cost
carbon electrode due to its hydrophobic nature prevents the
diffusion of moisture into the structure of the cell and plays an
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HTM role, which is cheaper than Au and spiro-MeOTAD.
Carbon is almost purely based on aromatic and non-polar
sheets such that the interaction of extremely polar molecules
such as water is very weak and leads to hydrophobia of the
carbon electrode surface and high contract angle with water
drops [36, 49-50]. The contact angle of water on the carbon
surface is 113°, which reflects its hydrophobicity. Also, the
contact angle of water on the silver and gold surface is less
than 90°, which shows that their hydrophilic surface is semi-
wetted by water. Higher contact angles do not allow water to
be distributed or absorbed on the surface; thus, it takes a drop
shape and slides [31].

Apart from the thermal stability of perovskite, the thermal
stability of the HTM matters and basically, inorganic
protective and blocking layers are stable. In 2014, S.N.
Habisreutinger et al. considered the resistance against water
diffusion and thermal stability factors, attenuated thermal
destruction, and improved the thermal stability by substitution
of the organic HTM with the Single-Walled carbon Nano-
Tubes (SWNTSs), embedded in a polymer isolator, as the
efficiency was improved by 15.3 % [51]. In 2016, A.
Baranwal et al. fabricated a three-layer printable HTM-free
PSC with a mesoporous carbon back contact and
demonstrated the thermal stability over 1500 h at 100 °C using
a side-sealing UV-curable encapsulation method [52].
Moreover, using Cs,FAPbBr,ls;, and Cs,Na;.Pbl; light
absorber perovskites was reported by researchers to enhance
the thermal stability of the HTM-free C-PSCs [53-54].

In this research, two types of PSCs based on the gold
electrode (Gold-PSC with HTM) and carbon electrode (HTM-
free C-PSC) were constructed. The objective of this work is to
demonstrate the effect of carbon electrode on the stability of
HTM-free C-PSC in comparison to the Gold-PSC with HTM
as well as the variation of efficiency versus time in order to
propose some solutions for improving stability. We applied a
novel carbon paste containing carbon black nanopowder
(Average Nanoparticle Size: 30 nm) and natural graphite flaky
powder (approximately 3 um) at a weight ratio of 2:3 and also
obtained a thickness of 20 um for carbon electrode using the
doctor-blade coating method, which makes this study
distinguishable from the other researches in terms of carbon
electrodes.

2. EXPERIMENTAL
2.1. Meterials

In this work, the following materials were used: Titanium
isopropoxide or TTIP (Ti[OCH(CHa),]s) with 97 % purity,
density of 0.967 g/cm® (20 °C) from Sigma-Aldrich
(Tetraisopropyl orthotitanate); Hydrochloric acid (HCI) with
37 % purity, density of 1.19 g/cm® (20 °C) from Merck;
Ethanol (C,HsOH) with 99.9 % purity, density of 0.79 g/cm®
(20 °C) from Merck (Ethyl alcohol); Lead (lI) iodide (Pbl,)
with 99.99 % purity, density of 6.16 g/cm® (25 °C) from
Sigma-Aldrich (Plumbous iodide); Dimethylformamide or
DMF (HCON(CHs),) with 99.8 % purity, density of
0.94 glem® (20 °C) from Merck; Methylammonium iodide
(CH3NH3l) with 99.9 % purity from Sigma-Aldrich;
Isopropanol (CH;CH(OH)CHS5) with 99.5 % purity, density of
0.786 g/cm® (20 °C) from Merck; Chlorobenzene (CgHsCl)
with 99 % purity, density of 1.105-1.107 g/cm®
(d 20 °C/4 °C) from Sigma-Aldrich (Phenyl chloride); Spiro-
OMeTAD (N%N?N? N* N’ N’,N” N”-octakis(4-

methoxyphenyl)-9,9’-spirobi[9H-fluorene]-2,2’,7,7'-tetraming)
with 99 % (HPLC) purity from Sigma-Aldrich;
Bis(trifluoromethylsulfonyl)amine lithium salt (LiTFSI,
CF3SO,NLiSO,CF3) with 99 % purity, density of 1.33 g/cm®
from Sigma-Aldrich (Lithium
bistrifluoromethanesulfonimidate); Acetonitrile (CH3CN) with
99.8 % purity, density of 0.786 g/cm® from Sigma-Aldrich
(Ethyl nitrile); 4-Tert-butylpyridine or TBP (CgHisN) with
98 % purity, density of 0.923 glcm® (25 °C) from Sigma-
Aldrich; Carbon black nanopowder (Average Nanoparticle
Size: 30 nm) with 99 % purity from MTI Corporation; Natural
graphite flaky powder (approximately 3 um) with 99.9 %
purity from US-Nano; Ethyl cellulose from Sigma-Aldrich;
Terpineol (CyH1gO) from Sigma-Aldrich; Zirconium oxide
nanopowder (ZrO,, APS: 20 nm) with 99.95 % purity, density
of 5.89 g/cm® from US-Nano; Zinc powder (Zn) with
99.995 % purity from Sigma-Aldrich; Titanium tetrachloride
or TTC (TiCly) with 99.9 % purity from Sigma-Aldrich;
Transparent TiO, paste (20-25 nm particle size) from Sharif
Solar; Fluorine doped tin oxide-coated glass slide (FTO glass)
from Sigma-Aldrich; and acetone (CH3;COCHjz) with 99.8 %
purity, density of 0.79 g/cm® (20 °C) from Merck (Dimethyl
ketone).

2.2. Preparation procedures and deposition methods

Figures 1a and 1b represent two cross-sectional areas of a
Gold-PSC with HTM and a HTM-free C-PSC, respectively.
The main difference between the structures below is the use of
an HTM (spiro-MeOTAD) in the Gold-PSC. The sequence of
layers of the constructed cells is as follows:

a. Gold-PSC with HTM: FTO / Blocking Layer (compact
TiO,) / Mesoporous TiO, / Perovskite (CH3;NHsPbl3) /
HTM (spiro-MeOTAD) / Au Electrode

b. HTM-free C-PSC: FTO / Blocking Layer (compact
TiO,) / Mesoporous TiO, / Perovskite (CHsNHsPbl3) /
Carbon Electrode

Figure 1. Cross-sectional structures of (a) the Gold-PSC with HTM
and (b) the HTM-free C-PSC
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First, we etched one side of the FTO glasses (each square part
including 4 cells (1.4 cm x 1.4 cm)) by using HCI (2 M) and
Zinc powder to prevent short circuits from occurring. Then,
the etched glasses were washed in an ultrasonic bath. In this
report, we have fabricated 6 PSCs including 5 Gold-PSCs
with HTM and one HTM-free C-PSC. In order to prepare the
mentioned structures, four types of solutions (block solution,
lead iodide (Pbly) solution, CH3NHsl solution, and spiro-
MeOTAD solution) and one type of carbon ink were made
and the thin films were deposited step by step. For the
preparation of the block solution, we used TTIP, ethanol and,
HCI. Also, the final block solution was filtered using a syringe
filter (pore size: 220 nm). A proper dosage of the block solution
was then poured on the FTO glass all at once and film
deposition was blocked using a spin coater device starting at
2000 rpm for 30 s as the thickness of the layer reached about
40 nm. Afterward, one part of the cells parallel to the etched
sides was cleaned by ethanol. In order to use the electrical
connections, this part of the cells should be cleaned at the end
of each film deposition process except perovskite film
deposition. After heating the piece in the oven at 500 °C for
1 h, 4 cells were disconnected and the layers underwent
treatment in the TiCl, solution for 30 min at 70 °C. For
mesoporous TiO, film deposition, the TiO, paste diluted by
ethanol at a weight ratio of 1:3.5 was deposited by spin
coating method at 5000 rpm for 30 s. After that, the part of the
cells which had been cleaned by ethanol in the previous film
deposition was cleaned by ethanol again. Then, it was placed
in the oven at 500 °C for half an hour. Once the temperature
reached 70 °C, layers were removed and put on the hot plate;
note that during the deposition of perovskite layers, the
temperature should be fixed at 70 °C. Lead iodide solution
including Pbl, and DMF stirred at 70 °C for 12 h. It was then
filtered using a syringe filter (pore size: 450 nm). We know that
this solution should be kept at 70 °C during the film
deposition process and if the temperature is lowered at this
step, it becomes semi-crystalline immediately.

Perovskite film deposition was conducted by spin coating
method using the Pbl, solution at a speed of 6500 rpm for the
duration of 5 s. The cells were then put in the oven at 70 °C
for 30 min. After cooling down, the cells were placed inside
the pre-prepared CH3NH;l solution at a concentration of about
10 mg/ml in isopropanol and the film deposition was
conducted using dip-coating method. This way, each cell was
placed inside the solution one by one for the duration of 20 s.
Then, the cells were removed from the mentioned solution and
placed inside the isopropanol solution. Finally, the devices
were dried using the spin coater at a speed of 4000 rpm for
10 s and re-dried in the oven at 70 °C for 30 min.

For HTM film deposition of 5 Gold-PSCs, we prepared 2
solutions including spiro-MeOTAD in chlorobenzene and
LiTFSI in Acetonitrile, respectively. After adding some TBP
to the first solution, some of the second solution was also
added to the obtained solution. Then, the last obtained spiro-
MeOTAD solution was put under stirring at 60 °C for half an
hour. Moreover, it was finally filtered using a syringe filter
(pore size: 220 nm). Spiro-MeOTAD film deposition was
conducted by spin coating method at 4000 rpm for the
duration of 30 s. At this step, the cleaned part of the cells was
gently cleaned again using the acetone solution. After passing
12 h from the deposition of spiro-MeOTAD, Au electrode
film deposition for the 5 Gold-PSCs was conducted using the
vacuum evaporation method.

For electrode film deposition of the HTM-free C-PSC after
the perovskite film deposition, prepared carbon ink was
deposited by a doctor-blade method, in which a sticker (with
30 um thickness size) was also applied for reaching a
thickness of 20 um.

2.3. Preparation of carbon ink

For the preparation of the carbon paste, 2 g of carbon black
nanopowder mixed with 3 g of natural graphite flaky powder
and 0.5 g of ethyl cellulose was added to 25 g of Terpineol.
Initially, to evaporate the solvents that exist in carbon paste, it
was put in the oven for 12 h at 120 °C to prevent any possible
reaction of perovskite with the solutions existing in carbon
paste; this is because Terpineol material used in the carbon
paste could destroy the perovskite immediately. In order to
prepare carbon ink, 5 g of pre-dried carbon paste was mixed
with 4 g of ZrO, nanopowder and 15 ml of chlorobenzene,
which was then milled for 2 h to be completely homogenized.

2.4. Measurement and analysis devices
2.4.1. Current density-voltage (J-V) characterization

We used an 1V-curve tracer from IRASOL to obtain current
density-voltage (J-V) curves where solar simulator from
IRASOL and power meter were used. We provided the
following parameters for the cells using these devices: short-
circuit current density (Jsc), open-circuit voltage (Voc), the
voltage at which the maximum power occurs (Via), the
current density at which the maximum power occurs (Jmax),
maximum power (Pmax), efficiency of solar cell (PCE or n %),
Fill Factor (FF) or the ratio of maximum obtainable power to
the product of the open-circuit voltage and short-circuit
current, and series resistance due to electrodes' connection
(Rs). Eg. 5 and Eq. 6 show separately calculations of PCE and
FF [16].

Jsc: Voc FF

PCE (n %) = Jmaetmax, 100 = 100 )

in

]max- Vmax

e Voc ©)

The manufactured cells have been tested under standard
experimental conditions (T=25 °C and under AML.5
conditions; intensity of incident light (P;;)=100 mW.cm™).
Both during the test and at the time of keeping the cells in a
dark condition for stability analysis, the relative humidity in
the laboratory is (50 + 5) %.

2.4.2. SEM and EDS characterization

Samples were coated with Au and their morphologies were
studied using Scanning Electron Microscope (SEM) images.
Moreover, Energy-dispersive X-ray Spectroscopy (EDS)
analyses were obtained using a Field-Emission Scanning
Electron Microscope (FE-SEM) from TESCAN (MIRA3).

2.4.3. X-ray diffraction (XRD)

X-Ray Diffraction (XRD) pattern was obtained using an X-ray
diffractometer from GNR (Explorer). Films were scanned in
the reflection mode using an incident X-ray of Cu Ko, (40 KV
and 30 mA ) with a wavelength of 1.54 A° at a step size of
0.01° and a scan rate of 1°/min from 26 = 5° to 100°.
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3. RESULTS AND DISCUSSION

Figures 2a and 2b indicate the 5 Gold-PSCs (No. 1-5) and the
HTM-free C-PSC (No. 6) constructed in this research,
respectively. During the construction of the cells, we have
studied different thicknesses and layer surfaces in various film
depositing conditions to obtain the optimum layer in terms of
thickness, quality, and uniformity. The blocking layer was the
first layer studied for construction which is necessary for
preventing recombination of electrons and the generated holes
due to radiation and it also controls electron loss in contrast to
the FTO and the perovskite layer. If this layer is very thinner
(less than 25 nm), it cannot quickly release photoelectrons,
which leads to a decrease in Jsc and, thus, a reduction in PCE.
Moreover, if this layer is highly thick (more than 80 nm), it
leads to increased resistance in the path of photoelectrons.
Thus, the photovoltaic performance of the cells extremely
depends on the thickness of this layer [55-56].

Figure 2. Constructed cells including (a) the 5 Gold-PSCs (No. 1-5)
and (b) the HTM-free C-PSC (No. 6)

According to the studies of other researchers, we know that
the optimal photovoltaic parameter occurs when the thickness
of block layer is between 40 and 80 nm [57]. We achieved a
thickness in this range using experimental experiences as
follows. First, we tested 2.5 ml and 2 ml of block solution for
2 FTO glasses and the thickness of the prepared blocking
layer for each FTO glass was obtained as about 140 nm and

100 nm, respectively. Therefore, these cases were not proper
for construction purposes. SEM images of the surface and the
thickness of the blocking layer for each case are observed in
Figures 3 a-d. Then, blocking layer deposition was taken
using 1 ml of the block solution for a new case as the
thickness of the layer reached a little more than 40 nm.
Figures 4a and 4b indicate the surface and the cross-section
images of the blocking layer in this condition, where the
thickness seems adequate for PCE goals.

The mesoporousTiO, layer or the second film deposited in
this research is effective in formation of the perovskite
structure. In this report, the thickness of this layer was
obtained about 250 nm, which is proper for the construction of
the PSCs. This layer could also be deposited using alternative
materials like Al,O;. M. Lee et al. reported using Al,O;
instead of mesoporous TiO, and obtained similar efficiency in
2012 [58]. The surface and the cross-section SEM images of
the mesoporous TiO, layer are separately shown in Figures 4c
and 4d. The TiO, films (mesoporous TiO, layer + blocking
layer) range is specified in Figure 4d, where the total
thickness is about 300 nm. TiO, mesoporous film thickness
could be changed by variation in TiO, paste concentration by
adding ethanol. Depletion region for the PSCs is a region
some part of which is inside the mesoporous TiO, layer and
another part is inside the perovskite layer and consists of n
and p areas. If we consider the thickness of mesoporous TiO,
film less than 250 nm, in so far as perovskite penetrates inside
mesoporous TiO, layer, the thickness of the depletion region
severely decreases, which leads to severe efficiency reduction
[59-60]. The thickness of the mesoporous TiO, layer affects
the thickness of the perovskite layer because perovskite
diffuses into this structure and perovskite crystals will form
there. Some parts of perovskite also are formed on this layer
and a total thickness of 300 nm is obtained. The thickness of
the perovskite layer on mesoporous TiO, layer is about
350 nm. According to the morphology of the TiO, films (Figs.
4a and 4c), it is illustrated that TiO, nanoparticles size is
smaller in mesoprous film than block film. Therefore, the
specific surface area of the mesoprous film is higher than that
of blocking film.

Figure 3. (a) The surface and (b) the cross-section SEM images of the blocking layer for deposition of 2.5 ml of the block solution, (c) the surface,
and (d) the cross-section SEM images of the blocking layer for deposition of 2 ml of the block solution
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Figure 4. (a) The surface and (b) the cross-section SEM images of the blocking layer for deposition of 1 ml of the block solution; (c) the surface
and (d) the cross-section SEM images of the mesoporous TiO, layer

In order to better understand the PSCs structure, one of the
Gold-PSCs (cell No. 4) was tested through cross-section and
surface analyses using an FE-SEM, and the results of EDS
analysis are presented below. This cell was also broken for a
cross-sectional image and its cross-section was covered with
gold using Desk Sputter Coater. Figure 5a is an image of cell
No. 4 broken from the cross-section. The variation in cell
color results from decomposition of perovskite and its
conversion to Pbl, crystals. The cell surface on a scale of
2 mm is seen with specified areas of A and B in Figure 5b, in

SEM MAG: 18 x
WO 11.34 mm

SEM HV: 15.0 kV
Det: SE

which area B is located on the Au electrode and area A is
placed on the other surface of the cell. Besides, the area A
where area C is specified and the area B are separately shown
in Figures 5¢ and 5d on a scale of 5 um. The results of EDS
analysis for areas C and B could be seen in Figures 5e and 5f,
respectively. Regarding the penetration depth defined for the
FE-SEM during EDS analysis, the existing elements from the
top layer to the down layer are specified in both analyses and
the difference between two analyses is the gold in area B.

PbLlI PblLa PbLp2
WLyl

_ WLyl PbLB

PbLy1

PbLI pDL“MLBQ

T
15

Figure 5. Images of (a) the broken cell No. 4 and (b) its surface on a scale of 2 mm; Top-view SEM images of the areas (c) A and (d) B on a scale
of 5 um; EDS analyses of the areas (e) C and (f) B

In Figure 6a, a cross-sectional image of cell No. 4 on a scale

of 1 um is seen where type of each layer and its thickness are
specified and Pbl, crystals could be seen in the place of

perovskite. EDS analysis related to area D specified in the
cross-sectional image is shown in Figure 6b. W, Al, and Sn
are elements of FTO glass that are specified by the apparatus
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(FE-SEM/EDS system) and the rests are the elements related
to cell construction.

Five Gold-PSCs (No. 1-5) were tested three times after
construction immediately and their photovoltaic parameters
are shown in Table 1.

SEM MAG: 30.0 kx SEM HV: 15.0 kV
@ 1200-
1100
1000-
PbMB
900- PbMa
AuMB
800 AuMa

PbLp2
PbLI  PbLogy P
Aule  ayp poLp
AuLl WLB2 44
wL L
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100 Auly11

AuLyl PbLy1
0 5 10 R
Figure 6. (a) The cross-sectional SEM image of the cell No. 4 and

(b) EDS analysis of the area D

keV
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Table 1. Photovoltaic parameters of the 5 Gold-PSCs (No. 1-5) after
construction

Cell Voc (V) | Jsc(MAIcM?) | FF PCE (%)
number
0.96 20.4 0.69 13.51
1 1.02 21.68 0.62 13.74
0.98 21.88 0.59 12.58
1.08 23.25 0.54 13.6
2 1.04 21.93 0.49 11.31
1.13 23 0.55 14.32
1.03 24.12 0.57 14.25
3 1.05 24.2 0.59 14.95
1.04 24.52 0.58 14.88
0.99 20.42 0.67 13.56
4 1.02 20.58 0.66 14.01
1.01 19.74 0.67 13.42
1.15 18.1 0.68 14.31
5 1.15 19.48 0.65 14.59
1.12 17.68 0.6 11.95
Average 1.05 214 0.61 13.66
Standard +0.06 +2.16 +0.06 +1.03
deviation

The average PCE for these cellswas 13.66 % and cell No. 3
enjoyed optimal efficiency which was about 15 % at V¢ of
1.05 V, Jsc of 24.2 mA.cm™, and FF of about 0.59. The
photovoltaic parameters of the HTM-free C-PSC (cell No. 6)
were also measured after construction including Voc = 0.89
(V), Jsc = 17.88 (mA.cm™), FF = 0.53, and PCE = 8.56 %.
Figures 7a and 7b show the current density-voltage (J-V)
graphs of the optimum Gold-PSC (cell No. 3) and cell No. 6
after construction under both illumination and dark conditions.

Figure 8 indicates an SEM image of the cross-sectional area
of cell No. 6, in which the 20 um thickness of the carbon layer
is obvious. Cell No. 6 could be compared with similar
research by H. Zhou et al. in which a 20.6 pm thickness
average of carbon electrode led to optimal efficiency for
HTM-free C-PSC [31]; however, they only used commercial
conductive carbon paste for preparing carbon ink and
achieved an average PCE of about 7 %.
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Figure 7. J-V graphs of (a) cell No. 3 and (b) cell No. 6 after construction under both illumination and dark conditions
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Figure 8. The cross-sectional SEM image of cell No. 6

The series resistance of solar cells could be calculated from
their data and J-V graphs. Rg values of cell No. 3 and cell No.
6 under illumination conditions are calculated:

R =79Q,R =105 Q

Scell No.3 ScellNo.6 —

The higher series resistance for cell No. 6 is one reason for
its lower efficiency since high series resistance leads to a
decrease in Jsc and thus, a reduction in efficiency.

Table 2 shows the properties of cells No. 6 and No. 3 kept in
a dark condition after construction at time intervals. The table
itself indicates that the cell with carbon electrode experiences
lower variations of the photovoltaic parameters than the cell
with Au electrode; therefore, cell No. 6 is more stable.
Furthermore, the parameters of cell No. 6 increased during
48 h after construction, which reflects the positive effect of
the carbon layer on the performance of PSC. The PCE of cell

No. 6 experienced a maximum value of 10.2 % after 48 h.
Table 2 indicates that the photovoltaic parameters of cell No.
6 were slightly reduced after 2000 h. On the contrary,
parameters of cell No. 3 including Jsc, Voc, and FF were
reduced when compared to the initial data. According to
Eq. 5, by reducing the photovoltaic parameters, the efficiency
also decreased. Since the reduction of PCE over time is
significant, cell No. 3 has not adequate stability.

After deposition of carbon ink (pre-dried carbon paste +
ZrO, nanopowder + chlorobenzene) on the perovskite layer,
the newly deposited carbon electrode starts to penetrate into
the perovskite film until to be completely dried;thus, we could
obtain better electrical conductivity and optimum efficiency
after 48 h. The positive effect of carbon electrode implies
reaching better conductivity after 2 days and it is an advantage
that is not observed for gold electrode.

Table 2. Variation of the parameters of cell No. 3 and cell No. 6 over the time

Cell No. 3 Cell No. 6

PCE (%) Voc (V) Jsc (MA/cm?) FF PCE (%) Voc (V) Jsc (MA/cm?) FF
14.95 1.05 24.2 0.59 8.56 0.89 17.88 0.53
12.33 1.01 20.56 0.58 9.52 0.91 18.1 0.57
10 0.98 20.31 0.49 10.2 0.94 18.4 0.59
6.1 0.97 19.56 0.31 9.69 0.93 18.36 0.56
5.01 0.91 17.47 0.31 9.66 0.93 18.34 0.56
3.22 0.88 14.78 0.24 9.36 0.92 18.3 0.55
2.43 0.66 .48 0.38 9.24 0.92 18.26 0.55
1.14 0.58 7.68 0.25 9.2 0.9 18.01 0.56

Cell No. 6 with carbon electrode deposited by a doctor-
blade method including 40 % of carbon black nanopowder
(30 nm) and 60 % of natural flaky graphite powder (3 um)
showed a proper PCE in comparison to the same devices for
other researchers who applied various mixtures of carbon
black and graphite in terms of percentage and particle size as
the carbon electrode with different thicknesses for fabricating
HTM-free C-PSCs [32, 35, 36, 40, 61-65]. Z. Liu et al. [32],
H. Wang et al. [35], Z. Ku et al. [36], G. Yue et al. [61], Z.
Liu et al. [62], X. Chang et al. [63], and J. Li et al. [64]
manufactured various HTM-free C-PSCs with optimized
PCEs of 6.88 %, 7.08 %, 6.64 %, 7.29 %, 6.21 %, 5 %, and
10.4 %, respectively. H. Wang et al. [35] obtained their
optimum C-PSC using drop-coated perovskite and a printed

carbon electrode with a thickness of 5 um made of 20 % of
carbon black and 80 % of flaky graphite powder. Z. Liu et al.
[32] prepared the optimum carbon film mixed with graphite
flakes (10 pum), nano-graphite powder (40 nm) and carbon
black powder (40 nm) at a weight ratio of 1:2:1, which was
printed with a thickness of 65 um; in another research [62],
they improved the initial PCE of their carbon/graphite-based
device from 6.21 % to 8.61 % by packaging with
polydimethylsiloxane (PDMS). The HTM-free C-PSC made
by G. Yue et al. [61] indicated that the mass fraction of 25 %
carbon black particles on the surface and interspace of
graphite flakes could improve the charge transfer by creating
the most suitable contact sites with the perovskite layer and
thus, could increase PCE of the device up to 7.29 %.
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Figure 9 represents the variation of PCE and FF overtime for
cell No. 3 and cell No. 6. J-V graphs of cell No. 6 at different
time intervals are seen in Figure 10a, reflecting high stability
as well. In addition, graphs of the variation of Jsc and Vo are
also shown at the inset. Cell No. 6 achieved a PCE value of
9.2 % which maintained 90 % of its optimal performance after
2000 h. J-V graphs of cell No. 3, which is not stable, show
significant variations in Figure 10b and PCE is considerably
reduced from 15 % to 1.14 % after 2000 h. Therefore, the
above results represent that cell No. 6 is more stable and low-
cost than the Gold-PSCs in this research and is comparable
with some other newly constructed HTM-free C-PSCs during
the last two years in terms of stability [24, 44, 48, 54, 66-70].
For example, the optimized device made by X. Wu et al. [46]
retained over 80 % of its initial performance under a relative
humidity of (80 + 10) % after 1000 h of continuous
illumination of one sun condition or the low-cost coal-based
device manufactured by F. Meng et al. [24] maintained over
80 % of its initial PCE and achieved a PCE value of 8.60 %
after 120 h in an ambient atmosphere at room temperature
(humidity 30 %). Other recent HTM-free C-PSCs fabricated
by J. Liu et al. [67], B. Zong et al. [68], and X. Zhang et al.
[69] retained 85 % (after 55 days under dark conditions (23 °C
and 30 % humidity)), 96 % (after 576 h in an atmosphere with
humidity of about 45 %), and 95 % (after 20 days in air
(relative humidity of 25 %-35 %)) of their initial efficiency,
respectively.
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Figure 9. Variation of PCE and FF versus time for cell No. 3 and cell
No. 6

In order to better understand the concept of stability and the
sensitivity of the stability of PSCs, cell No. 5 was taken out of
keeping place after 3000 h. This point should be mentioned
that the keeping place of the cells is in a dark place under
relative humidity of (50 = 5) % at the average temperature of
25 °C which is suitable condition for controlling the stability
of cells. Then, the decision was made on performing XRD
analysis for cell No. 5. The original XRD pattern for cell
No. 5 is seen in Figure 11a. Furthermore, Figure 11b shows an
XRD pattern (Log-Scale for vertical axis) in which peaks are
labeled by name and Miller indices (hkl). Here, for the XRD
pattern, there are 27 peaks out of which 15 cases are related to
TiO, and Pbl,. All peaks related to TiO,, Pbl,, and Au are
specified in the graph and it is obvious that SnO, and SiO,
peaks are related to FTO glass.
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Figure 10. J-V graphs of (a) cell No. 6 and (b) cell No. 3 over time
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Figure 11. (a) Original XRD pattern for cell No. 5 and (b) with Log-
Scale for vertical axis on which peaks are labeled by name and Miller
indices (hkl)

Values of 20 related to the peaks of each layer are presented in
Table 3a in which the peaks specified with * are the highest
peaks for each layer. Table 3b shows values of 26, 6, COS(0),
B or FWHM (°), B or FWHM (radian) related to the highest
peaks for TiO, (JCPDS card no. 21-1272. The reason for the
presence of mixed phase of TiO, is that we used amorphous
TTIP for the preparation of the block solution and Pbl,
(JCPDS card no. 07-0235) is specified. FWHM is the integral
breadth of a reflection (in radians 20) located at 26; this
quantity is also sometimes denoted by A (26).

Here, by using XRD pattern (X'Pert HighScore Plus
software) and by interpretation of Debye-Scherrer method,
average crystallite size for TiO, and Pbl, is calculated. As is
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known, the average crystallite size is calculated by Debye-
Scherrer equation in the form of Eq. 7 [71-75], where D is the
average crystallite size in Angstrdm (A), A is the X-ray
wavelength in Angstrém (A), p or FWHM is the peak width of
the diffraction peak profile at half maximum height resulting
from small crystallite size in radians and K is a constant
related to crystallite shape, normally taken as 0.9. The value
of B on 20 axis of diffraction profile must be in radian. This
can be attributed to the fact that “crystallite size” is not
synonymous with “particle size”, while X-Ray diffraction is
sensitive to the crystallite size inside the particles. Since anode
material of X-ray diffractometer is copper (Cu), A value is
1.54 (A). (A= 1.54 (A) = 0.154 nm).

KA

D= U]

~ B.COS(8)

_ 09+154 () _ _
Ti027 0 97511+0.00247 576 (A) =58 nm
D 0.9%1.54 (A)

Pbl270.99379+0.00075

=1859 (A) = 186 nm

According to the Debye-Scherrer equation, the average
crystallite size for TiO, and Pbl, crystals is about 58 nm and
186 nm, respectively. As observed, the results exhibited that
perovskite crystals of cell No. 5 were completely decomposed
and were replaced by Pbl, crystals with the average crystallite
size of 186 nm after 3000 h, which demonstrated unstable
properties of the Gold-PSCs.

Table 3. Values of (a) 26 related to the peaks of each layer and (b) 26, 6, COS(0), p or FWHM (°) , B or FWHM (radian) related to the highest
peaks of TiO, and Pbl,

(@) 20 (°) related to the peaks
Pbl, 12.7690* 22.8672 24.1230 28.1308 31.0825 38.7830
41.4030 52.5087 58.5630 67.5930 72.8330

TiO, 25.6203* 48.7630 54.6830 69.7930
SnO, 26.6404 33.7440 37.8630* 51.5712 61.8423 65.6005
SiO, 20.5946* 36.3864 57.0430

Au 38.3079* 44.6031 77.6930

(b) 20 (°) 0(°) COS (0) FWHM (°) FWHM (radian)
Pbl, 12.7690 6.3845 0.99379 0.04309 0.00075
TiO, 25.6203 12.8101 0.97511 0.14191 0.00247

4. CONCLUSIONS

In summary, we have successfully manufactured two types of
PSCs including five Gold-PSCs based on Au electrode and
one HTM-free C-PSC based on carbon electrode. The five
Gold-PSCs showed an average initial PCE of 13.66 % and the
optimum Gold-PSC achieved high PCE of about 15 %,
whereas the HTM-free C-PSC exhibited an initial PCE value
of 8.56 %, which is less than that of Gold-PSCs because of its
higher series resistance (Rs), leading to a decrease in Jsc and
the reduction of PCE. For fabricating the HTM-free C-PSC, a
kind of carbon paste consisting of carbon black nanopowder
(30 nm) and natural flaky graphite powder (3 pm) was
developed at a weight ratio of 2:3 and it was applied to
deposition of carbon electrode by a doctor-blade method with
a thickness of 20 um. The PCE value of the HTM-free C-PSC
experienced a moderate rise up to 10.2 % within 48 h
followed by a gradual drop to 9.2 % after 2000 h which
demonstrated outstanding stability over the period in the dark
under ambient conditions (relative humidity of (50 £ 5) %,
average room temperature of 25 °C) because of retaining up to
90 % of its optimal PCE. In the same period, the PCE value of
the optimized Gold-PSC declined dramatically to 1.14 %,
which proved unstable behavior over time toward air and
moisture. This study indicated complete destruction of
perovskite crystals and conversion to Pbl, crystals using XRD
analysis. More importantly, the constructed HTM-free C-PSC
was comparable with other newly constructed devices in terms
of stability. The present work paves the way for developing
low-cost and highly-stable PSCs in the future and is also
helpful to improve the efficiency of C-PSCs further.
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Increasing fossil fuel consumption in the building, especially in the air-conditioning sector, has increased
environmental pollution and global warming. In this research, a zero-energy passive system was designed to
ventilate the building and provide comfortable conditions for people in the summer. A hybrid passive system
was designed for indoor cooling to minimize fossil energy use. This research was done experimentally- and
analytically and by simulation. An experimental study comprising a test chamber and simulation using Builder
Design software was carried out to evaluate the cooling and ventilation potential of a hybrid passive system
functioning. In the experimental section, air temperature, humidity, and airflow for the outdoor environment
and the output of the evaporative cooling channel were measured. These measurements were tested in August
from 9:00 AM to 3:00 PM for six consecutive days. The obtained experimental data were given to Design
Builder software as an input parameter, and then, the comfort conditions inside the chamber, the dimensions,
and location of the air inlet valve into the chamber were examined. The findings showed that the proposed
system could reduce the air temperature by an average of 10 °C and increase the air humidity by 33 %. The
findings showed that the air inside the chamber was comfortable during the hottest hours of the day. Raising
the valve location, increasing the area, and increasing the volumetric flow rate of the air increased the
percentage of dissatisfaction. The findings showed that in addition to wind speed and air temperature, the
geometrical shape of the air inlet opening contributes to indoor air comfort conditions.
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1. INTRODUCTION

Buildings consume about 40 % of global energy consumption
[1-4]. All building services such as Heating, Ventilation, and
Air Conditioning (HVAC) systems consume more than 60 %
energy in Buildings [5], which is mainly supplied by fossil
fuels [6]. Using a passive cooling system can be an alternative
method to keep the house cold or reduce the air conditioner
load [7]. In ancient architecture, passive techniques were used
to achieve summer comfort without the need for mechanical
cooling systems. Today, because of the need for an effective
method to make efficient energy and biocompatible
architecture, the use of natural ventilation methods in
buildings has become more significant. One of the methods to
create comfortable conditions in the interior is to make use of
evaporative cooling in the cooling systems. Evaporative
cooling is widely used as a passive cooling method in the built
environment. In the system, the movement of air on a wet
surface causes water evaporation through the air energy
absorption, thereby reducing the temperature and increasing
the amount of vapor contained in the air [8]. Evaporative
cooling is one of the oldest air-conditioning techniques in dry

*Corresponding Author’s Email: a.mahravan@razi.ac.ir (A. Mahravan)
URL: http://www.jree.ir/article_127543.html

air climates [9]. Windcatchers were used in Egypt several
thousand years ago, and today, a number of them can be found
in the Middle East. Some of these windcatchers have porous
jars at their depths, while others use a fountain or running
water [10]. To produce evaporative cooling, wet surfaces, or
water spray can be used inside the windcatcher. Thus, to
achieve an excellent indoor condition is a problem in the hot
and dry climates. Natural cooling was used in traditional
architecture. Windcatchers [11] produced evaporative cooling
using a wet surface or water spray in the tower. Some
researchers have proposed new evaporative cooling systems
[12-15]. In an experimental study in Yazd, two windcatchers
with a new design were examined and their cooling rate was
compared with a traditional windcatcher [13]. One of the
windcatchers was equipped with wet curtains that were
suspended inside the duct and the other with wetting surfaces.
The cooling performance of the two new systems was
compared with that of the conventional system. The
experimental results showed that the efficiency of both new
units with evaporative cooling systems was better than that of
the conventional unit. Further, the experimental results
showed that the traditional type reduced the air temperature by
4 °C, while the windcatchers with wet surfaces and wet
curtains reduced an air temperature to 11 °C and 14 °C,

(https://doi.org/10.30501/jree.2021.239940.1131).
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respectively, both of which reduced the air temperature more
than the traditional type did.

Another researcher evaluated the performance of an
evaporative cooling windcatcher with clay conduits installed
within the tower. This study developed a mathematical model
and analyzed the condition of air passing through the
evaporative cooling column in different external conditions.
The results showed that a tower of 4 m height and 0.57 m x
0.57 m cross-section produced airflow of 0.3 m"34s and
reduced the internal temperature by 1 t [12].

A method for increasing the airflow rate inside a building is
installing a solar chimney within a design [16-21]. One study,
investigated the effect of aspect ratio and slope angle of a
solar chimney on its thermal performance [18]. The results
showed that the highest airflow velocity was created in the
solar chimney with a slope angle of 45° This increase in
airflow is 45 % higher than a vertical chimney with similar
conditions. Research showed that the optimal amount of solar -, _
chimney slope to maximize the speed of airflow was (@)
dependent on the latitude of the location and varied from 40°
to 60° Using a solar chimney alone makes the room
temperature 4 °C to 5 °C lower than that without this passive
system. This amount is insufficient to reduce the temperature
in the hottest hours when maximum temperature is 40 °C and
does not provide indoor comfort conditions [21].

To increase building ventilation, the impact of a solar
chimney coupled with a windcatcher was evaluated [22]. The
results showed that solar chimney increased the speed of air
conditioning. When the wind wvelocity is 1 m/s, the
windcatcher alone can produce a mass flow rate of 0.75 kg/s,
while with the aid of a solar chimney; , it can generate an
airflow rate of 1.4 kg/s at 700 w/m?® of solar radiation [22].

In the reviewed literature, studies have investigated the
cooling performance of solar chimneys or windcatchers
separately. In this research, by combining two solar chimney
systems and evaporative cooling (using clay cylinders in
windcatcher), an attempt was made to improve the cooling
efficiency of passive systems. Therefore, the purpose of this
study is to create thermal comfort conditions in the interior
space without the use of energy in the summer and with the
help of a new combined cooling system.

2. EXPERIMENTAL (b)

This paper first describes the specifications of a hybrid Figure 1. a) The ECC system is installed in the northern facade, b)
passive cooling system that includes dimensions and size, The SC system installed in the southern facade
construction site, and test time. Then, the comfort conditions

inside the chamber are examined according to the geometry

and position of the air inlet valve. Atlest e
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connected to the northern facade of the room (Figure 1a), and e
the SC system was installed in the southern facade of the
room (Figure 1b). Air enters through windcatcher openings , £
and passed passes through the clay cylinders. In this section, /
the air is cooled and diverted downward. The SC system /
creates a sufficient temperature difference between the interior —
and exterior by maximizing the solar energy gain and

performed air ventilation in the SC and ECC systems (Figure

2). Figure 2. Cross-section of the HPCS system
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2.2. Time and place of testing

The proposed hybrid system was built on the campus of Azad
University, Kermanshah branch, and was tested in 2018 from
August 5 to 10. According to the 10-year statistics of
Kermanshah Meteorological Station, which is shown in Figure
3, August is the warmest month of the year therefore, the tests
were performed at 9:00 AM, noon, and 3:00 PM. Kermanshah
city has a latitude of 34°19'N. The air temperature values of
Kermanshah city in August are presented in Table 1.
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30.00 25.54
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Figure 3. The average temperature of 10 years in Kermanshah city
[23]

Table 1. Climate conditions of Kermanshah city
(www.kermanshahmet.ir)

Average Average Average Average solar
temperature | humidity | wind flow radiation intensity
(°C) (%) (m’s) (Wh/(sq.m))

29 21 2 623

2.3. Dimensions and size of the HPCS

- Aroom with 2 m x 2 m x 2.35 m (LxWxH) dimensions with
10 cm-thick walls and 35 cm-thick ceiling without air
filtration.

- An SC with 1m height, 60 cm width, 17 cm air gap, and
45 °C tilt angel. The front side of the SC consisted of a 15
mm-thick glass glazing and the rear part included a 1 m-high
absorber wall made of a black-painted aluminum sheet.

Ambient

AT
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Figure 4. The ambient air temperature of ECC

- A 40 cm x 10 cm air outlet of SC placed 20 cm below the
ceiling.

- The ECC system with a length of 3.25 mand a 0.6 x 0.4 m
cross-section. Each air inlet opening of the wind tower is 40
cm x 40 cm and the air exit opening is 30 cm x 30 cm.

- Four clay cylinders, each with diameter of 20 cm, and height
of 90 cm.

2.4. The experimental measurement

To evaluate the comfort conditions, temperature, humidity,
and wind speed parameters for outlet air of the tower into the
chamber and outside environment were measured
experimentally (Figure 2). The measuring instruments in this
study are Data logger KH 50 and Flow anemometer AVM-07.
The location of the Thermo-hygrometer data logger and
anemometer is located in the air inlet valve from outside to
inside the windcatcher (Location 1 in Figure 2) and the air
outlet valve from the windcatcher to the room (Location 2 in
Figure 2).

3. RESULTS AND DISCUSSION

3.1. Temperature, humidity, and wind speed in the
HPCS

To assess the weather conditions inside the chamber from
August 5 to 10, wind speed, air temperature, and humidity of
ambient air and outlet air of the tower into the chamber; were
measured. Figures 4 and 5 display the temperatures of ambient
air and outlet air of the tower into the chamber, respectively,
for six consecutive days at 9:00 AM, noon, and 3:00 PM.
According to Figures 4 and 5, the largest difference between
the outlet air of the tower into the room and the outside
environment is 16.3 °C, which occurred on 7" August at 3:00
PM. According to the data, this system reduced the air
temperature by an average of 10 °C and the air temperature of
the outlet air of the tower to the chamber was in comfort at all
hours. Figures 6 and 7 show that the lowest velocity of the air
leaving the tower is on 10™ August at 9:00 AM. This value is
0.33 m/s when the ambient airspeed is 0.5 m/s. The highest
velocity of the air leaving the tower is at 3:00 PM on August
8". This value is 1.1 m/s when the ambient airspeed is 1.8 m/s.
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Figure 5. Interior air temperature of the ECC
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Figure 8. Ambient humidity of the ECC

Based on the collected data, the highest and lowest RH values
of the air leaving tower were 60.7 % and 32.6 %, respectively,
at 9:00 AM when the RH value of the ambient air was 16 %
and 15 %. The highest and lowest RH values of the air leaving
tower were 65.1 % and 30.7 %, respectively, at Noon when
the RH of ambient air was 15 %. At 3:00 PM, the highest and
lowest RH values of the air leaving tower were 66.8 % and
31.3 %, respectively, when RH of ambient air was 15 %. On
24 August, the relative humidity of the room was the lowest in
at all hours when the HTD system was not connected. The
highest and lowest increases in the amount of RH of air using
the ECC system were 50.1 % and 17.22 %, respectively, in
which the highest RH was achieved at noon and the lowest
RH was at 3 PM (Figures 8 and 9). Then, based on the result,
the ECC system can increase RH of air by 33 % on average.

3.2. Investigating the comfort conditions inside the
chamber using PMV and PPD methods

Investigating the comfort conditions inside the chamber using
PMV and PPD methods, Finger’s index is used to check the
comfort conditions inside the chamber [24]. The average heat
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Figure 7. Interior air velocity of the ECC
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Figure 9. Interior humidity of the ECC

sensation of a large number of people for an environmental
condition is called PMV, which is between cold (-3) and hot
(+3) [25]. Air temperature, average radiant temperature,
relative humidity, airspeed, metabolic rate, and clothing
insulation are used in Fanger’s equations [24]. The input
variables to the Builder Design software to check the comfort
conditions inside the chamber are the ambient air temperature,
outlet air temperature of the tower into the chamber, outlet air
velocity of the tower into the chamber (Table 2). Also, in this
research, the person's posture is assumed to be sitting and the
relative rate of clothing is considered to be 0.5 [25].

Table 2. Software input parameters

The ambient air Outlet air The outlet air Time
temperature velocity of the | temperature of
(°C) tower (m/s) the tower (°C)
285 0.64 25.42 9:00 AM
321 0.7 24.86 Noon
37.53 0.8 26.66 3:00 PM
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The simulation was performed in two stages. First, the air
comfort conditions inside the chamber were checked at 9:00

AM, noon, and 3:00 PM, when the outlet air temperature of
the tower into the chamber is maximum (Table 3).

Table 3. Check the speed, temperature, PPD, and airflow distribution pattern inside the chamber

The ambient air
temperature (°C)

Outlet air velocity
of the tower (m/s)

The outlet air temperature
of the tower (°C)

Time

0.62 0.11 0.2 Average wind speed (m/s)
27.6 25.9 25.73 Average air temperature (°C)
26 13 18 Average percentage of dissatisfaction (PPD)

Then, the best position of the air inlet valve in terms of
height and geometry to reach the highest level of comfort at
3:00 PM was determined using the software. According to
Table 3, the average air velocity and the rate of dissatisfaction
with indoor air conditions at noon are 0.11 m/s and 13 %,
respectively, which are lower than 9:00 AM and 3:00 PM,
however, the average air temperature at 9:00 AM (25.73°C) is
the minimum.

In this study, Fanger’s model was used to investigate the
comfort conditions inside the chamber.

Using experimental data, the maximum temperature of the
outlet air temperature of the tower into the chamber at 9:00
AM, noon, and 3:00 PM was given to Design Builder software
as input parameters. Therefore, the HPCS system can provide
indoor air comfort conditions in the hottest hours of the year.
After determining that the chamber would be comfortable in
the hottest hours using the hybrid system, in the second stage

of simulation by changing the location, geometric deformation
of the valve, and increasing the volumetric flow rate of the
incoming air, the maximum rate of dissatisfaction of residents
inside the room was checked.At this stage, the simulations
took place at 3:00 PM when the weather conditions inside the
chamber had the highest rate of dissatisfaction. In the pictures
given in Table 4, blue indicates the lowest percentage of
dissatisfaction, green the average, and red the highest
percentage of dissatisfaction. First, the location of the air inlet
duct valve was considered 30 cm higher. Although relocating
the valve increased the inlet air velocity into the chamber, the
rate of dissatisfaction increased. Then, the simulations were
first performed by maintaining the valve area and the
geometric deformation of the valve channel. The maximum
increase in air velocity and the largest decrease in temperature
occurred in the 45 x 20 valve, however, the lowest rate of
dissatisfaction was in the 18 x 50 valve (Table 4).

Table 4. Check the air velocity, temperature, PPD, and distribution pattern of airflow inside the chamber by changing the height of the valve,
geometric shape, dimensions, and volumetric flow rate of the air inlet duct

The maximum percentage Maximum air The maximum air
of dissatisfaction (PPD) temperature (°C) velocity (m/s)
45 285 0.52 Change the height of the
valve from 10 cm to 40 cm
| ol | 40 28.26 0.93 30 x 30
F 43.8 27.24 0.53 20 x 45
i B 42.9 27.62 0.53 45 x 20
! - 35.88 27.63 0.43 18 x 50
!' : 2329 27.68 05 50x 18
43.86 27.23 0.52 50 x 50
- 74 27.08 3.99 Increasing the volume flow
rate of the valve with
_ = dimensions of 50 x 50
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Although increasing the valve area accelerated the wind
speed, this change increased the percentage of dissatisfaction.
At this stage, the volume flow rate of incoming airflow was
increased to reduce the percentage of dissatisfaction in the
50 x 50 valve. This disturbed the airflow inside the chamber,
which increased the percentage of dissatisfaction. According

to the Table 5, the lowest air temperature was obtained by
50 x 50 valve, the highest air velocity in the chamber was
obtained by increasing the volumetric airflow in 50 x 50
valve, and the lowest dissatisfaction rate was obtained by
18 x 50 valve.

Table 5. Optimal air valve based on the lowest percentage of dissatisfaction

The lowest percentage of The highest percentage Maximum air velocity The lowest
dissatisfaction of dissatisfaction (mss) temperature (°C)
18 x 50 50 x 50 50 x 50 (Increase 50 x 50 Valve dimensions
volumetric flow rate) (cm)
45 x 20 20 x 45 30 %30 20 x 45
Optimum condition: 18 x 50 valve

4. DISCUSSION

In a new modular windcatcher design, Khani et al. showed
that this system could reduce air temperature by a maximum
of 13 °C. Badran also demonstrated in the design of the
evaporative channel using mathematical equations that the air
temperature decreased to 11 °C, while in the windcatcher
designed in this study, the maximum decrease in the air
temperature was 16 °C. In Badran's design, with a windcatcher
height of 4 m and an ambient air velocity of 4 m/s, the air
velocity of the valve to the room was 0.8 m/s. Still, in the
system designed in this study, using a solar chimney, the air
velocity of the tower to the chamber reached 1.26 m/s with a
wind speed of 3.25 m/s. Indoor air was in the comfortable
condition in the hottest hour (3:00 PM) by the HPCS system.
The percentage of dissatisfaction increased upon an increase
in the inlet air velocity into the chamber. Although the air
velocity in the valve 18 x 50 was lower than in the 45 x 20
(the temperature is the same in both valves), the percentage of

dissatisfaction was also lower in this valve.

5. CONCLUSIONS

This study aims to propose a new design hybrid passive
system to create comfortable conditions inside the building for
summer time. To evaluate the cooling performance of this
system, the temperature and air velocity of the outside air and
outlet air of the tower into the chamber were measured
experimentally; then, the comfort conditions inside the
chamber were examined using Design Builder software. To
optimize the HPCS and reduce the percentage of
dissatisfaction, the position and dimensions of the outlet of the
tower into the chamber were inspected. In this study, the ECC
system can increase the RH of air by an average of 33 %.
Also, the increase in the area of the valve, despite the decrease
in air temperature, increased the rate of dissatisfaction. Still,
with the geometric deformation of the air inlet valve, the
percentage of dissatisfaction decreased and provided thermal
comfort conditions for the indoor air chamber. The obtained
data showed that in addition to wind speed and air
temperature, the geometric shape of the valve could be an
effective factor in creating air comfort conditions inside the
chamber.

6. FUTURE STUDY

the performance of a solar chimney integrated with a
windcatcher in multi-story buildings to investigate the

distribution of airflow and its cooling efficiency in existing
buildings needs to be studied.
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NOMENCLATURE
PMV Predicted Mean Vote
PPD Predicted Percentage Dissatisfied
RH Relative Humidity
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ABSTRACT

Land-use change is one of the most important spatial phenomena that can affect the usage of energy
technologies. In this study, land-use change in barren and residential areas in Alborz province in Iran was
modeled using the cellular automata combined with the Markov Chain from 2001 to 2031. Due to adaptability
to the environmental considerations, all protected areas were removed from the study area. Then, an
economical and performance-based optimization model was developed; then, by using the status of the two
land-use classes in 2031, an optimum scenario was identified for generating solar electricity. Based on the
results, the optimum scenario involves installing distributed photovoltaic modules in 18.37 % of residential
areas and setting up concentrated solar systems in 0.74 % of barren areas, simultaneously. Economic
investigation of the optimum scenario showed that although there were some environmental and political

Future Study benefits for using the solar electricity such as reduction of air pollutants and more energy safety, the optimum
scenario will be costly and non-economical without the government’s financial supports.

https://doi.org/10.30501/jree.2021.238031.1125

1. INTRODUCTION

Today, accessibility to energy resources is one of the basic
requirements for sustainable development. On the other hand,
developing the usage of green energy resources has significant
impacts on reducing CO, emission. Renewable energy takes
into account some environmental considerations in addition to
the ability to supply energy and, therefore, it is known as the
best alternative to fossil fuels [1]. Renewable energy is
provided by different resources and it is possible to choose the
appropriate resource in accordance with the regional, political,
environmental, economic, and technological conditions for the
target area.

Solar energy is one of the most common forms of renewable
energy that can be used in both electrical and thermal systems.
Solar power is an autochthonous energy resource, so it can be
used to reduce the grid electricity dependency and improve
regional developments. The basis for using the solar energy is
the absorption and energy conversion of the photons received
from the solar illumination into another form of energy.
Generally, solar energy is directly converted into electricity by
photovoltaic effect. Generally, photovoltaic systems can be
utilized in two major types including concentrated solar farms
or distributed photovoltaic panels. Concentrated solar farms
are usually installed in the desert and barren areas with the
sufficient irradiation, whereas distributed photovoltaic panels

*Corresponding Author’s Email: mh.jahangir@ut.ac.ir (M.H. Jahangir)
URL: http://www.jree.ir/article_127961.html

are mostly installed on building’s roofs [2]. Therefore, the
effective use of solar energy systems needs precise
identification of the received solar illumination and it is
necessary to investigate the relevant factors such as the
accessible region area.

Land-use is changing rapidly on many parts of the Earth due
to urbanization. Generally, urbanization can affect all kinds of
energy demands. Sometimes, these changes end up with
increasing non-productive land-uses in the urban areas such as
residential and barren areas. This transition might result
potentially in decreasing food farms and bio-resources, but
they can be used as suitable places for energy production.
Cities as the common type of land-use changes are responsible
for three-quarters of global energy consumption and an
important part of greenhouse gas emissions subsequently.
There are many direct and indirect approaches to evaluating
the land-use changes and finding a model to predict such
variations is a useful approach for the policy-makers to
analyze accessible regions as an infrastructure factor in using
renewable energy systems [3].

Based on the findings of many studies, simulation with the
cellular automata method was determined as an appropriate
approach to assessing land-use changes. Cellular automata can
be combined with the Geographic Information System (GIS)
and allows modeling the environmental changes. Generally,
cellular automata can analyze spatiotemporal data by
considering local considerations. In this way, a cell in cellular
automata shows a region of the real world. In this model, all
the cells have discrete states and each cell is surrounded by its

(https://doi.org/10.30501/jree.2021.238031.1125).
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adjacent neighborhood cells. Therefore, the new status of each
cell is determined by its previous state and the status of its
neighborhood cells by considering the user-defined transition
rules [4]. Transition rules in cellular automata can be defined
in many different ways. One common approach is to use
Markov chain to define them. In the real world, all parameters
and rules are not clearly known for modeling; therefore, the
rules will be defined according to the objectives and
unimportant ones will be ignored. After running the initial
cellular automata model, by comprising the observed and
simulated data, the used parameters and rules are evaluated
and change in required cases; thus, the accuracy of the model
will be enhanced [5].

Huang et al. (1995) [6] used some different MCDM (Multi
Criteria Decision Making) approaches such as ELECTRE
(Elimination Et Choix Traduisant la REalite), TOPSIS
(Technique for Order Preference by Similarity to Ideal
Solution), and AHP (Analytic Hierarchy Process) to identify
the best structure of the renewable energy systems. Their
results showed that using the MCDM approaches could
achieve optimum states. Mavromatakis et al. (2010) [7]
assessed various MCDM approaches to selecting the most
appropriate  photovoltaic system by considering the
environmental and economic conditions simultaneously. They
mentioned that considering both economic and environmental
factors would lead to identifying a sustainable solution in a
long run. Janke (2010) [8] combined GIS and MCDM to
determine the best land-use for establishing solar and wind
farms. They showed that their approach was computable and
also could consider different complex states. Wiginton at al.
(2010) [9] assessed the ability of GIS and image processing to
determine the available area to establish distributed
photovoltaic systems on rooftop of buildings in Canada.
Charabi and Gastli (2011) [10] studied the effect of land
suitability on establishing large solar farms in Oman by using
combination of GIS and MCDM approaches. They expressed
that considering the accessible region areas was a key
infrastructure factor in reaching higher performance of the
solar farms. Sanchez-Lozano et al. (2013) [11] studied the
ability of combination of GIS and some MCDM approaches
including AHP and TOPSIS to identify the appropriate
regions for site selection of a photovoltaic power plant.
Amaducci et al. (2018) [12] investigated the impacts of land-
use classes and their changes on the photovoltaic power plans,
and vice versa. Their findings showed that the performance of
the photovoltaic power plans could seriously change due to
the type of land-use. Santoli et al. (2019) [13] employed GIS
to predict accessibility to the renewable energy resources and
electric energy consumptions on municipality scales. They
mentioned that although land-use change affects the
accessibility to the renewable energy resources, it also affects
energy demand simultaneously.

As mentioned before, many distributed and concentrated
photovoltaic systems have been established all over the world
over the last years. One important question is which
approaches (distributed or concentrated) would lead to greater
performance for a specific region by considering the
environmental concerns and economic benefits
simultaneously. In this study, an attempt is made to model the
land-use changes to maximize using the solar energy as an
important resource of energy as a way to achieve sustainable
development. Thus, a GIS-based model was prepared to
identify the changes of two land-use classes including

residential and barren areas. After model validation, the status
of the considered classes was predicted in the future. Finally,
some common different distributed and concentrated
photovoltaic systems were considered and the optimum
solution was identified by combining the results of the land-
use changes and an integrated economic and environmental
MCDM. The results of this study suggest an optimum strategy
for achieving more renewable energy performance in the
study area.

2.METHOD
2.1. Methodology

In this section, study area is introduced and the reason for
selecting this area is described. After that, a GIS-based
cellular automata model is developed and the used approach to
improving its accuracy is discussed alongside the sensitivity
analysis of the model. In the last part, an optimization model
is introduced for predicting the production of photovoltaic
electricity in the study area by considering the concentrated
and distributed photovoltaic systems.

2.2. Study area

Alborz province is a crowded province of Iran and is in the 35
km of northwest of Tehran (Figure 1). The Alborz province
consists of Karaj, Savojbolagh, Talegan, Eshtehard, Fardis,
and Nazarabad Counties and Karaj is the capital of the
province. This province is situated at the foothills of the
Alborz Mountains and it is Iran's smallest province in the area.
According to the National Census, in 2016, the population of
the Alborz province was 2.712 million and 90 % of its
population live in urban areas. The population density in
Alborz province is between 0 (people per square kilometer)
for non-residential areas and 620 (people per square
kilometer) in the Karaj city as the most populated area [14].
Alborz province has experienced a high growth rate in
population, especially in urban areas in the last decade.
Therefore, it is predicted that its population and energy
demand will be faced with higher amounts in the future. Iran
has about 300 clear sunny days in a year and its average solar
radiation is about 2200 kWh per square meter. Studies show
that about 9 million MWh of energy can be obtained in a day
considering only 1 % of the total area with 10 % system
efficiency for solar energy harness [15]. Although studies
show that Alborz province does not have the highest potential
in accessing solar energy in lIran [16], energy experts
recommend using the local power plants to reduce energy loss
in the transmission process [17]. Clearly, the main reason for
selecting this study area was because of its growing needs of
the energy.

2.3. GIS-based cellular modelling of land-use changes
2.3.1. Data preparation

First, satellite images of the study area were collected from the
Landsat 7 for 2001 and 2016. Based on technical
considerations, it needs maximum irradiation to set up
enhanced solar farms as concentrated photovoltaic systems,
and it can be accessed in higher amounts on barren areas
which have no plants and shadows. The barren area is like
deserts and ruins of buildings and so on [19]. On the other
hand, the best choice for distributed systems is building’s
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roofs and blank in-urban spaces which were considered as
residential areas. Thus, two land-use classes were selected and
extracted from the obtained satellite images. The extraction of
land-use classes was done by using the method of similarity of
phenomena based on their spectral signatures. it is noteworthy
to say that controlling and geo-referencing the used maps
should be done before any GIS-based studies. Therefore, the
obtained maps were controlled to ensure that all maps had the
same coordinate system, projection unit, and cell size. The
considered properties of all maps in this study are shown in
Table 1 and the observed land-use maps of Alborz province in
2001 are given in Figure 2.
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Figure 1. The location of Alborz province in Iran [18]
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Table 1. The considered map properties in the research

Properties Values
File type tiff
Cell size 30 x30m

Projection system WGS84-UTM39N

To make a geographical model, it was needed to use some
other ancillary maps. These maps were used as independent
variables and the land-use change was considered as the
dependent variable. Generally, all independent variables were
divided into two categories including static and dynamic ones.
Based on the similar studies, eight variables were employed
including six static maps and two dynamic maps. The
dynamic maps were distance from the residential area and
distance from the barren area, and the statues of these
variables changed during the time. Static maps were elevation,
slope, aspect (the direction of hillsides), river, road, and water
bodies and they were prepared from the database of the
Iranian National Cartographic Center [20] and the National
Atlas of Iranian Deserts [21]. All used independent variables
are shown in Figure 3. It is noteworthy to say that the dynamic
maps were generated by the model at each time step of the
study.

[ |Barren Area
I Residential Area

Observed Map in 2001

Figure 2. The observed land-use map of Alborz province given from
processing satellite images in 2001
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Figure 3. The used maps as independent variables

2.3.2. The model structure

After collecting the required data, the observed maps in 2001
and 2016 were compared by the Markov Chain. Thus, a
matrix of coefficients was obtained that indicated the
probability of changing one land-use class into another, called
transition coefficients. Then, this matrix was divided into
intervals per each transition and a new matrix called Weight
of Evidence was generated that indicated the weights for each
ancillary variable by considering the probability of transition
in any regions. After that, ineffective and correlated variables
were identified and removed from the model. In the next step,
a cellular automata model was run on the observed land-use
map in 2011 by considering the matrix of coefficients and all
ancillary maps were used as the rules. Therefore, the new
status of land-use classes in 2016 was simulated and stored as

[ LUC Data ]

Transition Matrix

[ Ancillary Data ]

Using Markov
Chain

Validate
Results

[ Run Simulation

a land-use map. At this level, the simulated and observed
land-use maps in 2016 were compared using reciprocal fuzzy
similarity analysis and minimum similarity [22] between them
was determined. If the accuracy of the simulated map was less
than 90 %, then by modifying ancillary variables and their
weights, the model would be calibrated again and a new
simulation was performed. Therefore, the model validation
and the sensitivity analysis of the model were done during the
modeling process. Simply, identifying the inappropriate
dependent variables and eliminating them from the model
show the sensitivity of the proposed model to its variables and
repeating the simulation process until reaching the appropriate
accuracy indicates the model validation. In Figure 4, there is a
diagram of the described model. Also, all used variables in the
proposed model are shown in Table 2.

Weight of
Evidence Matrix

Remove
Correlations

l

-
Run model } Calibrate Model
.

Figure 4. The diagram of the implemented GIS-based model using cellular automata and Markov chain
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Table 2. All used variables in the proposed model

Variable Type Category
Land-use change Independent Dynamic
Distance from the residential area | Independent Dynamic
Distance from the barren area Independent Dynamic

Elevation Independent Static

Slope Independent Static

Aspect Independent Static

River Independent Static

Road Independent Static

Water bodies Independent Static

Initial land-use Independent Static

After obtaining the final calibrated model, the simulation was
performed to predict the future status of land-use changes. At
this level, the model was run by using the observed land-use
map in 2016 as the initial data. Because the model was trained
by using the data of a period of 15 years, its accuracy cannot
be guaranteed for periods over 15 years. Thus, the simulation
process will go on for a 15-year period from 2016 to 2031.
The final result of this level is a new land-use map that
predicts the status of the two studied land-use classes in 2031.

Of note, some other land-use classes such as rangeland,
jungle, agricultural farm and water bodies that were
eliminated from this study due to environmental
considerations. These land-use classes have significant
ecological impacts on the ecosystem. For example, these
regions might contain the concerned and endangered species
or need to be protected because of some geological hazards
such as soil erosion. Yousefi et al. (2018) [23] and Esnandeh
and Kaboli (2019) [24] in separated studies investigated the
conserved areas in Alborz province by considering biological
and geological factors. Based on their results, some areas were
determined to be considered as ecological conserved areas. In
this study, all those regions were removed from the study area
to avoid incompatibility of the results with environmental
considerations.

For running the proposed model, DINAMICA EGO 4 was
used. It is an appropriate tool to perform temporal-spatial
simulations by utilizing many pre-defined modules and
algorithms [25]. Extracting the land-use maps from the
satellite images was done by using ENVI 5, and all pre- and
post-processes on the maps were performed by ArcMap 10.3
[26].

2.4. Cost and performance optimization

After simulating the status of land-use map in 2031, a
question arises, Which type of photovoltaic systems
(concentrated or distributed) can provide much potential for
electricity generation in the study area? In this study, it was
considered that maximum 30 % of each land-use could be
used to set up photovoltaic systems. This value was selected
on the basis of consultation with experts and specialists in the
relevant fields using DELPHI method. In DELPHI method,
some experts were chosen and their opinions about a unique
concept were gathered. Then, the obtained answers were
analyzed and the modified concept was sent to the experts

again. This process was iterated until the viewpoints of the
experts would reach the point of convergence. In this study,
22 experts were selected to do DELPHI method. The multi-
crystalline photovoltaic systems are common and have the
high efficiency and it seems they will play the most important
role in the future solar power systems [27]. In this study, it
was assumed that all distributed and concentrated photovoltaic
systems would use multi-crystalline technologies. This
assumption was considered because the results were
independent of the used technology, and then it is possible to
make a comparison between the results. Thus, two types of
common multi-crystalline  photovoltaic  systems  were
considered. The cost and power of each system are given in
Table 3.

Table 3. The cost and power for the concentrated and distributed
photovoltaic systems considered in this study [28]

Type of Technology Size Power Cost ($)
system (m?) (Wh)
Distributed Multi- 1.6335 250 1875
photovoltaic crystalline
module
Concentrated Multi- 4047 250 x 10* | 500000
photovoltaic crystalline
system

Although any form of technology can affect the
environment, as it was said before, all protected regions were
removed from the study area in this research; therefore, there
was no direct conflict between the proposed technologies and
the ecosystem. In this way, two target parameters including
the cost of system and the performance of electricity
generation were considered to analyze the introduced
photovoltaic systems. In this study, higher performance means
higher potential power of the photovoltaic system per a
specified area.

In the following, an MCDM model was created by using
WSM approach. In this method, several target functions are
combined and a normalized weighted sum model is generated
as a unique target function [29]. There are many different
ways to choose the value of weights. In this study, these
values were determined using the DELPHI method and the
asked question from experts was whether minimizing the cost
of system is more important than the performance of
electricity generation, or vice versa. Then, all answers were
gathered and the proportion of each choice to the total was
determined as the weights. The used MCDM model for this
study is represented as Equation 1.

Objectives:
Max (250 x x,+ 250 x 10" x X,)
Min (187.5 x x,+ 500000 x x,)
Constraints:
1.6335 x x, <0.3 x 0,
4047 x x, <0.3 X 0,
Xy, X, 20

@
where x; is the number of distributed photovoltaic modules
and X, is the number of concentrated photovoltaic systems.
The first objective is to maximize the generated power and the
second objective is to minimize the cost of the system. o, and
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o, are the area of the accessible residential and barren areas,
respectively. The presented numbers in the model are the cost,
size, and the power of the studied systems obtained from
Table 3. The value of 0.3 indicates the maximum proportion
of accessible areas of the proposed land-use classes. By
considering the WSM method, the MCDM model is modified
as Equation 2.

Objectives:
Max ¢ x (250 x x,+ 250 x 10* x x,)
— o % (187.5 x x,+ 500000 * x,)

Constraints:

1.6335 x x, <03 x a,

4047 x X, <0.3 x a,

X1, X, 20 @)
where ¢ and o are the weights of the first and second
objectives, respectively. Also, it should be noted that p+w=1
due to normalizing the model. Finally, the modified model
was solved by using LINGO 17.0, which is easy linear
optimization software [30].

The x; and x, are the decision variables of the optimization
model. Simply, solving the model shows its sensitivity to
these variables. Also, a; and o, are the outputs of the GIS-
based land-use changes model and their sensitivity was
discussed in the previous section. On the other hand, all used
variables in the optimization model, except the weights, had
the same unit and indicated the area. This means the model is
strongly dependent on the accessible area. The magnitude of
this dependency is impacted by the values of the weights.
Investigations showed changes in the weights led to different
optimum scenarios. However, in this study, the values of the
weights were determined by DELPHI method and they did not
change the optimization model. The optimization model was
intrinsically validated because the used photovoltaic systems
were considered as separate modules. Simply put, each
proposed photovoltaic system had specific cost, size, and
power. Therefore, the cost, size, and power of the two systems
are specified simply and there is no interaction between
different systems.

3. RESULTS AND DISCUSSION
3.1. Results

At the first level of simulation, a transition matrix between
two land-use maps from 2001 to 2016 was calculated by using
the Markov Chain and the result is shown in Table 4. The
value of each cell is equivalent to the probability of the
corresponding transition. The cells with a value of zero are
shown with dashes. It means that the transition did not occur
at a specific time interval.

Table 4. The Markov chain transition matrix between land-use maps
of 2001 and 2016

Residential area
Barren area - 0.006988
0.000061 -

Barren area

Residential area

Then, the ancillary maps as the independent variables were
added to model and using the anticipated transition matrix, the
matrix of coefficients was calculated. The DINAMICA EGO

software was employed to assess the significance of each
variable per transitions by using the combination of
Uncertainty Information Joint method and Regression method.
Therefore, the variables that did not affect the results were
removed and the final matrix of coefficients was recalculated.

After that, the model was run from 2001 for a fifteen-year
period to simulate the land-use status in 2016 (Figure 5).
Then, the validation between the simulated and observed
maps in 2016 was executed by the reciprocal fuzzy similarity
method. In this study, the size of the compared regions was
modified from 1 to 33 cells. The compared regions are called
moving window and the model accuracy is proved on a spatial
scale.

[ 1Barren Area
Il Residential Area

Observed Map in 2016

[ | Barren Area

2 ’ 6
Il Residential Area e

Figure 5. The observed and simulated land-use maps of Alborz
province in 2016
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Figure 6. Similarity between observed and simulated land-use maps
of Alborz province in 2016
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As it can clearly be seen from Figure 6, the minimum
similarity between compared maps grew and it was directly
related to the size of the moving window. This increasing
trend means that the model will give a more accurate result for
an area with the bigger surface. In terms of ecology, it means
that this model is more appropriate on landscape scales.
Because the model is sensitive to using independent
variables, any changes in the number or type of these

[_|Barren Area

Il Residential Area SIS E R IDe s

Km

variables lead to variations in the accuracy. Therefore, in this
study, no part of the model experienced any changes, except
the initial land-use map. Thus, the final simulation was run
from 2016 to 2031 to predict the new status of land-use
classes. The result maps of 2024 and 2031 (as the sample of
the outputs) are shown in Figure 7. Also, Table 5 shows the
area of the land-use classes in the study area in the simulated
years.

[ |Barren Area
I Residential Area

Simulated Map in 2031

Figure 7. The simulated land-use maps of Alborz province in 2024 and 2031

Table 5. Area of the studied land-use classes in the simulated years in term of m?

Year
2001 2016 2024 2031
Barren area 150371100 254601900 302352300 341973000
Residential area 137493900 325665000 406314000 460677600

After finishing the simulation, the obtained areas had to
investigate by considering the environmental conflicts.
Because conserved areas were removed from all land-use
maps in the data preparation process, there was not any
environmental conflicts. Thus, the obtained land-use maps
were used without any modification as the input for the
optimization model.

In the following, due to making an MCDM model with
WSM approach, the weight of objectives was determined
using the DELPHI method. Based on the results of DELPHI
method, the amount of power of the photovoltaic system was
more significant than the cost of the system. Therefore, by
calculating the proportions of answers, the weight of the first
objective was considered as 0.73 (9=0.73) and the weight of
the second objective was determined as 0.27 (9=0.27).
Consequently, by considering the obtained weights and the
area of land-use classes in 2031, the used optimization model
(Equation 2) was modified as Equation 3.

Objectives:
Max 0.73 x (250 x x,+ 250 x 10" x X,)
— 0.27 x (187.5 x x,+ 500000 x X, )
Constraints:
1.6335 x x, < 0.3 x 460677600
4047 x x, <0.3 x 341973000
X;, X, 20

@)

Finally, the optimization model was run by using LINGO. In
this study, after 2 iterations, the model converged and the
obtained results are represented in Table 6.

Table 6. The results of the optimization model

Variable Optimized value Description
X1 84605620 The optimum number of
distributed PV modules
X, 25350.11 The optimum number of
concentrated PV system

3.2. Discussion

In this study, to validate the simulation model, structural
similarities between the observed and simulated data were
analyzed using reciprocal fuzzy similarity method for the
range from 900 square meters to 98 hectares (equals to 1 to 33
cells for the moving window). By considering Figure 6, it can
be concluded that the results for the regions with an area of
900 square meters had about 30 % accuracy and it increased
over 70 % for regions with an area of 29 hectares. It means
that land-use simulation in the landscape scale resulted in
more accurate result than the smaller scales. This finding is in
compliance with some other similar studies [31]. Based on the
results of simulation in 2031, the residential area will grow by
approximately 2.3 times and in the same period, barren area
will experience a growth by approximately 1.3 times. It seems
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that these transitions occur because of population
immigration. Also, from Table 3, the greatest value of the
transition probability (0.006988) was related to the transition
from the barren class to the residential class, and the lowest
values (0.000061) were related to reverse transition. Clearly, it
means that the study area will be faced with a high growth in
the urban areas during the next years. Also, based on the
validation results, a combination of cellular automata and
Markov Chain was an effective approach to predicting the
land-use changes and this result is similar to some other
studies [32].

By considering the optimization results, the optimum
scenario consists of using both concentrated and distributed
photovoltaic systems in 2031. In this way, the best choice for
the study area is to set up the distributed photovoltaic modules
in 18.37 % of accessible residential area and to install the
concentrated solar farms in 0.74 % of accessible barren area in
2031. It is noteworthy to say that this result is related to the
assumption of using only 30 % of accessible areas and can
change by modifying this assumption. Some similar studies
denoted that concentrated photovoltaic systems were the best
choice for the urban areas [33]. Some others indicated that
distributed photovoltaic modules had the optimum
performance in cities [34]. Also, the results of this study
showed that selecting the optimum state for using the
photovoltaic systems was completely dependent on land-use
conditions. This finding is compatible with some other studies
[35]. As a scenario for the future, the results of this study
showed that if the process of land-use change continued as it
is now, it is predicted that the study area needs to use both
concentrated and distributed photovoltaic systems to meet
lower cost and higher performance.

By combining the results of Table 6 and the data provided in
Table 3, the optimum scenario shows that the study area needs
to have about 52 million of the proposed distributed
photovoltaic modules and about 7 concentrated photovoltaic
systems. It is equivalently about 9.7 million dollars for the
distributed photovoltaic modules and about 3.5 million dollars
for concentrated photovoltaic systems. Also, the results
showed that the distributed photovoltaic modules could
generate about 13000 thousand kWh and for the concentrated
photovoltaic systems, this amount is about 17.5 thousand
kwh. It is obvious that the distributed photovoltaic system
will have a greater share in supplying the solar electricity in
the study area in 2031 by considering the proposed technology
used in this study. By considering the average lifetime of the
proposed photovoltaic systems about 20 years and the average
price of sellback solar electricity about 0.8 dollar [36], the
payback investment will be about 35 years. It means that if
there will be no government financial support, the obtained
scenario will not be efficient economically. On the other hand,
as the technical feasible analysis, if the total power of the
optimum scenario is provided only by the distributed
photovoltaic modules, it needs about 10 million dollars and
this value is about 2500 million dollars when the optimum
scenario is performed only by the concentrated photovoltaic
systems. Of note, although using the renewable energy
systems is costly, they have many environmental and political
benefits such as reduction of air pollutants, preventing the
global warming, more energy safety, and providing new
ecosystem services. Also, the invented technologies for
renewable energy resources are enhanced and their
performance will be increased, whereas their cost and size
might be less. This means that the feasibility of this kind of

technology will increase day by day.

4. CONCLUSIONS

Installing photovoltaic systems needs spatial places. Studies
show that barren area and rooftops of buildings are two
appropriate types of places. Before planning for the usage of
renewable energy systems, this question of whether the
proposed technology is a sustainable choice for the study area
during a specific period of time needs be answered. In this
study, Alborz as one of crowded provinces in Iran was
selected as the study area. At first, a GIS-based model was
created by using cellular automata and Markov Chain. The
status of two land-use classes including the barren and
residential areas was simulated by this model until 2031. After
that, an optimization model with two economic and
performance objectives was defined. Then, two common types
of distributed and concentrated photovoltaic systems were
considered and the optimum scenario was investigated for the
study area in 2031 by combining the results of the GIS-based
model and the optimization model.

The obtained results showed that the study area would
encounter population increase in both of residential and barren
areas until 2031; however, the greater growth belongs to the
transition from barren area to the residential area. Also, the
optimization results indicated that the optimum scenario
consists the usage of both concentrated and distributed
systems, simultaneously. The optimum scenario recommends
setting up the distributed photovoltaic modules in 18.37 % of
accessible residential area and installing the concentrated
photovoltaic systems in 0.74 % of accessible barren area in
2031 to achieve minimum cost and maximum generated
power. Finally, although using the optimum scenario might
have some environmental and political benefits such as more
energy safety and reduction of air pollutants, if there is no
government financial support, then the optimum scenario will
not be efficient economically on the studied scale.

The main novelty of this study was related to use of the
cellular automata for generating the required input data of the
optimization model as an integrated method for future study
of solar electricity. However, in this study, only two forms of
technology were investigated. Therefore, it is recommended
that in the similar studies, the possibility of using different
technologies for solar electricity be discussed and the new
results be compared with the results of this study. Also, it will
be useful to investigate different percentages of accessible
areas by considering different environmental and political
considerations to achieve the optimum scenario.
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NOMENCLATURE
AHP Analytic Hierarchy Process
COy Carbon Oxides
ELECTRE Elimination Et Choix Traduisant la REalite
GIS Geographic Information System
LINGO A linear optimization models solver tool

MCDM Multi Criteria Decision Making
TOPSIS Technique for Order Preference by Similarity to ldeal
Solution
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Weighted Summation Model

Greek letters

0
o2
X1

Wh

Area of the accessible residential regions
Area of the accessible barren regions
Number of distributed photovoltaic modules
Number of concentrated photovoltaic systems
Weight of the first objective

Weight of the second objective

Squared meter
usb
Watt-hour
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Accepted in revised form 06 January 2021 amount and duration of solar radiation within such topographic terrains. Solar radiation data are
not readily available for most mountain terrains because of their rugged topography. For these
areas, solar radiation data can be obtained through alternative methods such as the Hemispherical
Viewshed Algorithm in which spatial and temporal variations of radiation are calculated in terms
of elevation, slope, and terrain. In this study, this algorithm was used to estimate and model solar
radiation in the Paraw Mountain in Kermanshah. The inputs for this method were ASTER Digital
Elevation Model (DEM) with a spatial resolution of 30 m and meteorological parameters that
affect solar radiation. The slope and aspect maps were created from ASTER DEM and layers for
monthly direct, diffuse, global, and radiation periods were generated for the year 2016. The
results showed that in the Paraw Mountain, the amount of solar radiation received was dependent
on the slope orientation, as the north and northeast-facing slopes received the lowest and the south
and southwest-facing slopes and the flat areas received the highest direct and global radiation
(i.e., in terms of this factor, these landscapes can be recommended as the best site for solar energy
system installations and optimum solar energy harvesting). The sum annual radiation period
varies from 382.67 to 4310.9 hours, the total radiation received annually varies between 1005.56
and 7467.3 MJ/m?, and the sum monthly solar radiation is the highest in July (181.49-842.26
MJ/m?) and lowest in December (25.42-319.90 MJ/m?). Statistical error comparisons between
station-based measurements and model-based estimates were performed via R?, measures. As a
result, this model was recommended for solar radiation estimation with acceptable accuracy,
especially in high areas with rugged topography where solar radiation data are not readily
available.
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PAPER INFO ABSTRACT
Paper history: This paper presents a sensorless speed control algorithm based on Finite Control Set Model
Received 27 June 2020 Predictive Control (FCS-MPC) for Permanent Magnet Synchronous Motor (PMSM) fed by

Accepted inrevised form 11 January 2021 5 3_jeve] Neutral-Point Clamped (NPC) converter. The proposed scheme uses an anti-
windup Proportional-Integral (PI) controller concept to generate the reference
electromagnetic torque using the error of speed. Then, FCS-MPC uses this torque reference

Keywords: e ;

Finite Control Set Model Predictive and other parameters such as a current limitation, neutral point voltage unbalance, and
Control, switching frequency to control the converter gate signals. Also, an Adaptive Nonsingular
Electromagnetic Torque, Fast Terminal Sliding Mode Observer (ANFTSMO) was employed to estimate rotor
Sensorless Speed Control, position precisely in positive (clockwise) and negative (counterclockwise) speed to
Permanent Magnet Synchronous Motor eliminate the encoder. The proposed algorithm has fast dynamics and low steady-state error.

Moreover, torque fluctuation and current distortion reduced compared with Space Vector
Pulse Width Modulation (SVPWM) based speed control and Direct Predictive Speed
Control (DPSC). Simulation results using MATLAB/SIMULINK® demonstrate the
performance of the proposed scheme.
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PAPER INFO ABSTRACT
Paper history: The effect of solar collector configurations on the thermal efficiency of an active solar water
Received 04 October 2020 heater was investigated using TRNSYS in this study. Two versions of a solar heater were

Accepted in revised form 19 January 2021 formylated on the basis of serpentine and riser-header flat plate configurations. Both models

were simulated based on the same parameters and weather conditions. Besides, in
accordance with clear sky and cloudy sky conditions, a parametric analysis was performed

gg’l‘:l]st’iﬂgi: to determine the impact of varying parameters on the thermal efficiency of the two models.
TRNSYS Software, The results showed that the serpentine-based device model provided about 2.62 % more
Flat Plate, usable thermal energy than the riser-header configuration. In addition, both models
Serpentine, demonstrated the same response and sensitivity to changes in the collector area and the
Parametric Studies volume of the tank. However, on a cloudy day, the efficiency of serpentine showed a

significant improvement and sensitivity to flow variance with an efficiency gap of about
30 % to the riser header configuration.
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ABSTRACT

Traditionally, building energy model is created in isolation from the architectural building
information model and energy analyses have relied on a single analysis tool. The building
energy model can be generated more quickly by leveraging existing data from the BIM. The
impacts of energy consumption are significant in the building usage phase, which can last
several decades. Due to the large share of the final energy consumption in the building
sector, accurate analysis of thermal and cooling loads of a building and the efforts to reduce
energy losses represent an effective way to reduce energy consumption. Therefore, it is
essential to analyze the building energy performance in the design phase, which is when
critical decisions are made. This study aims to investigate the impact of the building
components and construction materials on building energy efficiency using Building
Information Modeling (BIM) technology in a mild climate zone. After reviewing the
proposed designs, the main building form was chosen for energy modeling and analysis.
Then, building energy consumption analysis was performed based on the basic parameters
of the building energy model. Eventually, the most optimal mode was selected by examining
different energy consumption forms. This study showed that the building HVAC system
always had the largest share of energy consumption. Finally, the results of parametric
studies on alternative schemes of energy use intensity optimization showed that 22.59 %
savings could be achieved as compared to the base building model in a 30-year time
horizon.
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PAPER INFO ABSTRACT
Paper history: In the present work, a Proton-Exchange Membrane Fuel Cell (PEMFC) as a three-
Received 02 November 2020 dimensional and single phase was studied. Computational fluid dynamics and finite volume

Accepted in revised form 15 February 2021 technique were employed to discretize and solve a single set of flow fields and electricity

governing equations. The obtained numerical results were validated with valid data in the

Keywords: literature and good agreement was observed between them. The main purpose of this paper
PEM Fuel Cell, is to investigate the effect of deformation of the geometric structure of a conventional cubic
Geometry, fuel cell into a cylindrical one. For this purpose, some important parameters indicating the
Mass Transport, operation of the fuel cell such as oxygen distribution, water, hydrogen, proton conductivity
Performance of the membrane, electric current density, and temperature distribution for two voltage

differences between the anode and cathode and the proposed models were studied in detail.
Numerical results showed that in the difference of voltages studied, the proposed new model
had better performance than the conventional model and had a higher current density, in
which at V = 0.4 [V], about a 10.35 % increase in the amount of electric current density was
observed and the average increment in generated power was about 8 %, which could be a
considerable value in a stack of cells. Finally, the discussion of critical parameters for both
models was presented in more detail. The core idea of the results is that the Oxygen and
Hydrogen utilization, water creation, and heat generation are greater in the new model.
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PAPER INFO ABSTRACT
Paper history: This study was conducted to improve the voltage production, desalination, and COD
Received 21 August 2020 removal efficiencies of a five-chamber Microbial Desalination Cell (MDC). To do this,

Accepted in revised form 22 February 2021 rhamnolipid was added to anolytes only and catholytes stirred to determine the effects of

these factors on the MDC activity. This was followed by a factorial study to investigate the

Keywords: effects of the interactions of rhamnolipid and stirring on the voltage production,
Voltage, desalination, and COD removal efficiencies of the MDC. Increasing the concentration of
coD, rhamnolipid to 240 mg/L improved the peak voltage produced from 164.50 + 0.11 to 623.70
Rhamnolipid, + 1.32 mV. Also, the desalination efficiency increased from 20.16 + 1.97 % when no
Stirring, rhamnolipid was added to 24.89 + 0.50 % at a rhamnolipid concentration of 240 mg/L, and
Interaction Effect, COD removal efficiency increased from 48.74 + 8.06 % to 64.17 + 5.00 % at a rhamnolipid
Exoelectogens

concentration of 400 mg/L. In the stirring experiments, increasing the number of stirring
events increased peak voltage from 164.50 + 0.11 to 567.27 + 18.06 mV. Similarly,
desalination and COD removal efficiencies increased from 20.16 + 1.97 % and 48.74 +
8.06 % to 24.26 + 0.97 % and 50.23 £ 1.60 %, respectively, when the number of stirring
events was more than twice a day. In the factorial study, voltage production, desalination,
and COD removal efficiencies were 647.07 mV, 25.50 %, and 68.15 %, respectively.
However, the effect of the interaction between rhamnolipid and stirring was found to be
insignificant (p>0.05). Thus, the addition of only rhamnolipid or the stirring of catholytes
only can improve the performance of the five-chamber MDC.
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PAPER INFO ABSTRACT
Paper history: In recent decade, Perovskite Solar Cells (PSCs) have received considerable attention
Received 03 August 2020

compared to other photovoltaic technologies. Despite the improvement of Power
Conversion Efficiency (PCE) of PSCs, the chemical instability problem is still a matter of
challenge. In this study, we have fabricated two kinds of PSCs based on gold and carbon

Accepted in revised form 27 February 2021

Keywords: electrodes with the optimal PCE of about 15 % and 10.2 %, respectively. We prepared a
Stability, novel carbon electrode using carbon black nanopowder and natural graphite flaky powder
Efficiency, for Hole Transport Material (HTM) free carbon-based PSC (C-PSC). Current density-
Perovskite, voltage characteristics over time were measured to compare the stability of devices.
Electrode, Scanning Electron Microscope (SEM) and Energy-dispersive X-ray Spectroscopy (EDS)
(S:alrboél’ I analyses were carried out to study applied materials, layer, and surface structures of the
olar Ce

cells. The crystal structure of perovskite and its association with the stability of PSCs were
analyzed using an obtained X-ray diffraction (XRD) pattern. As a result, the constructed
HTM-free C-PSC demonstrated high stability against air, retaining up to 90 % of its optimal
efficiency after 2000 h in the dark under ambient conditions (relative humidity of (50 + 5);
average room temperature of 25 °C) in comparison to constructed gold-based PSCs (Gold-
PSC) which are not stable at times. The experimental results show that novel low-cost and
low-temperature carbon electrode could represent a wider prospect of reaching better
stability for PSCs in the future.
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ABSTRACT

Increasing fossil fuel consumption in the building, especially in the air-conditioning sector,
has increased environmental pollution and global warming. In this research, a zero-energy
passive system was designed to ventilate the building and provide comfortable conditions
for people in the summer. A hybrid passive system was designed for indoor cooling to
minimize fossil energy use. This research was done experimentally- and analytically and by
simulation. An experimental study comprising a test chamber and simulation using Builder
Design software was carried out to evaluate the cooling and ventilation potential of a hybrid
passive system functioning. In the experimental section, air temperature, humidity, and
airflow for the outdoor environment and the output of the evaporative cooling channel were
measured. These measurements were tested in August from 9:00 AM to 3:00 PM for six
consecutive days. The obtained experimental data were given to Design Builder software as
an input parameter, and then, the comfort conditions inside the chamber, the dimensions,
and location of the air inlet valve into the chamber were examined. The findings showed
that the proposed system could reduce the air temperature by an average of 10 °C and
increase the air humidity by 33 %. The findings showed that the air inside the chamber was
comfortable during the hottest hours of the day. Raising the valve location, increasing the
area, and increasing the volumetric flow rate of the air increased the percentage of
dissatisfaction. The findings showed that in addition to wind speed and air temperature, the
geometrical shape of the air inlet opening contributes to indoor air comfort conditions.
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PAPER INFO ABSTRACT
Paper history: Land-use change is one of the most important spatial phenomena that can affect the usage of
Received 19 July 2020 energy technologies. In this study, land-use change in barren and residential areas in Alborz

Accepted in revised form 08 March 2021 r6vince in Iran was modeled using the cellular automata combined with the Markov Chain

from 2001 to 2031. Due to adaptability to the environmental considerations, all protected
areas were removed from the study area. Then, an economical and performance-based

gl?tl;vi?lggfé Development, optimization model was developed; then, by using the status of the two land-use classes in
Solar Electricity, 2031, an optimum scenario was identified for generating solar electricity. Based on the
Land-Use Changes, results, the optimum scenario involves installing distributed photovoltaic modules in
Cellular Automata, 18.37 % of residential areas and setting up concentrated solar systems in 0.74 % of barren
Future Study areas, simultaneously. Economic investigation of the optimum scenario showed that

although there were some environmental and political benefits for using the solar electricity
such as reduction of air pollutants and more energy safety, the optimum scenario will be
costly and non-economical without the government’s financial supports.
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