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Wind turbines can be controlled by controlling the generator speed and adjusting the blade angle and the total
rotation of a turbine. Wind energy is one of the main types of renewable energy and is geographically
extensive, scattered and decentralized and is almost always available. Pitch angle control in wind turbines with
Doubly Fed Induction Generator (DFIG) has a direct impact on the dynamic performance and oscillations of
the power system. Due to continuous changes in wind speed, wind turbines have a multivariate nonlinear
system. The purpose of this study is to design a pitch angle controller based on fuzzy logic. According to the
proposed method, nonlinear system parameters are automatically adjusted and power and speed fluctuations
are reduced. The wind density is observed by the fuzzy controller and the blade angle is adjusted to obtain
appropriate power for the system. Therefore, the pressure on the shaft and the dynamics of the turbine are
reduced and the output is improved, especially in windy areas. Finally, the studied system is simulated using
Simulink in MATLAB and the output improvement with the fuzzy controller is shown in the simulation results
compared to the PI controller. Fuzzy control with the lowest cost is used to control the blade angle in a wind
turbine. Also, in this method, the angle is adjusted automatically and it adapts to the system in such a way that
the input power to the turbine is limited. Compared to the PI controller, by calculating different parameters, the
power quality for fuzzy controller is enhanced from 2.941 % to 4.762 % for wind with an average speed of 12

Keywords:

Doubly Fed Induction Generator (DFIG),
Fuzzy Logic Controller,

PI Controller,

Pitch Angle,

Wind Turbine

meters per second.

https://doi.org/10.30501/jree.2021.293546.1226

1. INTRODUCTION

Dynamics governs most industrial processes and the real
system is nonlinear. The analysis and design of the control
system in the nonlinear mode is very difficult [1]. The power
system is a very complex system whose equations are
nonlinear and its parameters may vary due to various factors
such as noise and local loads [2, 3]. Considering the
environmental and economical concerns, energy should be
produced at places away from consumption centers [4, 5].

In today's world, due to the decline of non-renewable energy
reserves, renewable energy has gained importance due to its
significant role and much research has been done to exploit
these resources [6, 7]. So far, many studies have stressed the
importance and application of new energies [8, 9].

Wind energy is used as a sustainable energy [10, 11]. One of
the main types of renewable energy is wind energy, which is
geographically extensive, scattered, decentralized, and widely
accessible [12, 13]. To get maximum energy from the wind
and according to the aerodynamic requirements of the

*Corresponding Author’s Email: n.behzadfar@pel.iaun.ac.ir (N. Behzadfar)
URL: https://www.jree.ir/article_143158.html

generators, it is important to provide an accurate controller
resistant to disturbances [14, 15].

When the wind speed and the speed of the turbine exceed
their nominal values, the angle controller operates and
decreases the power received from the wind by increasing the
angle [16, 17]. To this end, various control methods such as
proportional controller-integrator-derivative (PID) [18], linear
matrix of inequality [19], fuzzy logic [20], quadratic linear
equations [21], conventional predictive control [22], and a
sliding mode control scheme [23] are proposed. In [24] and
[25], the advantages and disadvantages of some examples of
controllers were listed.

Effects of various environmental and mechanical factors on
increased energy extraction by wind farm systems in [26]
were investigated using artificial network modeling, which is
the best model of artificial neural network based on annual
wind speed changes and diameter, in order to predict the
energy increase rate from wind farm. Turbine rotor and
turbine power were used.

A step angle control strategy using fuzzy logic control for
the DFIG wind turbine system was presented in [27], which
did not require system information and wind speed. Also, an
adaptive PI control loop was added to the fuzzy logic control

(https://doi.org/10.30501 /jree.2021.293546.1226).
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and used as a step angle controller in a variable-speed wind
turbine system.

The most common controller in variable-speed wind
turbines to obtain the desired output power is the blade angle
controller. Blade angle control in wind turbines has a direct
impact on a machine’s dynamic performance and power
system oscillations. Wind turbines have a nonlinear and
multivariate system; hence, it is very important to design
controllers that adapt to the system at any time [28].

In this paper, fuzzy control is used to control the blade
angle. In this method, the blade angle is automatically
adjusted and adapts to the system in a way that increases the
input power to the system by taking into account the
aerodynamic conditions.

Compared to previous designs, the designed fuzzy controller
features no wind speed at the fuzzy input, which eliminates
the need for an anemometer. Using a regular pattern wind
speed is another feature of the proposed method which is
suitable for gaining a better understanding of the performance
of controllers. Several previous studies have pointed out that
the use of irregularly patterned wind speeds causes no
differences in the output of controllers in case of sudden wind
changes. Based on a comparison between the simulation
results, the superiority of the fuzzy controller is proven. The
use of the proposed controller in wind farms will increase the
efficiency and service life of mechanical parts and ensures
cheaper maintenance.

2. WIND TURBINE SYSTEM MODEL

Wind turbines consist of two main parts: mechanical power
generation and conversion of mechanical power to electrical,
done by the turbine and the generator, respectively [29]. In
this section, their relations and equations are briefly
mentioned.

2.1. Turbine

The two-mass model is used in the study of transient stability
to model the mechanical and electrical connection between the
generator and the wind turbine [30]. If Twm, Ts, and Tg are
considered as mechanical, axial, and electrical torques in the
turbine, respectively, the equations are:

do 1

L=—— (T.+T 1
dt ZHR( et T m
do 1
—t T T 2
dt 2HT(M+ s) .
dp
— =, (0, +® 3
dt b( t r) ()

where Hrt is the moment of inertia of the turbine, Hr the
moment of inertia of the turbine rotor, ®, the frequency angle
of the rotor and turbine, and 3 the angle of the pitch tip. Wind
kinetic energy is proportional to the second power of wind
speed while wind power is proportional to the cubic speed of
wind. Therefore, upon increasing wind speed, wind power
will increase. Technical use of wind energy is possible when
the average wind speed is in the range of 5 meters per second
to 25 meters per second (90 Km/h). The mechanical equation
of the turbine is given below [31, 32]:

Py =3 7pCy (L BIRV: @

where p (kg/m?®), R (m), V, (m/s), and Sy (VA) are air density,
pitch diameter, wind speed, and apparent power, respectively.
Wind turbine power factor (C,) is equal to [33]:

Cp(k,[}):Cl(;—z—C3B—C4)e_X—C5+Cé7\. Q)

where [ is the pitch tip angle and the coefficient Ai is equal
to:

s
A+cB B+l

A= T (6)

Blade tip speed to wind speed ratio (1) is [34]:

o, R
V,

w

A= (N

Therefore, at a given wind speed, there is only one specific
angular velocity for maximum power.

Wind speed is a determining factor in power reference,
torque, or turbine speed. Depending on the wind speed, the
operation of the turbine can be divided into four general
modes. The mechanical output power of a wind turbine is
divided into four regions in terms of wind speed, as shown in
Figure 1 [23].

The angular velocity of the turbine is set to be less than the
nominal wind speed in Cymax. When the wind speed is higher
than the nominal wind speed, the blade angle control is
activated and by adjusting the blade and limiting the energy
received from the wind, the blade angle can be adjusted to
determine the proper power of the generator and gearbox. The
blade control mechanism can be modeled using the following
fixed time system (Tg) [35, 36]:

B, 1
—_—— —_ 8
dt TB (BPref BP) ( )

When the wind speed is less than the nominal wind speed,
Bprer 1s maintained at zero; however, when it exceeds the
nominal value, the actual power is modeled by the PI
controller via the following relations [37]:

Bpref = KPB (Pt - Ptref ) + X[i (9)

mechanical output
power o
p=0-20

raEion
oy

raEion

MEPT )

rezion \ =Eion
E| L&)

1'-::.'.1':. Vemed 1'-_—:. ot
wind speed (m/'s)

Figure 1. Wind turbine operating areas in terms of wind speed
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dxB
e Ky (P =P ) (10)

where Kip and Kpp are the integral interest rates, which are
proportional. The blade angle control block diagram in Figure
2 shows that the PI controller is used for adjustment. The
speed or mechanical power of the generator is expressed by X.
A summary of the parameters used to model the turbine is
given in Table 1.

ECN
' ﬁ " [ [
) SPREN, g B ! iﬁf Bopt
Tps+l min

X

Figure 2. Application of PI controller to controlling blade angle

Table 1. Turbine modeling parameters

Parameter Symbol Unit
Frequency angles of the rotor Or Rad/s

Mechanical torque Tm N.m

Axial torque Ts N.m

Electrical torque Te N.m

Wind turbine power factor Cr -
Angles of the pitch tip B degree
Moment of inertia of the turbine Hr ]
Moment of inertia of the turbine rotor Hr s

Apparent power Sb VA

Air density p kg/m?
Pitch diameter R M
Wind speed Vw m/s

2.2. DFIG wind turbine system

Figure 3 shows the block diagram of the system under study,
including the wind turbine and the controller. The turbines
used are Horizontal-Axis Wind Turbines (HAWTs). HAWTs
are typically either two- or three-bladed and operate at high
blade tip speeds [38, 39]. The system model is derived from
the mechanical model of the blades, hub, and shaft; a
magnetic model of a three-phase transformer; and a
back-to-back converter of transmission line and network [40,
41]. The back-to-back converter is formed of separate parts on
the side of the device and the network that are connected to
each other via a DC connector capacitor [42, 43].

2.3. Control with fuzzy logic

Fuzzy generator, inference motor, fuzzy rules, and non-fuzzy
generator are the four main parts of a fuzzy controller. A
fuzzy inference system has fuzzy inputs and outputs; however,
the inputs and outputs of the target system are numerical [44,
45]. Based on the experience, language variables are used to
set fuzzy rules. All calculations and rules are done and
considered at the heart of the fuzzy system, the inference
engine [46, 47]. In the studied system, the multiplication
inference engine, singleton fuzzy maker, and center
interpolation maker are used. The block diagram using fuzzy
logic is shown in Figure 4. The error in the generator output
power (AP), the variation of the output power error (dAp), and

rotor speed (w;) are considered as inputs for the proposed
fuzzy controller [48].

2
wE
=
=
terminzl
buz
power
wind transfonmer -‘ﬁ\ﬁ
\L \L \l{ {substation) =
ezt
btus
H drive train
g g g | -&
*ﬁ T
hbine r————-— | 5
| converter | p—— K
T | contrel | =
pichcontrol com mand I—\l,_ - _v g
e lini [ =
A 1~
=
rolor sids Eride zide
comverer converter
ACDCAL converer

Figure 3. Target system block diagram

LOGIC

dAP
Pg b CONTROLLER

Figure 4. Block blade angle control diagram using fuzzy logic

Wi
Pret AP
—»( )—4>{ : > FuzzY B""tl Bref

3. SIMULATION RESULTS

In this section, to demostrate different performances of the
controllers, two wind speeds with averages of 12 m/s and 16
m/s were used. The system parameters including turbine,
generator, and network are given in Tables 2 and 3. The
power coefficient of wind turbines depends on the wind speed
and is not constant. In the simulation, the maximum value for
Cp is 0.48. Fuzzy controller input and output adjustment
constants are K;=0.44x10-6, K,=0.0035, K3=0.006, and
K4=100.

The membership functions of the first fuzzy input (output
power) in the range of [-1 — +1] are considered. Generator
output power is in the MW limit and by multiplying it by K,
it becomes the desired input for the fuzzy. The wind speed
pattern, which has an average value of 12 meters per second
as shown in Figure 5, is given below, including mechanical
torque in Figure 6, output power in Figure 7, dc link voltage in
Figure 8, reactive power in Figure 9, rotor speed in Figure 10,
and angle blades in Figure 11. Rotor speed and reactive power
are given in terms of pu. In case of sudden changes in the
wind speed, its effects are seen on each of the system
parameters. Two fuzzy and PI controllers were used to
compare the results. Increase in active power input, rotor
speed, and torque is well known in the fuzzy controller. Also,
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reducing the DC link voltage fluctuations and the reactive
transmission power are other advantages of this controller. All
of these advantages result from the lower blade angle

engagement.
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Table 2. System and generator parameters

Component Value
Nominal value of power 9x10° W
Network voltage 575V
Network frequency 60 Hz
Voltage in infinite bus 120 KV
Magnetic inductance 3 pu
Resistance in stator 7%107 pu
Inductance in stator 17x1072 pu
Number of poles 3
Moment of inertia 5.04
Maximum converter power 0.5 pu
Network side coupled indicator 0.15-0.0015 pu
Nominal voltage of dc bus 1.2x10° V
Capacitor in dc link 6x102 F
Network side control pins (Kp Ki) 1.25-300
Rotor side control pins [Kp Ki] 1-100
Line length 20x10° m

Table 3. Nominal parameters of the turbine

Component Value

Power rate 9 MW

Wind speed rate 12 m/s
Maximum blade angle 45°
Maximum blade angle changes 2°/s

Wind cut-off speed 24 m/s

time(s)

Figure 5. Display wind speed with an average value of 12 m/s
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Figure 6. Mechanical torque (Nm) with an average value of 12 m/s
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Figure 11. Pitch angle at an average value of 12 m/s with fuzzy and
PI controllers

Next, the wind speed pattern with an average of 16 meters per
second is given in Figure 12; in addition, simulation results
for mechanical torque, transmission power, rotor speed, and
pitch angle are shown in Figures 13, 14, 15, 13, respectively.
The speed of the rotor is given in terms of prionite. In this
wind speed pattern, PI power and speed controllers as well as
fuzzy ones are used to compare the results better. The blade
angle control is adjusted to increase wind power. This increase
rate augments the mechanical torque and speed of the rotor.
The fuzzy controller does not experience unnecessary
fluctuations in the PI control of the blade angle. For this
reason, it has increased the efficiency of the system. By
changing the angle control gain, the superiority of the fuzzy
controller over the PI is shown in Figures 14 and 15.

18

10 20 0 40 50 B0 70 a0 90 100
time(s)

Figure 12. Display wind speed with an average value of 16 m/s

The application of an anemometer to have wind speed
information increases costs and reduces system reliability. The
use of fuzzy logic control to control the pitch angle is reliable
and robust in terms of nonlinear pitch angle properties with
wind speed. The advantages of fuzzy logic controllers over
conventional controllers include the following: cheap
development, coverage of a wide range of operating
conditions, and easy customizability in terms of natural
language.
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Figure 13. Mechanical torque (Nm) at an average value of 16 m/s
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Figure 18. Pitch angle at an average value of 16 m/s with fuzzy and
PI controllers

4. CONCLUSIONS

The aim of this paper is to model and simulate a DFIG-based
wind turbine. An automatic controller based on fuzzy
algorithm was designed for wind turbine and it was compared
with traditional PI controllers. This controller enjoys
independence from wind speed at the fuzzy input. The
simulation results were obtained and demonstrated using
MATLAB software Simulink. The superiority of the fuzzy
controller in the simulation results was quite clear in case of
sudden wind changes. Turbine power stability and reliable
dynamic response resulted from the application of the
proposed controller. By comparing various parameters,
including the minimum values, and the ratio of harmonic
distortions to the principal component, power quality was
improved from 2.941 % to 4.762 % for the fuzzy controller,
compared to the PI controller, at an average wind speed of
12 m/s. At a wind speed of 16 m/s, the quality improvement of
2 % to 455 % was observed for the fuzzy controller,
compared to the PI controller.
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Environmental and economic aspects are two remarkable pillars toward a sustainable agro-system.
Accordingly, this study aimed to assess the sustainability of autumn rainfed agro-systems in northern Iran by
the Eco-Efficiency (EF) indicator. The data of the production processes of wheat, barley, canola, and triticale
were collected in the three crop years of 2016-2019. Results indicated that the canola production system with
720 kgCOseq ha™! had the highest greenhouse gas (GHG) emissions; however, wheat with 604 kgCO,.q ha was
attributed to the lowest GHG emissions. The results of the economic analysis also highlighted that the barley
production system had the lowest while the canola production system had the highest production costs. The

Igfﬂg‘?rds' canola production system had the highest profitability, while the barley production system had the lowest in
Canola, terms of net income and average benefit to cost ratio indicators. The EF indicator for wheat, barley, canola,
Eco-Efficiency, and triticale was determined to be 1.4, 0.6, 1.8, and 1.1, respectively, indicating the highest EF value for the
Triticale, canola production system.
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1. INTRODUCTION

The agricultural sector is the largest economic sector in the
world and its growth and development are of great importance
not only from an economic viewpoint but also in various
social and environmental dimensions. In this regard, the
analysis of agricultural systems can have a significant role in
reducing the destructive impacts on the environment and, thus,
achieving sustainable agriculture [1]. Today, the growing
trend of GHG emissions arising from burning fossil fuels has
led to greater attention to reduction of energy consumption in
various fields [2]. Therefore, considering environmental issues
has become one of the main components in global planning
and the most critical factor in and prerequisite for many
activities in the world [3, 4]. In addition to environmental
issues, increasing economic productivity is also essential to
achieving greater profits. In this regard, paying attention to the
profitability of production in line with environmental issues
leads the EF indicator to be defined. The EF with the
definition of "The ratio of product value to environmental
issues" is considered a useful tool for improving economic
and environmental sustainability simultaneously [5]. The EF
includes strategies that both increase the efficiency of energy
consumption and reduce the production costs [6]. In this
regard, using the indicator can be a proper criterion to
investigate the sustainability of agricultural production [7, 8].

*Corresponding Author’s Email: arohani@um.ac.ir (A. Rohani)
URL: https://www.jree.ir/article _143969.html

Due to the climatic conditions of Iran, about 75 % of
agricultural lands (11 million hectares) are rainfed.
Mazandaran province in northern Iran, having 83,000 hectares
of rainfed farms, is known as one of the major production
regions of rainfed crops. The most important rainfed crops in
the province include wheat, barley, canola, triticale, soybeans,
and vegetables and the four autumn crops, i.e., wheat, barley,
canola, and triticale with a total area of 71,000 hectares, have
the highest area among rainfed crops in the province [9].
Given the importance of producing rainfed crops to increase
income and meet food needs, improving these production
systems can be essential. In other words, the growing trend of
consuming energy and chemical inputs per unit area in recent
years has increased the amount of pollutants emitted to the
environment in the agro-systems. Since optimal input
consumption is a primary aim in the development of
sustainable agriculture, it is vital to consider the consumption
of input energies in agricultural production processes [10].
Therefore, various studies have been conducted recently to
examine agricultural inputs and production costs of various
crops in Iran and the world. An economic and environmental
study of a wheat production system in western Iran claimed
that net income and benefit to cost ratio were 488 $ ha! and
2.33, respectively. Moreover, the highest GHG emissions
belonged to electricity and nitrogen fertilizer [11]. The
economic analysis of wheat production in Turkey claimed that
the benefit to cost ratio was 1.2 and agricultural machinery
and chemical fertilizers attended to the highest contribution to
variable costs [12]. The study of canola production in

Please cite this article as: Taheri-Rad, A.R., Rohani, A. and Khojastehpour, M., "Environmental and economic sustainability assessment of rainfed agro-systems
in northern Iran", Journal of Renewable Energy and Environment (JREE), Vol. 9, No. 2, (2022), 8-17. (https://doi.org/10.30501/jree.2021.287947.1212).
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Golestan province approved that the chemical fertilizers and
diesel fuel had the highest contributions to GHG emissions
with 51.23 % and 30.16 %, respectively [13]. Another study
on wheat, barley, canola, soybean, paddy, and corn silage
crops in northern Iran pointed out that three crops of canola,
barley, and wheat had the lowest GHG emissions with 1,064,
1,106, and 1,171 kgCOxeq hal, respectively, and paddy with
6,094 kgCOsq ha'! had the highest GHG emissions [14].

Various studies have also focused on evaluating the EF
value in agricultural production. For instance, the results of a
study on the EF value of paddy production in Thailand
indicated that under equal income conditions, GHG emissions
in the rainfed system were lower than that in the irrigated
system [15]. In another research in Italy, the results of a study
on the EF value of rapeseed and sunflower production
highlighted that the EF value of rapeseed production was
lower than sunflower. The results also revealed that sunflower
production was more environmentally friendly than rapeseed
[16]. It was also stated that in wheat production in Japan,
nitrogen fertilizer was the main contributor to increasing the
EF value and, thus, to sustainable development of wheat
production [17]. In another study, an assessment of the EF
value of tangerine production in northern Iran showed that the
net income was 2.18 $ kgCOaq!. It was also stated that
chemical fertilizers had the highest contribution to both
environmental and economic sustainability of tangerine
production [18].

This study aimed to investigate the sustainability of autumn
rainfed agro-systems in northern Iran using the Eco-Efficiency
(EF) indicator. This indicator has recently become a key tool
for assessing different agricultural systems in Iran and across
the world, due to its potential ability to quantify and integrate
two major pillars of sustainable development, i.e., economic
and environmental aspects. This point can lead to providing a
powerful tool for investigating and comparing various crops in
terms of how it is possible to make a balance between
economic outputs and environmental effects of an agricultural
system. However, according to the literature review, no
research has been done so far on the sustainability of autumn
rainfed agro-systems from environmental and economic points

of view. Therefore, although different evaluation indices can
be considered to estimate the EF of a crop production system,
this study followed the procedure proposed by previous
studies as in [18] due to the availability and simplicity of data
collection. Besides, unlike other studies, three-year classified
data have been used in this research, allowing for the
investigation of the inputs flows over the time. Therefore, the
main objectives of this research were to do (i) economic
analysis and determine the economic indicators in the
production of autumn rainfed crops including wheat, barley,
canola, and triticale, (ii) conduct environmental analysis of
autumn rainfed crops production, and finally (iii) compare the
EF values of these crops to investigate the overall
sustainability of the production systems.

2. METHOD
2.1. Data collection and study area

The study area was Mazandaran province located in northern
Iran. Dasht-E Naz Sari Agricultural Company is of the main
agricultural companies in northern Iran, which is located in
Mazandaran with an area under cultivation of about 3,900
hectares. Irrigated and rainfed systems are being used for crop
production in this company. Given the large area under
cultivation of autumn rainfed crops in this company and also
access to accurate data about using inputs, this company was
selected to be the study area. Since the main rainfed systems
of this company are located in Galugah County in this
province, this region was selected as the study area. The mean
values of some climatic parameters of Galugah County during
2006-2020 are shown in Table 1. Four major rainfed crops in
this region, i.e., wheat, barley, canola, and triticale, were
investigated during three crops years from 2017 to 2019. The
total areas occupied by the four crops were 800, 770, and 685
ha in these three years, respectively, in the study area. In this
company, the crops are cultivated in several smaller fields
with different sizes. Accordingly, the required data were
collected from all fields in each year and the average
consumption of inputs was expressed per hectare (Table 2).

Table 1. Climatic conditions of Galugah, on average

Daily temperature | Annual precipitation Total rainy Total sunny hours Air relative Annual evaporation
°O) (mm) days (day) (h) humidity (%) (mm)
17.7 617 91 1962 75 1148
Table 2. Consumed inputs in wheat, barley, canola, and triticale production systems per unit area
Wheat (Unit ha™) Barley (Unit ha)
Variables 1%t year 2"d year 34 year 1%t year 2m year 3" year
(2016-2017) | (2017-2018) | (2018-2019) (2016-2017) | (2017-2018) | (2018-2019)
Machinery (h) 7.32 6.51 6.15 7.89 8.99 7.78
Diesel fuel (1) 94.08 92.40 98.54 88.42 107.10 98.00
Biocides (kg) 3.72 2.88 3.92 2.5 5.78 6.18
Chemical fertilizers (kg) 291.80 382.83 275.70 319.30 343.75 203.06
Manure (kg) 5040.00 5016.00 5038.50 4970.00 5000.00 5277.00
Seed (kg) 259.44 261.73 252.12 200.7 196.74 240.22
Human labor (h) 7.20 6.44 7.88 7.16 9.39 7.22
Output (kg) 2786.88 4057.73 3586.35 1587.34 3707.55 2164.11
Total area (ha) 250 300 260 342 200 180
Canola (Unit ha) Triticale (Unit ha)
Machinery (h) 9.89 9.52 8.76 6.78 5.58 6.17
Diesel fuel (1) 121.33 120.40 118.05 106.78 104.30 100.80
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Biocides (kg) 4.35 3.26 7.81 3.00 5.06 6.14
Chemical fertilizers (kg) 610.56 623.33 478.51 356.36 275.42 426.67
Manure (kg) 5000.00 4933.00 4865.00 5085.00 5000.00 5000.00
Seed (kg) 7.44 7.57 5.54 205.00 250.25 231.50
Human labor (h) 12.22 13.82 12.43 6.78 7.30 6.67
Output (kg) 2299.89 2754.67 2525.89 3065.59 3382.83 4168.00
Total area (ha) 90 150 185 118 120 60

2.2. GHG emissions analysis

The GHG emissions of the investigated systems were
estimated by multiplying the value of inputs consumed in each
system by its emission coefficient (Table 3). The investigated
inputs were diesel fuel, manure, agricultural machinery,
chemical fertilizers, and biocides.

Table 3. GHG emission coefficient of consumed inputs

Inputs Unit GHG emissions Reference
coefficient (kgCO2eq)
Agricultural -y 1y 0.071 [19]
machinery
Diesel fuel L 2.76 [20]
Biocides
(a) Herbicides kg 6.3 [21]
(b) Pesticides kg 5.1 [21]
(c) Fungicides kg 3.9 [21]
Chemical fertilizers
(a) Nitrogen kg 0.09 [22]
(b) Phosphate kg 0.15 [22]
(c) Potassium kg 0.51 [22]
Manure kg 0.0462 [23]

The GHG emission (Gm) of agricultural machines was
estimated in terms of the energy value of this input (Eq. 1).
Accordingly, Gu can be obtained from the machine working
hours (Hwm) and the energy equivalent coefficient of machines
(0.62 MJ h') [24] and GHG emission coefficient (Cy) are
presented in Table 2. The GHG emissions of other inputs were
determined using Eq. 2. In this equation, G; and C; donate the
values and coefficients of GHG emissions, respectively, and
W refers to the inputs used in the production process. Wi
included electricity (kWh), diesel fuel (L), and chemical
fertilizers (kg), biocides (kg), and manure (kg) [25]. Various
biocides and chemical fertilizers used in the production
process can be attended at different energy levels. Therefore,
to obtain GHG emissions from the inputs, biocides were
divided into three sub-groups, i.e., herbicides, fungicides, and
insecticides. Similarly, chemical fertilizers were divided into
three sub-groups of nitrogen, phosphorus, and potash [21].

Gy =0.62xH,;x Cy (1)
G, =W xC, @)

2.3. Economic analysis

The economic analysis of autumn rainfed agro-systems in
Mazandaran province was conducted based on the amount of
consumed inputs for each crop (wheat, barley, canola, and
triticale). The total production costs and the total production
value for each crop were computed per unit area. The
economic indicators, i.e., gross income, net income, benefit to

cost ratio, and economic productivity associated with each
crop were estimated (Egs. (3) to (6)) and compared [26-28].

Gross income = Total production value ($ ha’ ) - Variable costs ($ ha D) (3)
Net income = Total production value ($ ha’ ) - Total production cost ($ ha ) 4)

Total production value ($ ha’ )
Benefit to cost ratio = 5)
Total production cost ($ ha’ )

Yield (kg ha )

(6)

Economic productivity =
Total production cost ($ ha’ )

2.4. EF indicator

The EF is the main indicator for improving both economic and
environmental sustainability in agricultural production. In this
study, the EF value was determined for investigated agro-
systems. The indicator is calculated by dividing the economic
output indicator (I.co) to the environmental impact indicator
(Ienv) [29] (Eq. 7). In this regard, economic output and
environmental impact indicators were considered to be the net
income and GHG emissions in the production process of each
Ccrop per unit area, respectively.

I
EF=—% 0

env

3. RESULTS AND DISCUSSION
3.1. GHG emission analysis

Table 4 presents the average inputs consumption and the
average GHG emissions from investigated agro-systems in
Mazandaran province. The average yield of wheat, barley,
canola, and triticale was 3,476.99, 2,486.33, 2,526.82, and
3,538.81, respectively, which was remarkably higher than the
average yield of these crops in Iran [9]. The total GHG
emissions derived from producing wheat, barley, canola, and
triticale were found to be 604.34, 619.94, 720.38, and 628.62
kgCOxq ha’!, respectively, among which canola had the
highest GHG emissions, while wheat had the lowest GHG
emissions. It can be due to the difference in the amounts of
inputs consumption in the investigated agro-systems.
Accordingly, results exhibit that chemical fertilizers,
particularly nitrogen fertilizers, were the main reason of the
higher value of GHG emissions in the canola agro-system.
Similar findings were reported in previous studies [13, 30,
31], where the highest GHG emissions of canola production
belonged to the chemical fertilizers. The higher consumption
of chemical fertilizers in canola production can be associated
with higher nutritional needs of the crop. A study on how
nitrogen fertilizer can affect seed yield of wheat and canola
approved that at a given level of N-fertilizer, the yield of
wheat was significantly higher than canola [32]. Another
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study also claimed that for producing 90 % of the maximum
yield, N and k-fertilizer requirements of canola were 26 % and
32 % higher than those of wheat, respectively [33]. However,
the excessive use of chemical fertilizers can be managed by
replacing bio-sources of nutrition such as crop residues, or
manure, as well as applying the optimal level of fertilizers
based on the local conditions [34-38]. Gao et al. reported that
at similar N levels, manure application sometimes led to
greater production of oil content in canola than fertilizers [39].
The contribution of the consumed inputs to GHG emissions is
presented in Figure 1. The diesel fuel input was attended to
the highest GHG emission rate in four investigated agro-
systems, and the highest and lowest GHG emission rates from
this input belonged to the canola production process with
331.00 kgCOyq ha! and 46 % and wheat production with
262.22 kgCOyeq ha! and 22.4 %, respectively. The manure
input was the second greatest contributor to GHG emissions in
all investigated agro-systems. The input had the highest GHG
emissions with 234.83 kgCO,q ha! in the barley production,
while the canola production with 227.89 kgCOxeq ha™! had the
lowest emission. According to Figure 1, the two inputs of
diesel fuel and manure contributed to 77.6 % to 82.6 % of
total GHG emissions, in producing autumn rainfed crops in
Mazandaran province. The manure input had a high
consumption in autumn rainfed agro-systems in this region,

such that, according to Table 2, the average consumption of
this input in all investigated agro-systems was about 5,000
kg ha'!. Chemical fertilizers ranked third in GHG emissions in
all studied agro-systems. The GHG emission from this input
in canola production with 89.77 kgCQOzeq ha™! and 12.4 % was
the highest and in barley production, with 52.80 kgCOxeq ha’!
and 8.5 % was the lowest. In this province, farmers use a
combination of manure and chemical fertilizers to feed farms.
Therefore, the consumption of chemical fertilizers in the
production of rainfed crops in this region was much lower
than that in similar studies [11, 40]. Other studies have
reported that the simultaneous use of manure and chemical
fertilizers can result in a significant reduction in chemical
fertilizers consumption [41, 42]. The GHG emissions of the
two inputs of agricultural machinery and biocides also were
the lowest in the studied agro-systems. According to Table 4,
the GHG emissions from consuming these inputs in the canola
production were the highest and in the production of triticale
and wheat were the lowest. Overall, the results indicated that
canola had the highest GHG emissions, while wheat had the
lowest GHG emissions among studied crops. Therefore, the
GHG emissions from all inputs consumption except manure
for canola were higher than those for other investigated agro-
systems.

Table 4. Consumed inputs and GHG emissions of autumn rainfed agro-systems

Variables Consumed inputs (Unit ha) GHG emissions (kgCOzeq ha'l)
Wheat | Barley | Canola | Triticale Wheat | Barley | Canola | Triticale
Inputs
Machinery (MJ) 6.66 8.22 9.39 6.18 29.66 36.60 41.80 27.50
Diesel fuel (kg) 95.01 97.84 119.93 103.96 262.22 270.04 331.00 286.93
Biocides (kg) 3.51 4.82 5.14 4.73 19.16 25.68 29.92 25.08
(a) Herbicides 1.94 2.48 3.88 2.37 12.12 15.63 24.42 14.92
(b) Insecticides 0.69 0.78 0.48 0.78 3.51 3.96 2.44 3.99
(c) Fungicides 0.88 1.56 0.78 1.58 3.43 6.09 3.06 6.18
Chemical fertilizers (kg) 316.78 288.70 570.80 352.81 60.84 52.80 89.77 56.81
(a) Nitrogen 169.54 165.77 402.63 215.30 15.26 14.92 36.24 19.38
(b) Phosphorous 81.98 68.94 89.55 90.84 12.30 10.34 1343 13.63
(c) Potassium 65.26 54.00 78.62 46.67 33.28 27.54 40.10 23.80
Manure (kg) 5031.71 5082.85 4932.73 5028.25 232.46 234.83 227.89 232.31
Seed (kg) 257.76 212.35 6.85 228.92 - - - -
Human labor (h) 7.17 7.92 12.82 6.92 - - - -
Total GHG emissions - - - - 604.34 619.94 720.38 628.62
Output
Yield (kg) 3476.99 2486.33 2526.82 3538.81 - - - -
100%
80%
o 60%
50
s
=
% 40%
(=W
20%
0%
Wheat Barley Canola Triticale
@ Machinery @ Diesel fuel O Biocides @ Manure @ Chemical fertilizers

Figure 1. Share of GHG emissions of consumed inputs in wheat, barley, canola, and triticale productions
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The GHG emissions from autumn rainfed agro-systems were
also investigated in terms of crop years (Figure 2). The results
for wheat production revealed that although the total GHG
emissions varied over three years, the differences were not
significant. According to Figure 2(a), the emissions from all
inputs were equal every three years, and only the input of
chemical fertilizers in the second year had a higher GHG
emission rate than in other years. The results of the study of
barley production claimed that the total GHG emissions of the
second year (666.2 kgCOxq ha'!) were estimated significantly
higher than in the other two years. According to Figure 2(b) in
the second year, GHG emissions of diesel fuel, chemical
fertilizers, and agricultural machinery inputs were higher than
in the other years. Figure 2(c) depicts the results of studying

700
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600 606.1 a
= 500
=
S 400
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2 300
200
100
0
First year Second year  Third year
(2016-17) (2017-18) (2018-19)
EDiesel fuel ®Fertilizers @ Machinery
® Biocides = Manure
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0
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®E Diesel fuel ®Fertilizers EMachinery
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the canola production, where although the GHG emissions of
diesel fuel, manure, and agricultural machinery in the first
year were greater than the other years and the total GHG
emission in the third year (740.6 kgCOxq ha!) was obtained
to be more than that in other years. The difference can be
associated with the higher GHG emissions of biocides and
chemical fertilizers in the third crop year. However, overall,
the difference in GHG emissions was not significant in
different years. The results of studying the triticale production
(Figure 2(d)) also highlighted that although the total GHG
emissions were higher in the third year, this difference was
not significant. The difference can be associated with the
higher GHG emissions of biocides and chemical fertilizers in
the third crop year.
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P 500
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® Biocides E Manure
d (Triticale)

Figure 2. The GHG emissions of consumed inputs in (a) wheat, (b) barley, (c) canola, and (d) triticale production during three crop years (2016-
2019) in Mazandaran province

3.2. Economic analysis

Table 5 presents the economic indicators and production costs
of autumn rainfed crops in Mazandaran province. The total
production costs for wheat, barley, canola, and triticale were
623.20, 596.81, 671.41, and 597.64 $ ha’!, respectively.
Barley had the lowest and canola had the highest production
costs. The gross income of producing these crops was found
to be 1490.14, 947.17, 1949.26, and 1263.86 $ hal,
respectively, in which canola had the highest gross income

and the lowest value of the indicator belonged to the barley
production system. In general, among the rainfed autumn
crops in this region, canola had the highest production costs as
well as the highest gross income. The economic analysis of
crops in Moghan Plain indicated that canola had the highest
production costs and income, while the values for barley were
lower than canola and wheat [43].

Figure 3 depicts the contribution of consumed inputs to the
production costs for investigated agro-systems. Examining the
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variable costs revealed that seed, chemical fertilizers, manure,
and agricultural machinery were among the costliest inputs in
all the investigated agro-systems. In wheat production, seed
and manure had the highest costs, with 150.36 and 119.80
$ ha'!, respectively, and with a total share of 51.1 %. In wheat
production, the average seed consumption was approximately
258 kg ha'l, which was higher than that of the wheat
production systems in other parts of Iran [26, 40]. In barley
production, manure input with 121.02 $ ha! and 23.9 % had
the highest production costs. Agricultural machinery and seed
inputs with 23.2 % and 18 %, respectively, were among the
most expensive inputs in the production. In another study on
barley production, it was reported that seed input was one of
the most consumed inputs [44]. In canola production,
chemical fertilizers with 151.66 $ ha' and 26.6 % had the
highest production costs due to the high consumption of
nitrogen fertilizer. Accordingly, the highest costs associated
with the chemical fertilizers belonged to the nitrogen fertilizer
with 95.86 $ ha™! for the consumption value of 402.63 kg ha™..
The consumption of chemical fertilizers in this study was
found to be higher than that in other regions of Iran [13, 45].
In general, the high nutritional needs of canola to nitrogen
fertilizer [46] and the semi-mechanized distribution systems
of spreading nitrogen fertilizer (using fertilizer broadcaster) in
farms increased the consumption of this input. In this regard,
by using a proper combination of manure and chemical
fertilizers, the consumption of this input can be reduced [42,
47]. In the triticale production system, similar to wheat, the
two inputs of manure and seeds with 119.72 and 109.01 $ ha’!,
respectively, and with a total share of 45.1 % had the highest
production costs.

Biocides, human labor, and diesel fuel were also in the next
ranks of production costs for all the investigated crops.
Although biocides were responsible for the lowest GHG
emissions, their contribution to the production costs was

significant due to the high consumption rates of herbicides in
all studied agro-systems. In other words, according to Table 5,
the cost of herbicides was at least two times higher than that
of fungicides and insecticides. The lowest costs also belonged
to the diesel fuel. This input was the highest contributor to
GHG emissions in all the investigated crops. However, the
contribution of diesel fuel to production costs varied from 1.3
to 1.5 % and it results from low price of diesel fuel and
consequently, high and overuse of this input in Iran. Similar
findings are also reported in previous studies on various crop
production systems in the same region [28, 48] (Esmailpour-
Troujeni et al., 2018; Mirkarimi et al., 2021).

Assessing the economic indicators revealed that the net
income of wheat, barley, canola, and triticale was 866.94,
350.37, 1,277.85, and 666.22 $ ha'!, respectively. The average
benefit to cost ratio of these crops was also 2.39, 1.59, 2.90,
and 2.11, respectively. The results of these two indicators
indicated the high profitability of canola production and the
low profitability of barley production. The economic
productivity of these crops was also estimated at 5.85, 4.17,
3.76, and 5.92 kg ha’!, respectively, indicating that for every
dollar spent on production, more wheat and triticale were
produced. Overall, the results of studying economic indicators
highlighted that canola and barley had the highest and lowest
profitability among autumn rainfed crops, respectively.
Unakitan et al. [49] in assessing the canola production in
Turkey, reported that the crop production in Turkey was
highly profitable. They found the benefit to cost ratio and net
income in canola production to be 2.09 and 916.63 $ ha’!,
respectively, which was less than that of the current study.
Mousavi-Avval et al. [45] in the economic assessment of
canola production in three different farm sizes in northern Iran
stated that the maximum values of benefit to cost ratio and net
incomes were 1.59 and 532.81 $ ha’, indicating high
profitability of canola production.

Table 5. Production costs and economic indicators of wheat, barley, canola, and triticale

Items | Unit | Wheat | Barley | Rapeseed | Triticale
A. Inputs
1.Machinery $ ha'! 95.18 117.44 134.12 88.24
2.Human labor $ ha'! 15.37 16.98 27.48 14.82
3.Ch fertilizers $ ha'! 89.05 80.09 151.66 96.05
(a) Nitrogen $ ha'! 40.37 39.47 95.86 51.26
(b)Phosphorous $ ha! 25.37 21.34 27.72 28.12
(c) Potassium $ ha'! 23.31 19.29 28.08 16.67
4.Seed $ ha'! 150.36 91.01 57.07 109.01
5.Biocides $ ha'! 51.58 72.25 72.64 71.22
(a) Herbicides $ ha'! 25.85 33.07 51.68 31.57
(b) Insecticides $ ha'! 10.00 11.28 6.95 11.35
(c) Fungicides $ ha! 15.73 27.89 14.02 28.29
6. manure $ ha'! 119.80 121.02 117.45 119.72
7 Diesel fuel $ ha! 6.79 6.99 8.57 7.43
B. indices
Variable cost $ ha! 528.13 505.77 569.0 506.47
Fixed cost $ ha'! 95.06 91.04 102.42 91.17
Total cost $ ha! 623.20 596.81 671.41 597.64
Sale price $ kg! 0.43 0.38 0.77 0.36
production value $ ha! 1490.14 947.17 1949.26 1263.86
Benefit to cost ratio - 2.39 1.59 2.90 2.11
Eco-productivity kg $! 5.58 4.17 3.76 5.92
Gross income $ ha'! 962.01 441.41 1380.26 757.39
Net income $ ha'! 866.94 350.37 1277.85 666.22
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Figure 3. The share of consumed inputs in the average production costs of wheat, barley, canola, and triticale

Figure 4 depicts the share of each input in the production cost
of autumn rainfed crops in terms of different crop years. In
wheat production (Figure 4(a)), however, production costs in
the first and second years were higher than in the third year
and the differences were not significant. The reason for this
difference was the higher cost of two inputs of agricultural
machinery and chemical fertilizers, respectively, in the first
and second crop years. In barley production (Figure 4(b)), it
can be stated that the total production costs for the second
year with 644.1 $ ha'! were significantly higher than the first
year with 547.9 $ ha’'. Therefore, the costs of all inputs,
except seed and manure, were higher in the second year than

in the first year. According to Figure 4(c), the results of the
study on canola revealed that there was no significant
difference between production costs in three years and the
consumption of inputs in different years was almost equal.
The study on triticale also indicated an upward trend in
production costs over three years (Figure 4(d)). Thus, total
production costs for the third year (639.4 $ ha') were
significantly higher than the first year (568.7 $ ha!). Overall,
the results of the study on production costs in different years
pointed out that the two crops of wheat and canola had the
least changes in production costs and the two crops of barley,
while triticale, had significant changes in production costs.
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Figure 4. Share of consumed inputs in the production costs of (a) wheat, (b) barley, (c) canola, and (d) triticale

3.3. EF Indicator analysis

Figure 5 presents the EF value of investigated autumn rainfed
agro-systems in Mazandaran province. The EF values for
producing wheat, barley, canola, and triticale were calculated
as 1.43, 0.57, 1.77, and 1.06 $ kgCOsq!, respectively,
resulting in the highest EF value of canola production.
However, GHG emissions from canola production were
higher than other crops (according to Table 3), the EF value of
canola production was the highest. It can be associated with
the higher net income of canola production. According to
Table 4, the net income of canola production was about four
times higher than that of barley production and about two-fold
higher than that of triticale production. In general, by reducing
GHG emissions and increasing net income, the EF value could
be increased in the production of these crops. In the study of
rapeseed and sunflower production in Italy, the maximum
values of EF were reported to be 0.82 and 0.30 $ kgCOxq’!,
respectively [50], which was much lower than that of autumn
rainfed crops in Mazandaran province. The EF value of
sugarcane production in Thailand was determined to be 2.8
$ kgCOxeq! [51] and higher than that of the investigated agro-
systems in the current research.
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Figure 5. The EF value of wheat, barley, canola, and triticale
production systems, on average

The EF value of the investigated agro-systems in terms of
different crop years is presented in Table 6. Accordingly, the
difference between the EF values in three years was
significant for wheat and barley, while it was not significant
for canola and triticale in different years. The EF values of
wheat production in the second and third years were higher
than in the first year, and for barley in the second year was
much higher than in the first and third years, which was
significant at a 5 % level. In general, the EF values in all
investigated agro-systems were higher in the second year than

in the first year, which can be due to the weather conditions
and the amount of annual rainfall in the region.

Table 6. The EF value of wheat, barley, canola, and triticale
production per hectare ($ kgCO2zeq™")

EF (Based on net income)
Crop 1%t year 2" year 3" year
(2016-2017) (2017-2018) (2018-2019)
Wheat 0.94° 1.822 1.532
Barley 0.10° 1.152 0.37°
Canola 1.522 2.082 1.732
Triticale 0.83* 1.01° 1.33?

4. CONCLUSIONS

The study investigated the sustainability of autumn rainfed
agro-systems (wheat, barley, canola, and triticale) in northern
Iran using the EF indicator. The investigated inputs included
seed, human labor, manure, diesel fuel, agricultural
machinery, chemical fertilizers, and biocides in three crop
years of 2016-2019. GHG emissions from inputs were
obtained through GHG emission coefficients, and the EF was
estimated based on the ratio of the net income indicator to the
environmental impact indicator. The total GHG emissions
from wheat, barley, canola, and triticale production were
determined to be 604.34, 619.94, 720.38, and 628.62
kgCOaq ha'!, respectively, in which the diesel fuel had the
highest GHG emissions in all the investigated agro-systems.
In general, canola had the highest GHG emissions, while the
lowest GHG emissions belonged to the wheat production
system. The GHG emissions from all inputs consumption
except manure for canola production were higher than those
for other investigated crops production systems. In the wheat
and triticale production systems, the semi-mechanized sowing
system caused increase in the consumption and cost of seeds,
and in the canola production, use of the semi-mechanized
system for distributing the nitrogen fertilizer (using fertilizer
broadcaster) in farms was the most effective factor in
increasing the chemical fertilizers consumption. In
determining the economic indicators, the net income of wheat,
barley, canola, and triticale production was found to be
866.94, 350.37, 1277.85, and 666.22 $ ha’!, respectively, and
the average benefit to cost ratios of these products were 2.39,
1.59, 2.90, and 2.11, respectively. The results of these two
indicators presented high profitability of canola production
and low profitability of barley production. The EF values for
wheat, barley, canola, and triticale production systems were
determined to be 1.43, 0.57, 1.77, and 1.06 $ kgCOxq,
respectively, in which canola had the highest EF value. In
conclusion, canola can be recommended as the most
sustainable crop in terms of economic and environmental
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points of view. Further research is required to investigate the
third pillar of sustainability of the investigated production
systems as the social aspect.
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The effectiveness of trailing-edge flaps and microtabs in damping 1P-3P loads has been proven through a
series of research work during the past decade. This paper presents the results of an investigation into the
effectiveness of these devices in power enhancement and power control for responding to the issue of where
these devices can be used with dual function of load and power control on a medium size turbine. The 300
kW-AWT27 wind turbine is used as the base wind turbine and the effects of adding trailing-edge flaps and
string of microtabs of different lengths positioned at different span locations on the aerodynamic performance
of the rotor are studied. In each case, the wind turbine simulator WTSim is used to obtain the aerodynamic

Keywords: . o . .
Mii/rotab, performance measures. In the next step, the original blade twist is redesigned to ensure that the blade is
Trailing Edge Flap, optimized upon the addition of these active flow controllers. It is found that blades equipped with flaps can
Smart Blade, increase the annual average power and reduce the blade loading at the same time for constant speed and

Power Control, variable speed generators. Power enhancement is more visible on constant speed rotors, while load reduction is

Load Alleviation, more significant on variable speed rotors. To achieve constant speed rotors, an average power enhancement of

WTSim around 12 % is achieved for a flap of size 25 % of the blade span located at about 72 % of the blade span.
Microtabs are less effective in power control and can improve the produced power only by a few percentage
points.

https://doi.org/10.30501/jree.2021.291397.1220

existing and well-established fixed-wing and rotary wing
aircraft systems, and some specifically developed for wind
turbines. A review of the state-of-the-art research in this field

1. INTRODUCTION

Power and aerodynamic load control systems in wind turbines

have multiple functions. All wind turbines need a power
control system, which improves the extracted wind power at
wind speeds below the rated wind speed and regulates the
power at its rated value above the rated wind speed. In large-
scale wind turbines, the blades experience significant loads.
Hence, load alleviation becomes also a function of control
systemin order to reduce the quasi-steady loads on blades due
to gradual change in wind speed or in azimuth angle and/or to
damp unsteady fluctuating loads, which are mainly produced
by wind turbulence. Reducing fatigue loads produced by
cyclic or stochastic forces due to tower shadow, yaw
misalignment, wind shear, wind turbulence, and the wake
effects of other turbines can result in a significant reduction in
cost [1]. This remains a motivation for many research works
during the past two decades, with growing interests in the past
few years. These research works have focused on a variety of
concepts for load reduction, some rooted in the already

*Corresponding Author’s Email: alireza.maheri@abdn.ac.uk (A. Maheri)
URL: https://www.jree.ir/article 145119.html

can be found in [1-3].

Conventional and some of the nonconventional power and
load control mechanisms are shown in Figure 1. The control
systems shown in this figure use different controlling
parameters to control the power and/or load. Since the power
extracted by a blade is in close relation to the aerodynamic
load on the blade, some of these control systems inherently
affect both power and load. The control parameters are blade
span, aerofoil topology, and blade twist. Some of these control
systems respond only to wind variations on large time scales,
while some others have a shorter response time and can,
therefore, be used for controlling the effect of wind variations
with smaller timescales.

Controllers affecting the blade twist influence the
performance of wind turbines by varying angles of attack a
and the flow kinematics. As shown in Figure 1, the angle of
attack depends on the inflow angle ¢, elastic twist of the blade
Be, blade pretwist By, and pitch angle pitch. Collective and
individual pitch control systems employ pitch as the
controlling parameter. Bend-twist or stretch-twist adaptive

(https://doi.org/10.30501 /jree.2021.291397.1220).
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blades control the performance by the blade elastic torsional
displacement (3¢ which is produced as a result of elastic
coupling in the blade material. Those controllers affecting the
cross-sectional topology of the blade (e.g., via morphing or
deploying an active flow controller) affect the form of the
function f relating the aerodynamic coefficients C, Cp, and
Cw to the flow kinematics.

Most of modern wind turbines use individual pitch control
systems for alleviating loads of 1P (rotor rotational frequency)
[4] up to 3P [5]. However, these systems do not have any
significant impact on stochastic loads with higher frequencies.
Furthermore, IPC exacerbates pitch actuations leading to an
increase in wear and risk of failure of the blade-root
connection. On the other hand, smaller active flow controllers,
such as microtabs and trailing edge flaps, modify the flow
kinematics locally instead of changing the flow kinematics
around the entire of the blade [6, 7]. This led the researchers
to investigating the potential benefits of implementation of
these active flow controllers as auxiliary control surfaces for
providing more effective load alleviation, particularly in
damping fluctuating and stochastic loads with higher
frequencies [8-13].

Power/Blade load Control Systems

Affecting Blade Performance

e ZEEL
| Elastic Pitch
Twist Angle
| I
R -

Telescopi Morphing Adaptive
c Blades Aerofoil Blades

v
=

Microtab  Flap

Individual Conventional

{Cy,, Cp, Cy} = f(0) a =@ — Be — By — pitch

Figure 1. Different control systems affecting blade performance

Although the results of the above-mentioned studies have
proven the potentials of these active flow controllers in load
alleviation, utilization of these devices may take some time to
be realized due to two main drawbacks of these systems. First,
the integration of active flow controllers in wind turbine
blades makes the blade manufacturing process more
complicated due to required alteration in the process,
particularly necessary modifications in moulding process and
adding precise machining. Second, the integration of active
flow controllers in wind turbine blades means the addition of
moving mechanical parts to the structure of the blade. The
maintenance and reliability of these systems become another
concern for blade manufacturers.

Given that the previous research has focused on load
alleviation and assumed that active flow controllers are
accompanied by the main controller such as pitch system (for
instance, see [14]) with the function of improving power at
low winds and regulating the power at high winds, the
capability of these devices in power control has not been
investigated thoroughly. If these systems are capable of
controlling the power as well as load alleviation, there will not
be a need for the main control system and significant cost
saving over the lifespan of the wind turbine can be achieved.

This issue together with their proven potential in load
alleviation and extension of the lifespan of the blades could
circumvent the above-mentioned drawbacks. Ebrahimi and
Movahhedi [15] conducted a numerical simulation of the
performance of microtabs in improving the power of a 20-kW
stall-regulated wind turbine below rated wind speed. Their
results show some improvement in the average power for this
small wind turbine. However, the issue of the suitability of
microtabs for larger wind turbines remains unanswered.

In view of the above discussion, this paper aims to
investigate the potential benefits of these control systems in
power enhancement and regulation and to explore the
possibility of using these devices as the only controlling
systems with both functions of load alleviation and power
regulation.

2. BLADES UTILIZING NONCONVENTIONAL CONTROL
SURFACES

A wind turbine blade is defined by its span, chord, pretwist,
aerofoil, and maximum thickness distributions:
{R, c(r), Bo(r), AF(r), tax(M)}. Three more parameters,
namely inboard radial location Rgg, outboard radial location
REe, and width of the flap as a fraction of the chord length at
the centre of the flap dg = dp/cp, are also required to define
the location and size of the flap. These parameters are shown
in Figure 2.
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Figure 2. Blade with trailing edge flap

Once a flap is deployed by an angle of &g, it changes the
flow kinematics around the blade at that location. This leads
to a change in local lift and drag coefficients ACy|s, and
ACDlSF:

ACL|<‘SF = CLlﬁp - CLlﬁp:O (L.a)
ACD|<‘SF = CD|6F - CD|6F:0 (L.b)

where, Cy|s, and Cpls, are the aerodynamic coefficients at
that deployment angle &g, and Cy|s,—o and Cpls,=o are the
original aerodynamic coefficients (6 = 0). Besides the
deployment angle, AC;, and ACp, depend on the aerofoil shape,
flap width, and the angle of attack of the aerofoil a.
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In case of blades equipped with microtabs, five parameters are
required to define a string of microtabs on a blade. These
parameters are the inboard and outboard radial locations of the
string of microtabs Ryt s and Ryt e; normalized distance from
the leading edge dyr = dyr/cumt; microtab length syt and
actuation height hyp = hyr/cyr. The distance from the
leading edge and the actuation height are normalized by cyr,
which is the chord length at the centre of microtab. These
parameters are shown in Figure 3.

Each microtab, in a string of microtabs, depending on its
location can get two positions. Microtabs on the suction side
of the aerofoil can be deployed upward only (coded by -1),
while those on the pressure side of the aerofoil can be
deployed downward (coded by +1). A deployed microtab
changes lift and drag coefficients. These changes can be
presented as follows:

ACy |t = Crlmr — Crlvr=0; MT € {1, +1} (2.2)
ACplmr = Cplmr — Cplmr=0; MT € {—1,+1} (2.b)

where, ACy |yt and ACp|yr are the variations in aerodynamic
coefficients as a result of the deployment of a microtab on the
suction side (MT = —1) or pressure side (MT = +1); Ci|uT
and Cp|y are the aerodynamic coefficients; and Cy |yr=¢ and
Cplmr=0 are the original aerodynamic coefficients without the
presence or the deployment of microtabs. The amount of
changes in lift and drag coefficients, AC;, and ACp, depends on
the local angle of attack, a, microtab location dyp, and
actuation height hyt. An undeployed microtab in its neutral
position has no effect on the flow kinematics.
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Figure 3. Blade with a string of microtabs

The analysis tool used for this study, WTSim (Wind Turbine
Simulator), has a BEMT-based (blade element momentum
theory) aerodynamic module and a controller simulator. This
tool is capable of simulation of wind turbines with
conventional and nonconventional blades (adaptive blades,
telescopic blades, and blades equipped with active flow
controllers). WTSim calculates the wind turbine aerodynamic
performance, including the blade and rotor aerodynamic
loads, blade internal forces, the rotor mechanical power in a
given operating condition, and the annual average power.
More information on the application of WTSim and the
background theory of simulating smart blades can be found in
[16] and [17], respectively. The BEMT module in WTSim is a
modified version of that reported in [18] and [9]. The original
version uses axial induction factor convergence algorithms
[19, 20] and is evaluated against WTPerf in [18] and against

FAST and DU _SWAMP in [9] for conventional blades. This
module has been modified for blades equipped with microtabs
and trailing edge flaps.

For this study, the lookup tables for AC;, and ACp due to the
presence of mictotabs and flaps are obtained using XFOIL
[21].

3. PRETWIST MODIFICATION

Since the addition of microtab or flap to the blade changes the
flow kinematics around the blade, the original topology will
not be optimum anymore. That is, we need to redesign the
blade to ensure it is optimized for the new purpose. However,
if we redesign the entire of the blade topology (chord,
pretwist, and aerofoil distributions) and the rotor radius, we
lose our ground for evaluating how much of the improvement
results from the added active controller. Therefore, this study
redesigns the pretwist distribution only. The pretwist has the
highest effect on the flow kinematics around the blade; on the
other hand, changing the pretwist does not directly lead to a
change in the blade mass (as opposed to changing the chord
and aerofoil distribution or rotor radius).

In all cases, the blade is modified to ensure that the full
potential of active flow controllers is achieved without
increasing the cost or the mass of the blade (except for the
added cost or mass of the active flow controller itself). The
optimization problem is, therefore, formulated as follows:

max P, = f‘}’i ° P(V)R(V)dV (3.2)
subject to:

P < Prated (3.b)
Mplade,opt = Mplade,original (3.0

where P,, is the annual average power produced by the wind
turbine if installed on a site with an average wind speed of
Vav, P(V) is the rotor power at wind speed V, R(V) is the wind
speed probability density function, V; and V,, are the cut-in and
cut-out velocities, respectively, P.ateq 1s the rated power, and
Mypa4e 18 the mass of the blade. Generally speaking, to ensure
that Constraint (3.c) above is satisfied, we need to analyze the
blade both aerodynamically and structurally. However, since
the rotor radius and the chord and aerofoil distributions
remain the same as the original blades, there is no need to
increase the thickness of the blade shell and, hence, increase
the mass of the blade if the loading on the optimized blade is
equal to or less than the loading on the original blade. In other
words, Constraint (3.c) is automatically satisfied if the
following constraint on the flap bending moment, as the
dominant load, is satisfied:

Mflap,opt = Mﬂap,original (3~d)

By replacing Constraint (3.c) with Constraint (3.d) and
keeping the rotor radius, chord and aerofoil distributions
constant, there is no need to include any structural analysis in
the optimization process. This study calculates the average
power based on a Rayleigh probability density function and
site average wind speed of V,, =57m/s and cut-in and
cut-out velocities of V; = 5 m/s and V, = 25 m/s, respectively.

The optimization tool employed for solving this
optimization problem is a Genetic Algorithm (GA) that
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requires the BEMT module and the controller simulator for
evaluating the design candidates (for calculating P(V),
Mgap(V), and (P,y ). The GA has special features such as
geometric crossover for better exploitation of the solutions,
dynamic mutation, and semi-heuristic initial population
generation [22, 23]. A chromosome containing the
aerodynamic design variables of a blade is a string of real
numbers, integer numbers/coded parameters representing the
chord, pretwist, and aerofoil distributions at some design
points (ngp) along the span of the blade. For blades equipped
with mictotabs and flaps, assuming that the size and
chordwise locations of these flow controllers are fixed, their
span locations (Rgs, Rge, RuTs, RMT,e) are also added to the
set of design variables.

4. POTENTIALS OF TRAILING EDGE FLAPS IN POWER
ENHANCEMENT AND REGULATION

AWT?27 wind turbine is adopted as the baseline turbine for
this study. It is a two-bladed stall-regulated constant-speed
wind turbine with a rotor diameter of 27.4 m. The blade
profile is made of S800 series aerofoils. The rotor produces a
rated power of about 300 kW at a rotor speed of 53.3 rpm.
This turbine is a well-known research wind turbine with its
technical data available in the public domain (e.g., see [24]).
The advantage of AWT27 over newer research wind turbines
such as variable-speed pitch-controlled NREL SMW turbine is
due to its type. A stall-regulated constant-speed turbine makes
an ideal test case for studying the power control capabilities of
control systems under investigation as it does not have any
form of active control in place.

We deal with three design variables when conducting a
design optimization of blades equipped with trailing edge
flaps. These parameters are blade pretwist distribution, flap
location, and flap length. As shown in Figure 2, parameter
(Rpe — REg) is the flap length and 0.5(Rge + Rgj), the radial
location of the centre of the flap, represents the flap location.
Here, the length of the flap is limited to 5 % of the rotor radius
to restrict the added mass and cost. Since the inner parts of the
blade are aerodynamically less effective and since the flap
cannot be installed at the tip of the blade, the position of the
flap is limited between 60 % and 95 % of the rotor radius. The
optimization problem of (3) is reformulated as follows:

max P, = f(X) (4.2)
where

X = {Bo(r), Rgs, Rpe} (4.b)
subject to:

P < Prated (4.c)
Mfap,opt < Mfap,original 4.d)
Rgs = 0.6R (4.e)
Rpe < 0.95R 4.9
Rpe — Rps < 0.05R (4.2)

The pretwist distribution B,(r) is defined using ng, =5
design points. The width of the flap df is considered as 10 %
of the local chord cg, where cg is the chord @ 0.5(Rge + Rgs).

The flap deployment angle is assumed to be limited to the
lower and upper limits of 20 degrees: 8y = —20° and &g, =
+20°.

The optimum solution is found to have a pretwist
distribution, as shown in Figure 4.a, with a flap extended
between 70-75 % of the rotor radius. Figures 4.b through 4.d
show the performances of original AWT-27 without installing
flap, AWT-27 blades equipped with flap but with original
pretwist, and AWT-27 blades equipped with flap with an
optimized pretwist. It is evident that the addition of flap to the
original blades without modifying them has some positive
effect on the power capture capability (improving the average
power from 43.9 kW to 44.8 kW and showing the increase of
2.1 %). However, this slight improvement comes at a cost of
4.6 % increase in the flap bending moment at the root (176.5
kNm versus 168.7 kNm). On the other hand, comparing the
performances of the optimized blades equipped with flaps and
the original blades, we observe a significant 8.84 %
improvement in the average power (47.7 kW versus 43.9 kW)
as well as a 2.9 % reduction in the root bending moment
(163.8 kNm versus 168.7 kNm).

The behavior of the power curve of Figure 4.b for blades
equipped with flap and optimized pretwist suggests that flap
can be used instead of traditional pitch control system to
regulate the rotor power at wind speeds above the rated speed.
This is consistent with the behavior of blade root bending
moment curve shown in Figure 4.d, in which the bending
moment increases to its maximum value at a rated wind speed
(similar to pitch-controlled rotors) and, then, decreases at
higher wind speeds. A slight reduction in power curve at wind
speeds above 23 m/s and increase in blade bending moment
for wind speeds above 20 m/s result from flap saturation. A
perfect power regulation and a continuous bending moment
reduction at higher wind speeds (similar to pitch-controlled
rotors) can be achieved by using a bigger flap or allowing
higher deployment angles beyond +20°.
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The optimization problem (4) can be also solved in the case of
variable speed rotors, where all parameters are the same as
those used in the case of constant speed rotor except the rotor
speed which is treated here as a controlling parameter. For
simulating the rotor speed, the following parameters are used:
O, =30rpm, Q, =65rpm, and €3 = 0.1rpm. For the
variable speed rotor, the optimum solution is found to have a
pretwist distribution, as shown in Figure 5.a, with the
optimum flap location between 70-75 % of the rotor radius.
Figures 5.b to 5.d show the performance of the unit with
original blades, original blades with flap, and optimized blade
with flap.
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As expected, in the case of turbines with variable speeds,
since the dominant controlling parameter is the rotor speed,
the contribution of other active flow controllers, such as
trailing edge flaps, in improving the energy capture capability
is very small. This contribution, however, increases notably as
a result of optimization (here, a 4.8 % increase in the average
power from 49.7 kW to 52.1 kW). Moreover, with reference
to Figure 5.d, one can see that the blade optimization leads to
the reduction of blade loading as well (here, 9.6 % from 187.3
kNm to 169.2 kNm). Moreover, the same argument regarding
flap saturation and its effect on the behavior of blade root
bending moment curve can be made for rotors with variable
speeds.

4.1. Parametric study

Reference [25] reports the results of a parametric study on
exploring the potential benefit and effect of using trailing edge
flaps on constant speed rotors. Here, by adopting the same
approach, the effect of the size and location of flap on the
power capture capability of variable speed rotors is
investigated for 11 cases of different flap sizes and locations,
as shown in Table 1. For each case, the optimum pretwist is
found upon solving an optimization problem similar to that of
(5.a), in which X = {B,(r)} with Constraint (5.c) as the only
constraint applied. The results of performance simulation are
shown in Figures 6 and 7.

In Figure 7.a, all flaps start at 60 % of the rotor radius
(Cases 1 and 8 through 11 in Table 1). In Figure 7.b, all flaps
have a span of 5 % of rotor radius (Cases 1 through 7 in Table
1). By using the data shown in Figure 7, the share of blade
pretwist optimization in the power enhancement is shown in
Figure 8.
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Table 1. Studied flap lengths and flap locations (in % of R)

Flap location | Flap length
Case R R
s ¢ |0.5(Rpe +Rps) | Rpe = Res

1 60 65 62.5 5
2 65 70 67.5 5
3 70 75 72.5 5
4 75 80 77.5 5
5 80 85 82.5 5
6 85 90 87.5 5
7 90 95 92.5 5
8 60 70 65.0 10
9 60 75 67.5 15
10 60 80 70.0 20
11 60 85 72.5 25
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In view of these results, the following conclusions can be
drawn:

For CS rotors, the size of the flap has a significant effect
on the amount of enhancement in the average power. This
effect, however, reduces dramatically as the size increases
(also reported in [25]).

For CS rotors, the location of flap is a key parameter
influencing the amount of improvement in the power
extraction. The best location for placing a flap is at about
70 % of the blade span from the root of the blade (also
reported in [25]).

In contrast to CS rotors, neither the location of the flap
nor its size affect the performance significantly. This is
mainly due to having a rotor speed as the dominant
controlling system in place.

Effect of flap on CS is greater than that of flap on VS.
Contribution of the pretwist optimization to enhancing the
power capture capability in both CS and VS rotors is
significant. Contribution of the blade optimization in VS
rotors is greater than that in CS rotors.

Optimization has the highest effect on shorter flaps located

towards the tip of the blade. This is due to the facts that the
outer parts of the blade are aerodynamically more sensitive
and that flow kinematics can be more optimized locally
around shorter flaps.
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5. POTENTIALS OF MICROTABS
ENHANCEMENT AND REGULATION

IN POWER

Since we are using a string of microtabs over a portion of the
blade rather than a single microtab, the length of the string
does not make a meaningful design variable. The reason is
that some part of the string (the inner parts) might be always
in a neutral position with no effect on the power. Therefore,
we assume that the string of microtabs has a fixed length of
20 % of the span, extended from Ryrs = 0.7R to Ry = 0.9R.
The optimization problem of (4) is then reformulated as
follows:

max P, = f(X) (5.2)
where

X ={Bo(n)} (5.b)
subject to:

P < Prated (5.0)
Mfiap,opt = Mfiap,original (5.d)

Using dyp = 80 % and dyt = 95 % of the chord from the
leading edge on the upper and lower surfaces, respectively,
with an actuation height of hy;r = 3.3 % of the chord length,
the blade is optimized for pretwist, as shown in Figure 9.a.

In Figures 9.b and 9.c, the curves representing the baseline
blade and the baseline blade with microtabs are almost
identical. With reference to Figure 9, it is evident that the
baseline blades extract more or less the same amount of
power, with or without microtab, unless the pretwist is
optimized. The pretwist optimization leads to some
improvement of 4.2 % in the average power (45.7 kW versus
43.9 kW).

By repeating the optimization problem above for the case of
variable speed rotor, no improvement was observed due to the
dominance of the rotor speed as the controlling parameter.
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Figure 9. Microtab on optimised blades

6. SUMMARY AND CONCLUSION

Active flow controllers such as trailing edge flaps and
microtabs were proposed and developed for damping 1P-3P
cyclic and stochastic loads on wind turbine blades. Their
effectiveness in load alleviation and their potential in
increasing the lifespan of blades were proven through a series
of researches during the past decade. This paper explored the
effectiveness of these devices in power enhancement at low
winds and power regulation at high winds towards answering
the issue of whether these devices can be used with the dual
function of load and power control.

The constant-speed stall-regulated 300 kW AWT 27 wind
turbine was adopted as the case for studying the effect of
trailing edge flaps and microtabs on power enhancement at
low winds and power regulation at high winds. In all cases,
the pretwist of the blades was optimized to ensure that the full
potential of active flow controllers is realized without
increasing the cost and mass of the blade (except for the added
cost or mass of the active flow controller itself). The
optimization objective was taken as the annual average power
(to be maximised) with constraints on power (for power
regulation) and flap bending moment of the blades at root (to
ensure that the mass of the optimized blade is not larger than
the mass of the original blade). The following conclusions can
be drawn from the results of these case studies:

e In both constant speed and variable speed rotors, adding
flaps to the original blades without pretwist optimization
has some positive effect on the power capture capability.
However, this slight improvement comes at the cost of an
increase in blade loading. Optimized blades equipped
with flaps can increase the annual average power and
reduce blade loading at the same time for both constant
speed and variable speed rotors. The effect of power
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enhancement is more visible on constant speed rotors,
while load reduction is more significant for variable-
speed rotors. In variable-speed rotors, since the dominant
controlling parameter is the rotor speed, the effect of
adding trailing edge flap on improving the energy capture
capability is lower.

For variable-speed generators, neither the position nor the
size of flap affects the extracted power significantly. On
the other hand, in the case of constant-speed generators,
the position of flap along the blade span plays a key role
in influencing the amount of improvement in the rotor
power. At the examined positions, it was found that the
best location for positioning a flap was at about 70 % of
the blade span. The flap size is also found to have a
significant effect on the average power enhancement.
However, this effect is not linear and reduces
significantly as the size of flap increases.

Contribution of the pretwist optimization to enhancing the
power capture capability in both constant-speed and
variable-speed rotors is significant. Contribution of the
blade optimization to variable-speed rotors is greater than
that to constant speed rotors. Optimization has the highest
effect on shorter flaps located towards the tip of the blade.

This is due to the facts that the outer parts of the blade are
aerodynamically more sensitive and that flow kinematics
can be more optimized locally around shorter flaps.

e Flap is much more efficient than microtabs in power
control. The baseline blades extract almost the same
amount of power, with or without microtab. However,
with an optimized pretwist, microtabs can improve the
power produced by up to 4 %.

Most likely, more improvements could be made by
removing some of the optimization constraints. For example,
removing Constraint (5.g) Rpe —Rgg < 0.05R allows the
optimizer to explore the longer flaps. The addition of chord as
a design variable in the optimization process needs conducting
a cost analysis, but makes the design space more flexible and,
therefore, provides a greater chance for finding superior
solutions in terms of power enhancement and load reduction
compared to the reported ones.
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NOMENCLATURE
AF Aerofoil index
C Chord length (m)
Cp Chord length at flap location (m)
M Chord length at microtab location (m)
Cp Drag coefficient
Cy, Lift coefficient
Cum Pitching moment coefficient
dg Flap width (m)
dyt Microtab distance from the leading edge (m)
hyt Microtab actuation height (m)
Mﬂap Blade flapwise bending moment at root (Nm)
MpJade Blade mass (kg)
pitch Pitch angle (°)
P Rotor power (W)
P, Site average power (W)
Prated Rated power (W)
R Rotor radius (m); probability density function

REe Flap outboard radial location (m)

25

REg Flap inboard radial location (m)
RyMTe Microtab outboard radial location (m)
RMT,s Microtab inboard radial location (m)
r Span location (m)
SMT Single microtab length (m)
tmax Aerofoil maximum thickness (% of chord)
A Wind speed at hub height (m/s)
V Cut in wind speed (m/s)
V, Cut out wind speed (m/s)
Viated Rated wind speed (m/s)
Greek letters
o Angle of attack
Bo Blade pretwist (°)
Be Blade elastic twist (°)
S Flap deployment angle (°)
@ Inflow angle (°)
0 Rotor speed (rpm)
Subscripts
F Flap
1 Lower limit
MT Microtab
opt Optimum
origin Original
u Upper limit
Superscript
* Normalised
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ABSTRACT

Recently, novel techniques have been developed in building industries to use solar heating and cooling
systems. The current study develops a Solar-powered Heating and Cooling (SHC) system for an office
building in Kerman and assesses the transient dynamics of this system and office indoor temperature. To this
end, TRNSYS simulation software is utilized to simulate system dynamics. The developed system comprises
Evacuated-Tube solar Collectors (ETCs), heat storage tank, heat exchanger, circulating pumps, axillary
furnace, cooling tower, single-effect absorption chiller, and air handling unit. The office indoor temperature is
assessed in two scenarios, including commonly-insulated and well-insulated envelopes, while window
awnings are used to prevent the sun from shining directly through the windows. The results illustrate that the
SHC system can meet the thermal loads and provide thermal comfort in line with ASHRAE standards. The
indoor temperature reaches 21 °C and 24 °C on cold winter and hot summer days by using the SHC system;
however, without the SHC system, the indoor temperature experiences 15 °C and 34 °C on cold and hot days,
respectively. The SHC system provides 45 °C and 15 °C supply air on cold and hot days to keep the indoor
temperature in the desired range. A thermostat monitors the indoor temperature and saves energy by turning
off the system when no heating or cooling is required. Furthermore, the ETCs can run the SHC system for a
long time during daytime hours, but the axillary heater is still essential to work at the beginning of the

morning.

https://doi.org/10.30501/jree.2021.310980.1272

1. INTRODUCTION

Buildings consume nearly 40 % of global energy, and this
demand has grown dramatically in recent years. Since fossil
fuels have been mainly used to meet this huge energy demand,
policymakers have been encouraged to utilize green energy
sources to improve sustainability and reduce greenhouse gas
(GHG) emissions. Buildings consume approximately 35 % of
total energy for Heating, Ventilation, and Air Conditioning
(HVAC) systems; hence, renewable energy-driven HVAC
systems can significantly affect and reduce required energy
demands and improve building energy performance.

In 2008, the building sector in Iran accounted for 41.9 % of
total energy demands, and this energy demand was mainly
provided by utilizing fossil fuels, including natural gas 66 %,
petroleum 20 %, electricity 2.5 %, and other sources 1.5 %
[1]. Unfortunately, renewable energy sources do not
effectively participate in meeting energy demands in this
sector. However, Iran has great potential in renewable
resources, especially solar energy, as the most affordable
renewable energy source.

*Corresponding Author’s Email: hadi.farzan@bam.ac.ir (H. Farzan)
URL: https://www.jree.ir/article 145858.html

Using renewable resources to run heating, cooling, and air
condition systems is a sustainable approach that easily
improves building efficiency [2]. However, building
efficiency is enhanced by considering a complex system
designed to provide a comfortable, safe, and attractive living
and work environment and increase its performance. This
crucial issue requires superior engineering designs such as
using sustainable and easily accessible energy resources. The
major area of energy consumption in buildings is HVAC
systems, i.e., nearly 35 % of total building energy demand [3].
In this case, there are opportunities for improving energy
performance by using solar-powered HVAC systems.
Numerous literature studies have evaluated solar-powered
HVAC systems in different technical, environmental, and
economic terms [4]. Hobbi and Siddiqui [5] designed and
evaluated a solar water heating system for a residential
building in Montreal, Canada using TRNSYS. They optimized
and sized the designed system components including collector
array area, fluid type, and heat storage tank, while employing
this approach helped them achieve a 54 % solar contribution
to meeting demands. Monne et al. [6] evaluated the efficiency
of a solar-powered cooling system consisting of a 37.5 m? flat
plate collector and a 4.5 kW absorption chiller to obtain the
impacts of cooling water temperature and generator driving
temperature on the COP of used solar-powered chiller.

Please cite this article as: Farzan, H., "Dynamic simulation of solar-powered heating and cooling system for an office building using TRNSYS: A case study in
Kerman", Journal of Renewable Energy and Environment (JREE), Vol. 9, No. 2, (2022), 27-36. (https://doi.org/10.30501/jree.2021.310980.1272).
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Tashtoush et al. [7] performed a dynamics simulation of a
solar ejector cooling system in Jordan by using TRNSYS.
This study also optimized the cooling system components
such as collector type and area; they concluded that 60-70 m?
ETCs could meet the energy required for the 7.0 kW ejector
cooling system. A review study [8, 9] represented a
comprehensive review of various solar-powered systems with
focus on Building-Integrated Solar Thermal systems (BISTs)
and compared these systems with Building-Added (BA)
installations. Safa et al. [10] simulated the performance of a
Ground Source Heat Pump (GSHP) to obtain GSHPs
performance curve versus building loads and evaluate the heat
pump’s efficiency at different source temperatures. Asim et al.
[11] utilized TRNSYS software to simulate a solar-powered
cooling system consisting of ETCs, a hot water storage tank,
and an absorption chiller in Pakistan to maintain a typical
room temperature at 26 °C. A research study conducted by
Guillen-Lambea et al. [12] reviewed various strategies to meet
cooling & heating demands in residential buildings in
European countries and compared them with strategies used in
the USA. This study used a model developed in TRNSYS for
a dwelling and performed a simulation with different
ventilation strategies and envelope transmittance in numerous
countries in Europe and the USA.

Alibabaei et al. [13] developed a MATLAB-TRNSYS
co-simulator to investigate the effectiveness of predictive
strategy planning in energy cost saving in an HVAC system.
These controlling strategies include load shifting and dual fuel
switching systems. The simulation indicated that these
strategies effectively optimized energy cost saving; however,
they depended on the outdoor temperature. Ghaith [14] used a
parabolic trough solar collector and an absorption chiller to
meet the cooling load of a residential building in the UAE,
and a bio-mass heater was used as an auxiliary heater. The
obtained results showed that this hybrid system made a 30 %
solar contribution in to its optimal configuration. Angrisani et
al. [15] carried out a thermo-economic analysis of an SHC
system for an office building in Italy. They developed a
TRNSYS model to assess different solar panel technologies
and collector areas. The obtained results demonstrated that the
solar-powered system could reduce CO, emissions by up to
23 %. Antoniadis and Martinopoulos [16] used TRNSYS
simulation software to calculate space heating load and annual
domestic hot water need in a residential building in Greece.
Furthermore, they optimized the designed heating system, and
the optimal system obtained a seasonal solar fraction of 39 %.
Jani et al. [17] investigated a drawback of traditional HVAC
systems in humid climate conditions with high latent cooling
loads. They proposed and analyzed a solid desiccant-assisted
space cooling system using TRNSYS modeling to handle this
problem and reduce energy consumption. The obtained results
proved that the proposed system could provide a desirable
thermal comfort. Wu and Skye [18] and Irfan et al. [19]
investigated numerous scenarios used in the USA and subzero
temperature areas for photovoltaic and HVAC systems and
evaluated these strategies in different technical and economic
aspects.

Several studies have analyzed solar-powered heating &
cooling systems from an economic point of view in different
climate conditions [20, 21]. Pirmohamadi et al. [22]
developed an optimization algorithm to transform an existing
office building into a zero-energy building using an efficient
solar thermal system to reduce CO, emissions. They used
TRNSYS and DesignBuilder simulation software to evaluate

the feasibility of this conversion. Ahmed et al. [23] and
Rosato et al. [24] carried out transient building energy
simulations for a residential building in Canada and Italy. In
these studies, they designed, optimized, and assessed these
solar-powered systems from different technical viewpoints.

The current investigation utilizes TRNSYS simulation
software to develop a numerical model and study the
dynamics of an SHC system to meet heating & cooling loads
for an office building in Kerman, Iran. Furthermore, this
model investigates and analyzes the indoor office temperature
in the presence or absence of the SHC system.

2. EXPERIMENTAL

The user in the current study is an office building whose
schematic and floor plan are shown in Figure 1. The building
modeling process was carried out in Sketch up software. This
office is a four-story building with a 960 m? surface area and
48 working people. Window awnings are attached to the
exterior walls of the building to prevent the sun from shining
directly through the windows while still allowing natural light
to pour through the windows. An air handling unit is utilized
to meet heating & cooling loads in the building. Each floor is
considered as a thermal zone to monitor indoor air
temperature more precisely. The working hour is 8:00 to
16:00, and the office is closed on the weekends. The building
envelope is thermally well insulated by polystyrene boards.
The building envelope characteristics are shown in Table 1.
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(c)
Figure 1. Building (a) floor plan and (b) south view (c) north view

Table 1. Main characteristics of building envelope

Insulation type Envelope U-value (W/m2K)
Thermally well- External walls 0.501
Insulated envelope Internal walls 1.386
Roof 0.497
Floor 0.452
Window 2.58

The people inside the office need fresh air. This air can be
provided by infiltration or a designed HVAC system. The
required air change rate for the people inside the building is
assumed to be equal to 15 CFM per person, according to [27].
For this application, the required air change to satisfy
ASHRAE standards is obtained nearly 720 CFM. The air
infiltration depends on the wind velocity and is given as [25]:

ACH = 0.07v,, + 0.4 (D

where vy, is the wind velocity, and ACH defines the air change
due to the infiltration.

The people working inside the office are seated and have a
light activity. By assuming this scenario, the heat gain for a
seated person is 400 Btu/hr and a total of 19200 Btu/hr [25].
Furthermore, each person has a personal PC, and the heat
released to the space for each PC is equal to 100 W. ASHRAE
handbook suggests a lighting power density of 1.11 W/ft? for
office spaces [25].

The modeled office building is located in Kerman, Iran
(30.2839° N, 57.0834° E). Kerman has hot arid climate
conditions with an average elevation of 1755 m from the sea
level. On average, July is the sunniest month with 329 hours
of sunshine, and February has the lowest sunshine duration
with 192 hours. The warmest month is July, with an average
maximum temperature of 35 °C and the coldest month is
January, with an average maximum temperature of 11 °C.
Kerman has great potential in solar energy with the monthly
average global solar radiation of 4.0 to 4.2 kW/m’.day in
winter and 7.0 to 7.3 kW/m?.day in summer [26].

The heating and cooling loads were calculated using
TRNSYS software considering internal gains (PCs, people,

lightings), infiltration heat load, and solar radiation. The peak
of heating and cooling loads is 455607 Btu/hr and 468702
Btu/hr, respectively.

3. SHC SYSTEM CONFIGURATION

Figures 2 and 3 show the schematic of the designed SHC
system in the current study to satisfy heating & cooling
demands and provide thermal comfort in the office building. It
is worth noting that the TESS library was used in TRNSYS
modeling. The developed SHC system is described as:

3.1. Solar heating system: The solar cooling system
consists of the key components given as:

Evacuated tube solar collectors (Type 71): Type 71 simulates
the transient thermal dynamics and efficiency of various
ETCs. This type can consider ETCs in different parallel or
series arrangements to obtain their performance and heat
dynamics.

Storage tank (Type 4): This component models a stratified
fluid-filled storage tank while the cold liquid enters the tank
from the bottom side. The tank is divided into N sections with
an equal volume to carry out the simulation. The N value
determines the stratification degree. The current study
assumes that the storage tank is well insulated to reduce heat
loss to ambient environments.

Auxiliary heater (Type 700): The type simulates a fluid boiler
and uses a user-defined set point temperature limited by the
boiler capacity. The capacity defines heat amount delivered to
fluid.

Shell & tube heat exchanger (Type 5): This component
defines a shell & tube device. The performance of this type is
achieved by determining inlet hot and cold fluid streams
temperatures, their flow rates, and heat exchanger overall heat
transfer coefficient.

Air handling unit (Type 752): Type 752 simulates a cooling or
heating coil which cools or heats passing air stream. This
component considers a bypass fraction required to obtain the
outlet air temperature.

Mixing and diverting valves (Type 648): This component
simulates an air plenum to determine the properties of leaving
airflows mixed in the plenum.

Occupancy (Type 14): This type is a forcing function that
defines a user-defined pattern that occurs several times
throughout one cycle.

Building (Type 56): Type 56 models the thermal behavior of a
building with several thermal zones.

3.2. Solar cooling system: The modeled cooling system has
some auxiliary components compared to the heating system.
These components are given as:

Single-effect absorption chiller (Type 909): Type 909 models
a single-effect absorption chiller; based on data files
containing the chiller performance in different operating
scenarios.

Cooling tower (Type 126): This component estimates the
dynamics of a cooling tower and uses weather data, inlet
conditions, and overall heat transfer coefficient to calculate
performance.
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Figure 2. Schematic of the heating system in TRNSYS
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Figure 3. Schematic of the cooling system in TRNSYS
Table 2 shows the technical specifications of the used temperature range and improve the system’s energy

components in the SHC system. The

installed thermostat

efficiency. According to ASHRAE standards, the installed

monitors the indoor office temperature and controls the fan of
the air handling unit during working hours. Using this strategy
helps keep the indoor temperature in the thermal comfort

thermostat is set to 21 °C in winter and 24 °C in summer [25]
with a 3 °C dead band.



H. Farzan / JREE: Vol. 9, No. 2, (Spring 2022) 27-36 31

Table 2. Main components of SHC system

System Component Technical Value
specification
Evacuated solar Collector area 200 m?
collector array
Storage tank Volume 5m’
Auxiliary furnace Rated capacity 100 kW
Heating Setpoint 90 °C
temperature
Shell & tube heat Overall heat 500 W/K
exchanger transfer
coefficient
Evacuated solar Collector area 200 m?
collector array
Storage tank Volume 5m?
Auxiliary furnace Rated capacity 100 kW
Setpoint 90 °C
temperature
Cooling Shell & tube heat Overall heat 500 W/K
exchanger transfer
coefficient
Single effect Rated capacity 50 TR
absorption chiller
COP 0.83
Cooling tower Rated capacity 90 tons

4.SHC SYSTEM DEESCRIPTION

In the heating system, the ETCs heat the circulating water-
glycol mixture in the solar loop. The heat exchanger helps the
heated water-glycol mixture transfers its heat content to the
circulating water used in the air heating system. The used
water-glycol mixture has a specific heat of 3.709 kJ/kg K and
returns to the solar heating loop after heat exchange with the
recirculating water in the air heating loop. The installed fan in
the air handling unit has a design capacity of 45000 CFM.
Furthermore, the outside air damper position is 10 % open to
supply outside fresh air to the office. This heated air is carried
and distributed equally in each thermal zone.

Same as the heating system, the ETCs produce a hot water
flow stream used in the generator of the single effect
absorption chiller to provide refrigeration. The chilled water is
recirculating in the coils installed in the air handling unit and
cools the supply air. As for the heating system, the outside
damper position is 10 % open, and the cooled supply air is
carried to the office space.

The thermostat monitors the indoor office temperature, and
a forcing function named occupancy defines the working
hours or people’s presence inside the building. These two
factors, including thermal comfort temperature range and
people presence, serve as inputs to a control system that turns
on/off the fan of the air handling unit. This strategy helps
improve energy-saving costs by turning off the SHC system
when the indoor temperature is in the desired range and no
heating or cooling is required.

Since the building is exposed to cold ambient temperature
on winter days, the indoor temperature may be so cold and
intolerable for people starting to work in the morning. A
strategy used on cold winter days is that the system is turned
on one hour sooner. This strategy helps the indoor temperature
reach thermal comfort temperature as soon as possible.

5. SIMULATION RESULTS AND DISCUSSION

The current study simulates the transient dynamics of the
developed SHC system and indoor temperature for an office
building located in arid hot climate conditions in Kerman,
Iran. The weather conditions play a key role in the dynamics
of an SHC system; hence, Figure 4 shows outdoor temperature
and solar radiation intensity variations in February 1% and July
1*. The data shown in Figure 4 were obtained using a synoptic
weather station in Kerman; however, the simulations were
carried out utilizing Meteonorm software. The measured
weather data have good agreement with the simulated one.
Furthermore, February 1% and July 1% are assumed as the
sample cold and hot days to perform simulation and
investigate the transient dynamics of the SHC system and
indoor office temperature.
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Figure 4. (a) outdoor air temperature and (b) solar intensity in
February 1 and July 1% in Kerman

Figure 5 shows the transient dynamics of the indoor office
temperature on the considered cold winter day when no
heating system is used. As seen in Figure 5, the indoor
temperature decreases during the cold night, while the
building interacts with a cold ambient and the heating system
is off. These two factors are the reaons why the indoor
temperature reaches nearly 7 °C at 7 A.M. During daytime
hours, the building is exposed to incoming solar radiation and
internal gains. Hence, the indoor temperature starts to grow to
nearly 15 °C at 4 P.M. The indoor temperature is still so far
from the desired thermal comfort temperature without using
the heating system.
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It is interesting to note that the fourth floor (fourth thermal
zone) has the worst condition, and its indoor temperature is
the lowest on cold winter days. However, the building is well-
insulated, but the fourth floor is adjacent to the roof that is
exposed to the cold outside air. This issue results in increase
in heat losses from the fourth floor to the outside, and its
indoor temperature drastically decreases compared to the
other thermal zones.
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Figure 5. Transient dynamics of the indoor office temperature
without using heating system

Figure 6 shows the transient dynamics of the indoor office
temperature using the heating system. Figure 6 illustrates that
the heating system can meet the required heating demands on
cold winter days and maintain the indoor temperature in the
desired range during long working hours. It is clear that the
thermostat turns on and off the fan during the daytime hours.
This factor causes the heating system to turn off when heating
is not required and to save energy. On the other hand, the
considered occupancy forcing function turns the heating
system off when the people are not present in the office after 4
P.M.

The indoor office temperature is a function of the energy
saved in the envelope mass and ambient temperature when the
heating system is off. After 4 P.M., the indoor temperature is
reduced due to interaction with cold environments. However,
the indoor temperature is still higher than the outside air.
Indeed, the energy is saved in the envelope mass during the
period that the heating system is on. This saved energy
releases and heats the indoor temperature when the heating
system is off.
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Figure 6. Transient dynamics of the indoor office temperature using
heating system

Figure 7 represents the transient dynamics of the heating
system. As seen in Figure 7, the collector outlet temperature
increases in the beginning of the morning and reaches nearly
70 °C at noon. The collector outlet temperature remains
maximum until 15:30 and, then, reduces when the solar
intensity approaches zero. Furthermore, since the collector
outlet is at its maximum temperature for approximately §
hours, it provides this opportunity to use maximum solar
energy during daytime hours.

In addition, Figure 7 shows the tank outlet temperature
profile toward the heat source (ETCs). It shows that hot water-
glycol inside the tank exchanges its heat content in the heat
exchange with the recirculating water in the air heating system
and its temperature reduces. Hence, it returns toward ETCs
with a lower temperature. Since the solar intensity is too
insufficient to heat water-glycol in the beginning of the
morning at 7:00 A.M., the tank loses its heat content faster
and its outlet temperature reduces in a steeper gradient.
However, this trend is changed by increasing the solar
intensity and the tank outlet temperature starts to increase
after nearly 9:00 A.M.

The supply air temperature leaving the air handling unit is
also shown in Figure 7. It is implied that the fan runs
continuously to supply hot air to the office until noon due to
the cold outside weather conditions. The thermostat turns off
the fan sometimes in the afternoon since the indoor air
temperature is in the desired thermal comfort range. The
supply air temperature leaving the air handling unit reaches
nearly 50 °C during the periods that the fan is working.
During the times that the office is closed, the supply air
temperature is near outside air temperature.
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Figure 7. Transient dynamics of the heating system

Figure 8 shows the transient dynamics of the indoor
temperature on the considered hot summer day without using
the cooling system. During the daytime hours, the building is
exposed to high solar intensity, and the internal heat gains
release heat to the space. Therefore, the indoor office
temperature increases during daytime hours. However, the
indoor temperature reduces in the evening when the solar
intensity is negligible or absent, and the people are not present
in the office. Like on the considered cold winter day, the
fourth floor has the hottest indoor temperature due to the
interaction with the hot outside temperature through the roof
exposure.

Since the building envelope is exposed to the solar intensity,
the thermal energy is saved in the envelope. This energy
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releases in the evening and keeps the indoor temperature
higher than the outside air temperature.
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Figure 8. Transient dynamics of the indoor office temperature
without using cooling system

Figure 9 represents the indoor temperature variation on the
considered hot summer day using the cooling system. Using
the cooling system results in keeping the indoor temperature
in the desired thermal comfort range. As discussed in the
heating system analysis, the thermostat monitors the indoor
temperature and sends a control signal to turn the cooling unit
fan on or off. The cooling air is supplied to the space by
turning on the fan, reducing the indoor temperature, and
satisfying the cooling load. As the people exit the office in the
evening, the forced occupancy function turns off the fan and
the indoor temperature grows in the absence of the cooling
system.

Interestingly, since the cooling system meets the thermal
loads during daytime hours, the office experiences lower
indoor temperatures in the evening than the scenario where no
cooling system is used.
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Figure 9. Transient dynamics of the office indoor temperature using
cooling system

Figure 10 depicts the transient dynamics of the cooling
system. This figure shows the ETCs outlet temperature,
storage tank outlet temperature toward the ETCs, and supply
air leaving the air handling unit. The ETCs outlet temperature
grows in the beginning of the morning and increases the solar

intensity. This temperature reaches up to nearly 100 °C at
noon and reduces in the evening by reducing the solar
intensity. This hot water-glycol mixture is used to heat the
recirculating hot water that runs the single-effect absorption
chiller. Fortunately, the high solar intensity in Kerman results
in a high-temperature water-glycol mixture and, consequently,
recirculates the hot water used in the refrigeration cycle. The
hotter the recirculating water, the higher the COP. The tank
outlet temperature has the same trend as the ETCs outlet
temperature. However, the difference between the tank and
the ETCs outlet temperatures implies the amount of thermal
energy delivered to the recirculating water in the heat
exchanger. When the solar intensity is low in the beginning of
the morning, the auxiliary furnace must heat the recirculating
hot water in the refrigeration cycle.

The supply air temperature profile shows that the fan works
in specific periods when the thermostat sends an ON signal.
This important issue shows the significant impact of the
installed thermostat on saving energy and controlling the
indoor temperature in the desired temperature range. When
the fan is working, the supply air temperature is nearly 12 °C,
which is a suitable temperature for cooling a space.
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Figure 10. Transient dynamics of cooling system

Building insulation is an affordable approach to optimizing
energy consumption in a building and minimizing its heat
exchange with its hot or cold ambient. Since insulation
materials have low thermal conductivity, the conduction heat
exchange with the outside environment through building
envelopes reduces drastically. Hence, the energy consumed to
provide thermal comfort will be saved. Table 3 shows the
main characteristics of the building envelope in the
commonly-insulated scenario.

Table 3. Main characteristics of commonly-insulated envelope

Insulation type Envelope U-value (W/m?K)
Thermally External walls 1.567
commonly- Internal walls 1.732
insulated envelope Roof 1.654
Floor 1.234
Window 2.58

This section analyzes the effects of building envelope
characteristics on the transient dynamics of indoor office
temperature. To this end, a commonly insulated building is
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considered, while the size and configuration of the SHC
system are the same as those in the scenario discussed in the
previous sections. Figure 11 shows the transient indoor
temperature on a cold day when a commonly insulated
envelope is used. According to Figure 11, the indoor
temperature is far from the desired setpoint in the beginning of
working hours, and this situation lasts till noon. Interestingly,
the internal gains and solar radiation on the building surface
help the indoor temperature increase during daytime hours in
this scenario, but the thermostat does not turn off the heating
system. This issue proves that the cold outside temperature
can easily affect the indoor temperature due to unsuitable
insulation. Great heat losses through the building envelope
cause the indoor temperature to slowly reach the desired set
point compared to the scenario with the well-insulated
envelope (Figure 6). Furthermore, the indoor temperature
decreases drastically by turning off the SHC system and
approaching outside temperature due to heat conduction
through the building envelope.
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Figure 11. Transient dynamics of the indoor office temperature using
heating system with commonly-insulated envelope

Figure 12 shows the indoor temperature on a hot summer
day when a commonly insulated envelope is used. The indoor

temperature in the commonly insulated building is higher than
that in the well-insulated building in the beginning of the
morning. Hence, the SHC system needs to meet higher
cooling loads at 8:00 A.M. when the system turns ON. Since
the simulation was carried out on hot arid climate conditions,
the outdoor temperature would decrease drastically at night.
Therefore, the energy saved in the envelope mass during
daytime hours causes the indoor temperature not to change
remarkably at night. Then, the system can start on summer
mornings more easily than on winter mornings with severe
cold conditions at night.
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Figure 12. Transient dynamics of the indoor office temperature using
cooling system with commonly-insulated envelope

Table 4 represents a brief comparison between the current
and previous studies. These studies assessed the indoor
temperature dynamics when an SHC system was used to
provide thermal comfort in a building. Each study investigated
a crucial factor that affected the indoor temperature dynamics
of a building. Like the current study, these investigations
illustrate that SHC systems can promisingly meet the required
thermal load and maintain the zones temperatures in the
desired temperature range.

Table 4. Brief comparison between available studies

Reference Method

SHC system type Target

Alibabaei et al. [13] Numerical approach using

MATLAB-TRNSYS co-simulator

Solar-powered heating

Investigation on effectiveness of
system different predictive strategy planning

models in Canada

Rosato et al. [24] Numerical approach using TRNSYS

software

A centralized solar hybrid

heating and cooling system

Study on performance of proposed
system from energy, environmental

and economic points of view in Italy

Altun and Kilic [21] Numerical approach using TRNSYS

software

Solar-powered absorption

Investigation on performance of
cooling system cooling system in different climate

conditions in Turkey

Figaj and Zoladek [20] Experimental and Numerical

approach

Solar-powered heating &

Study on solar contribution in heating

cooling system and cooling in Poland

6. CONCLUSIONS

Nowadays, fossil fuels are consumed mainly to meet energy
demands in buildings. However, this approach is beginning to
change toward using renewable resources due to the global

warming crisis. Recently, novel techniques have been
developed to use renewable energy for meeting heating &
cooling requirements, which are the major energy consumers
in buildings. Iran has great potential in solar energy that
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provides an opportunity to convert incoming solar energy to
heating & cooling energy. This study investigated the
possibility of using solar energy to meet heating & cooling
loads in an office building in Kerman with hot arid climate
conditions. The transient simulation software, TRNSYS, was
used to carry out the simulation and evaluate the transient
dynamics of the indoor building temperature and SHC system.
The obtained results demonstrated that:

The indoor air temperature without a heating & cooling
system was far from the desired thermal comfort range.

The indoor office temperature was a function of outside
air temperature and envelope mass without using heating
& cooling systems. The energy saved in the building
envelope was released during the afternoon and affected
indoor temperature.

The solar-powered heating system could meet the
heating load in the office building and provide thermal
comfort conditions.

The maximum ETCs and storage tank outlet temperature
on cold winter days reached nearly 70 °C and 50 °C,
respectively. On the other hand, due to higher solar
intensity on hot summer days, the maximum outlet
temperature of the ETCs and storage tank reached nearly
100 °C and 80 °C, respectively.

Indoor temperature specified whether the occupant
thermal comfort would be satisfied or not. When no
heating or cooling system is used, the indoor temperature
is far from the desired temperature on cold winter or hot
summer days. In this case, during working hours, the
indoor temperature reaches nearly 15 °C on cold winter
days and 34 °C on hot summer days.

Using the SHC system caused the indoor temperature to
be in the desired range during working hours. In this
case, the indoor temperature oscillated between 20 °C to
24 °C and 23 °C to 27 °C on cold winter and hot summer
days.

The supply air temperature leaving the air handling unit
is a suitable range using the developed SHC system. The
supply air temperature was nearly 50 °C and 12 °C on
cold winter and hot summer days, respectively.

An axillary furnace was required in the solar-powered
heating system when the solar intensity was low in the
beginning of the morning.

The solar-powered cooling system met the cooling load
in the office building. However, in the beginning of the
morning, the axillary furnace must heat hot water in the
refrigeration cycle.

The thermostat is an affordable approach to monitoring
the indoor temperature and control the SHC system. The
thermostat saves energy by turning the air handling unit
off when the indoor temperature is in the desired
temperature range.

The thermostat assists the indoor temperature to be in the
desired range according to the ASHRAE standard (21 °C
in winter and 24 °C in summer) and provide thermal
comfort in the office.

A suitable dead band for the thermostat helps the indoor
temperature oscillate within the thermal comfort

temperature range and increase the lifecycle of the SHC
system.

Suitable envelope insulation helps the indoor
temperature reach the desired temperature sooner and
remain in this range for a longer period.

In arid climate conditions, the outside temperature
decreases drastically at night, especially in cold winters.
In the commonly insulated building, the indoor
temperature is significantly affected by the outdoor
conditions at night.

In the commonly insulated building, the indoor
temperature is far from the desired setpoint in the
beginning of the morning. In this case, the indoor
temperature reaches 21 °C (setpoint temperature) at
noon. This issue illustrates the remarkable effects of the
building’s heat exchange with surroundings through its
envelope.
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Smart homes are considered to be the subset of smart grids that have gained widespread popularity and
significance in the present energy sector. These homes are usually equipped with different kinds of sensors
that communicate between appliances and the metering infrastructure to monitor and trace the energy
consumption details. The smart meters trace the energy consumption data continuously or in a period of
intervals as required. Sometimes, these traces will be missed due to errors in communication channels, an
unexpected breakdown of networks, malfunctioning of smart meters, etc. This missingness greatly impacts
smart home operations such as load estimation and management, energy pricing, optimizing assets, planning,
decision making, etc. Moreover, to implement a suitable precautionary measure to eliminate missing of data
traces, it is required to understand the past behavior of the data anomalies. Hence, it is essential to comprehend
the behavior of missing data in the smart home energy consumption dataset. In this regard, this paper proposes
an analytical approach to detect and quantify the missing data instants in all days for all appliances. Using this
quantification, the behavior of missing data anomalies is analyzed during the day. For the analysis, a practical
smart home energy consumption dataset ‘Tracebase’ is considered. Initially, the existence and the count of
missing instants are computed. From this, the appliance ‘MicrowaveOven’ is considered for further analysis as
it comprises the highest count of missing instants (84740) in a day when compared to all other appliances.
Finally, the proposed analysis reveals that the large number of missing instants is occurring during the daylight
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period of a day.

https://doi.org/10.30501/jree.2021.313536.1277

1. INTRODUCTION

In recent years, smart homes have become very popular and
grabbed the attention of people around the world. Smart
homes provide access to a modern style of living with greater
comfort and security. Besides, smart homes enable control
over the appliance functionality, energy usage, billing, etc.
Hence, the consumers are ready to avail the benefits of smart
homes and make their homes automated. This automation
includes different kinds of sensors, communication channels,
computer-controlled equipment, etc., which are formed as a
controlled network. This installed equipment captures the
energy consumption data 24 x 7 from all the appliances
connected in a smart home. The analysis of this data is
essential to understanding the functionality of appliances. For
this purpose, the availability of high-quality data is always
desired. But, the data capturing process is often associated
with certain anomalies due to several problems and failures in
the power and communication networks. Among such
anomalies, missing data records is a major issue, which

*Corresponding Author’s Email: pavankumar.yv@vitap.ac.in (Y.V. Pavan
Kumar)
URL: https://www.jree.ir/article _146038.html

deludes the analysis and decision-making about energy
consumption.

There are several literature works available on the analysis
of smart home datasets and detection of various anomalies
present in it, as described in Table 1. All these state-of-the-art
literature works can be segregated as works related to general
concepts, complexities, challenges, and advancements in
smart homes; 10T role in the smart home application; smart
home environment, technology, and energy management; data
analytics in smart grids’/homes; data anomalies and their
detection. As per the description provided in Table 1 on these
works, it is clearly understood that all these works represent
the preliminary requirements or supports for the smart home
deployments. Further, in the context of data anomalies and
missing data, conventional works have focused on
identification, preprocessing, and visualization. These
approaches help to rectify the data anomalies, thereby
improving the data quality.

Along with the preprocessing methods available in the
literature, it is also important to have some precautionary
measures to avoid data quality issues. To identify the cause of
data quality issues or implement a suitable precautionary
measure, it is important to know the behavior of the data

Please cite this article as: Purna Prakash, K. and Pavan Kumar, Y.V., "Analytical approach to exploring the missing data behavior in smart home energy
consumption dataset", Journal of Renewable Energy and Environment (JREE), Vol. 9, No. 2, (2022), 37-48. (https://doi.org/10.30501/jree.2021.313536.1277).
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anomaly. However, there is no work in the literature that
discussed the behavioral analysis of missing data anomalies
present in the smart home energy consumption data, to the
best of the authors’ knowledge. This is a major gap in the
literature. To address this gap, this paper proposes an
analytical approach to exploring the missing data behavior in
the smart home energy consumption dataset. This proposed
approach quantifies the missing data records in all days for
different appliances and analyzes the behavior of these

behavior analysis of missing data anomalies enables the
engineers to implement preventive measures to stop the
occurrence of missing data anomalies. This is the motivation,
main idea, and novelty of the proposed work of this paper.

The remaining part of the paper is organized as follows.
Section 2 presents the methodology of the proposed approach.
Section 3 presents the simulation results with their analysis,
Finally, Section 4 concludes the findings and achievements of
this paper along with the future scope.

missing data anomalies.

The proper identification and

Table 1. Review of literature works

Key topic

Reference

Year

Author(s)

Description of the literature work carried

General
concepts,
complexities,
challenges,
and
advancements
in smart
homes

(1]

2021

Zielonka et al.

Performed a study and extensive analysis on the recent trends and
advancements in smart homes to learn that how they support the users.

(2]

2021

DeFranco et al.

Emphasized that smart homes were advanced and complex systems. To cope
up with this complexity and for further improvement of smart homes’
functionality, a comprehensive review and analysis are carried out.

2021

Pira

Presented the social issues associated with living in smart homes and made
suggestions to reduce the effect of those issues.

2020

Kim et al.

Focused on developing design solutions based on user-centered scenarios that
include the health issues and daily activities of users.

2020

Benjamin et al.

Discussed the pros and cons of smart home technologies by examining the real
data drawn in the United Kingdom.

2020

Diahovchenko et al.

Reviewed the development and challenges involved in distributed generation,
energy storage technologies, deployment of smart meters, microgrids, etc.

10T role in
smart home
application

2021

Wonyoung et al.

Performed a thorough bibliometric study to understand the key trends and the
role of the internet of things (IoT) in smart homes.

2020

Lin et al.

Discussed the utilization of IoT platforms in the development of smart home
applications such as PlantTalk, FishTalk, BreathTalk, TheaterTalk, FrameTalk,
and GardenTalk. All these applications were developed under the project
‘HomeTalk’ which facilitates the flexibility of using appliances.

2019

Almusaylim et al.

Conducted a review on the current status and challenges incurred with the
implementation of IoT in smart homes.

(10]

2017

Chen et al.

Introduced a new version of the smart home i.e., Smart Home 2.0. This was
designed and implemented using botanical IoT and emotional detection.

Smart home
environment,
technology,
and energy
management

(1]

2021

Rasha

Reviewed smart home energy management schemes and also discussed the
challenges implicated in smart home power quality.

2021

Zhibin et al.

Presented a Spatio-temporal graphical analysis method to understand the
behavior of users’ energy requirements based on the analytics of smart meter
data.

2020

Yamauchi et al.

Realized approaches to recognize users’ behavior based on their activities and
detect anomalies using sensor data in smart homes.

2018

Darby

Emphasized the importance of understanding the viability of smart home
technologies and users’ roles in the smart home environment.

2018

Barsocchi et al.

Presented an affordable, easily installable, and accessible smart home
environment in turn to reduce the user efforts in managing and improving
smart homes.

2018

Albuquerque et al.

Suggested a model to maximize energy efficiency and optimize the level of
comfort in smart homes.

2017

Fan et al.

Discussed cutting-edge visualization techniques and analyzed their merits and
demerits to enhance the efficiency of smart home electricity by perceiving the
user habits.

[18]

2017

Martinez-Pabon et al.

Suggested a methodology to forecast the customers who will be eligible for
demand response programs using real-time smart meter data.

[19]

2016

Hare et al.

Conducted a comprehensive review on different modes of faults occurring in
microgrids. This review was carried out on both renewable and traditional
energy generation systems.

Data analytics
in smart
grids/homes

2020

Kezunovic et al.

Discussed the importance of big data analytics to achieve goals in future power
grids.

2020

vom Scheidt et al.

Performed an extensive quantitative and qualitative literature review on data
analytics in the areas of electric power generation, market, transmission,
distribution, and utilization.
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Conducted an application-oriented review of data analytics in smart meter data
[22] 2019 Wane et al in terms of descriptive, predictive, and prescriptive analytics. This review also
g ’ discussed various challenges and applications concerned with smart meter data
analytics.
Developed a framework based on smart grid data analytics for conserving
energy in residential buildings. The electricity cost reduction and optimal
23 2016 Chou et al. . . . .
23] oucta scheduling of operations depend on the decision made by the decision support
system of this framework.
Data [24] 2021 Prakash et al Implemented a simple approach to detecting and quantifying the missing data
anomalies and ) anomalies in smart home energy consumption data.
their detection [25] 2021 Gilani Fahad et al Implemented an approach to detect the anomalies in daily activities of smart
) home users.
[26] 2019 Ariyaluran Habeeb et | Reviewed the state-of-the-art technologies for detecting anomalies and
al. discussed the challenges of big data processing in real-time.
Desi fi k to detect lies in 1 \ f rt met
[27] 2018 Moghaddass et al. esigned a framework to detect anomalies in large volumes of smart meter
data.
[28] 2018 Hela ot al. Irnplem.entfed an association-rlrlle based approach .t.o anticipate the risk of
anomalies in the smart home with regard to the activities of users.
[29] 2017 Wen et al. Studied the data qua.llity issues such as i.ncomplete data, noisy data, and outliers
in energy consumption data of smart grids.

2. METHODOLOGY

with the calculation of the number of instants missing at each
hour. To accomplish this, filter the data based on the

The implementation steps of the proposed analytical approach
are shown in Figure 1. The process starts with data
preparation. The original Tracebase dataset is available with a
single column and in string format [30]. The analysis of such a
kind of format is difficult. Hence, the dataset is split into the
desired columns such as REC DATE, REC HOUR,
REC MINUTE, REC SECOND, and READING. An
appropriate type of conversion is applied. The required
variables vec, hourly missing, and day missing are
initialized. The Tracebase dataset consists of Comma-
Separated Value (CSV) files in each subdirectory. Each CSV
file represents a full day. To access these CSV files, read the
directory and subdirectories. Read each CSV file and proceed

_Stat_>

l

REC DATE, REC HOUR, and REC MINUTE at each hour
‘h’ and each minute ‘m’ [for (h in 0:23) and for (m in 0:59)].
These filtered data are saved into an object called
‘instants_traces’. To verify whether any instants are missing
in the dataset, compare the values of the variable ‘vec’ with
the seconds of the variable REC_SECOND of instants_traces.
This comparison gives the information of instants missing at
each hour and saved into the variable hourly missing. The
number of instants on each day is calculated by using
hourly missing information and saved into the variable
day missing. Finally, calculate the maximum instants missing
at each hour.

Data preparation as per the required format
(Split the data in the CSV file as columns of
REC_DATE, REC_HOUR, REC_MINUTE,

REC_SECOND, READING, where REC
stands for RECORDED; and apply required
type conversion on the columns)

The prepared data consists of
timestamps

readings (with column READING)

(with columns REC_DATE, REC_HOUR,
REC_MINUTE, REC_SECOND) and
corresponding energy consumption

Readthe | /
/

Intialize the variables g d t
vec € c(0:59) i recioty / /
hourly_missing =0 [} /

day_missing =0 Read {

> o
| subdirectories | /

/

" forhin0:23) T e
“——___ for(min059) ___— LIoEHEE A “—___flength(fles)) __——
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Figure 1. Implementation flow of the proposed analytical approach
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3. RESULTS AND ANALYSIS

The subplots represented in Figure 2. showcase the variation
in the count of missing instants in different appliances of the
smart home energy consumption dataset. These subplots are
drawn based on the date (the day where the appliance is
connected) on the x-axis and the count of missing instants on
the y-axis. The observations made from Figure 2. are given
below.

Alarmclock is connected for 5 days and the highest count of
missing instants (49826) was observed on 01/09/11, while the
lowest count of missing instants (46608) was observed on
03/09/11. Charger-Smartphone is connected for 5 days and the
highest count of missing instants (76364) was observed on
22/01/12, while the lowest count of missing instants (70389)
was observed on 20/01/12.

Charger-PSP is connected for 2 days and the highest count
of missing instants (64442) was observed on 19/11/11, while
the lowest count of missing instants (54905) was observed on
18/11/11. CdPlayer is connected for 2 days and the highest
count of missing instants (78289) was observed on 21/01/12,
while the lowest count of missing instants (70781) was
observed on 20/01/12. SolarThermalSystem is connected for 8
days and the highest count of missing instants (64553) was
observed on 24/01/12, while the lowest count of missing
instants (7560) was observed on 26/01/12. XmasLights is
connected for 6 days and the highest count of missing instants
(79128) was observed on 06/01/12, while the lowest count of
missing instants (73968) was observed on 08/01/12.
DvdPlayer is connected for 5 days and the highest count of
missing instants (59412) was observed on 20/01/12, while the

lowest count of missing instants (55728) was observed on
31/12/11. WaterBoiler is connected for 2 days and the highest
count of missing instants (64490) was observed on 24/01/12,
while the lowest count of missing instants (61618) was
observed on 25/01/12. VacuumCleaner is connected for 1 day
and the count of missing instants (57830) was observed on
21/01/12. Tron is connected for 3 days and the highest count of
missing instants (34570) was observed on 25/12/11, while the
lowest count of missing instants (34488) was observed on
24/12/11.

BeanToCupCoffeemaker is connected for 44 days and the
highest count of missing instants (2899) was observed on
19/08/11, while the lowest count of missing instants (827) was
observed on 30/08/11. Breadcutter is connected for 13 days
and the highest count of missing instants (76612) was
observed on 27/01/12, while the lowest count of missing
instants (66214) was observed on 25/01/12. Cookingstove is
connected for 16 days and the highest count of missing
instants (63638) was observed on 01/01/12, while the lowest
count of missing instants (52199) was observed on 20/12/11.
DigitalTvReceiver is connected for 24 days and the highest
count of missing instants (63638) was observed on 01/01/12,
while the lowest count of missing instants (52070) was
observed on 09/01/12. EthernetSwitch is connected for 33
days and the highest count of missing instants (71657) was
observed on 29/11/11, while the lowest count of missing
instants (26802) was observed on 20/01/12. Freezer is
connected for 9 days and the highest count of missing instants
(64565) was observed on 24/01/12, while the lowest count of
missing instants (4130) was observed on 26/01/12.
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Figure 2. Quantification of missing data anomalies in different appliances (x-axis represents the date and y-axis represents the count of missing

instants corresponding to the date)

17/12/11. Monitor-CRT is connected for 26 days and the

LaundryDryer is connected for 9 days and the highest count
of missing instants (130995) was observed on 24/01/12, while
the lowest count of missing instants (15863) was observed on

highest count of missing instants (54858) was observed on
30/11/11, while the lowest count of missing instants (2195)
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was observed on 19/08/11. Multimediacenter is connected for
17 days and the highest count of missing instants (68409) was
observed on 20/11/11, while the lowest count of missing
instants (31085) was observed on 26/01/12. Playstation3 is
connected for 14 days and the highest count of missing
instants (57798) was observed on 29/12/11, while the lowest
count of missing instants (30981) was observed on 13/02/12.
Printer is connected for 16 days and the highest count of
missing instants (64877) was observed on 30/11/11, while the
lowest count of missing instants (52919) was observed on
08/01/12. Projector is connected for 8 days and the highest
count of missing instants (78873) was observed on 16/01/12,
while the lowest count of missing instants (72117) was
observed on 14/01/12.

RemoteDesktop is connected for 9 days and the highest
count of missing instants (62149) was observed on 30/11/11,
while the lowest count of missing instants (56722) was
observed on 27/11/11. Router is connected for 40 days and the
highest count of missing instants (71741) was observed on
29/11/11, while the lowest count of missing instants (31101)
was observed on 26/01/12. Subwoofer is connected for 28
days and the highest count of missing instants (89521) was
observed on 26/01/12, while the lowest count of missing
instants (31042) was observed on 05/02/12. Toaster is
connected for 25 days and the highest count of missing
instants (73077) was observed on 06/09/11, while the lowest
count of missing instants (26886) was observed on 20/01/12.
USBHarddrive is connected for 30 days and the highest count
of missing instants (112335) was observed on 16/01/12, while
the lowest count of missing instants (52133) was observed on
09/01/12. USBHub is connected for 10 days and the highest
count of missing instants (56175) was observed on 16/01/12,
while the lowest count of missing instants (31293) was
observed on 26/01/12. TV-CRT is connected for 36 days and
the highest count of missing instants (42852) was observed on
04/01/12, while the lowest count of missing instants (3654)
was observed on 18/06/12. TV-LCD is connected for 119 days
and the highest count of missing instants (234864) was
observed on 20/01/12, while the lowest count of missing
instants (4090) was observed on 18/06/12. VideoProjector is
connected for 19 days and the highest count of missing
instants (57509) was observed on 16/02/12, while the lowest
count of missing instants (30950) was observed on 01/02/12.

Washingmachine is connected for 56 days and the highest
count of missing instants (88890) was observed on 25/06/12,
while the lowest count of missing instants (4913) was
observed on 14/06/12. WaterFountain is connected for 56
days and the highest count of missing instants (5502) was
observed on 12/10/11, while the lowest count of missing
instants (864) was observed on 04/09/11. Coffeemaker is
connected for 82 days and the highest count of missing

instants (127944) was observed on 27/01/12, while the lowest
count of missing instants (27090) was observed on 31/12/11.
Dishwasher is connected for 76 days and the highest count of
missing instants (146443) was observed on 13/06/12, while
the lowest count of missing instants (944) was observed on
26/08/11. Lamp is connected for 86 days and the highest
count of missing instants (232192) was observed on 16/01/12,
while the lowest count of missing instants (27237) was
observed on 05/01/12. MicrowaveOven is connected for 60
days and the highest count of missing instants (90825) was
observed on 01/01/12, while the lowest count of missing
instants (3557) was observed on 18/06/12. PC-Desktop is
connected for 151 days and the highest count of missing
instants (146357) was observed on 13/06/12, while the lowest
count of missing instants (2251) is observed on 04/08/11. PC-
Laptop is connected for 67 days and the highest count of
missing instants (179830) was observed on 22/01/12, while
the lowest count of missing instants (30981) was observed on
07/02/12. Amplifier is connected for 89 days and the highest
count of missing instants (89375) was observed on 26/01/12,
while the lowest count of missing instants (27094) was
observed on 02/01/12. WaterKettle is connected for 134 days
and the highest count of missing instants (119492) was
observed on 29/11/11, while the lowest count of missing
instants (1378) was observed on 13/09/11. Monitor-TFT is
connected for 190 days and the highest count of missing
instants (189047) was observed on 11/08/11, while the lowest
count of missing instants (4836) was observed on 03/08/11.
Refrigerator is connected for 206 days and the highest count
of missing instants (230645) was observed on 21/06/12,
lowest count of missing instants (700) is observed on
17/09/11. The observations made on the count of missing
instants in different appliances are summarized in Table 2.

The highest count of missing instants for each appliance is
plotted as shown in Figure 3. Using this plot, the highest count
of missing instants at a particular device in each appliance
revealed that the appliance ‘MicowaveOven’ had the highest
count of missing instants. In total, 84740 instants were
missing at the device with identifier ‘dev_768D06’ on
20/05/12. Hence, all the days of MicrowaveOven appliance
are considered for further analysis to know how many hours
are there with the highest counts of instants missing. For this
purpose, the frequency of hours with the highest missing
instants in MicrowaveOven appliance is plotted as shown in
Figure 4. During the analysis, it is observed that all the hours
except hours 1, 4, and 5 are containing the highest counts of
instants missing in the considered 60 days. Out of these hours,
hour ‘0’ has the highest frequency with the value 8 and
represents the occurrence of the highest count of data instants
missing.

Table 2. Summary of observations on the count of missing instants

Observation on highest missing instants Observation on lowest missing instants
' No. of days counts counts
S.No. Appliance connected Date(s) with Corresponding Date(s) with Corresponding
highest missing missing instants lowest missing missing instants
instants count instants count
1 Alarmclock 5 01/09/11 49826 03/09/11 46608
2 Charger-Smartphone 5 22/01/12 76364 20/01/12 70389
3 Charger-PSP 2 19/11/11 64442 18/11/11 54905
4 CdPlayer 2 21/01/12 78289 20/01/12 70781
5 SolarThermalSystem 8 24/01/12 64553 26/01/12 7560
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6 XmasLights 6 06/01/12 79128 08/01/12 73968
7 DvdPlayer 5 20/01/12 59412 31/12/11 55728
8 WaterBoiler 2 24/01/12 64490 25/01/12 61618
9 VacuumCleaner 1 21/01/12 57830 - -
10 Iron 3 25/12/11 34570 24/12/11 34488
11 | BeanToCupCoffeemaker 44 19/08/11 2899 30/08/11 827
12 Breadcutter 13 27/01/12 76612 25/01/12 66214
13 Cookingstove 16 01/01/12 63638 20/12/11 52199
14 Digital TvReceiver 24 01/01/12 63638 09/01/12 52070
15 EthernetSwitch 33 29/11/11 71657 20/01/12 26802
16 Freezer 9 24/01/12 64565 26/01/12 4130
17 LaundryDryer 9 24/01/12 130995 17/12/11 15863
18 Monitor-CRT 26 30/11/11 54858 19/08/11 2195
19 Multimediacenter 17 20/11/11 68409 26/01/12 31085
20 Playstation3 14 29/12/11 57798 13/02/12 30981
21 Printer 16 30/11/11 64877 08/01/12 52919
22 Projector 8 16/01/12 78873 14/01/12 72117
23 RemoteDesktop 9 30/11/11 62149 27/11/11 56722
24 Router 40 29/11/11 71741 26/01/12 31101
25 Subwoofer 28 26/01/12 89521 05/02/12 31042
26 Toaster 25 06/09/11 73077 20/01/12 26886
27 USBHarddrive 30 16/01/12 112335 09/01/12 52133
28 USBHub 10 16/01/12 56175 26/01/12 31293
29 TV-CRT 36 04/01/12 42852 18/06/12 3654
30 TV-LCD 119 20/01/12 234864 18/06/12 4090
31 VideoProjector 19 16/02/12 57509 01/02/12 30950
32 Washingmachine 56 25/06/12 88890 14/06/12 4913
33 WaterFountain 56 12/10/11 5502 04/09/11 864
34 Coffeemaker 82 27/01/12 127944 31/12/11 27090
35 Dishwasher 76 13/06/12 146443 26/08/11 944
36 Lamp 86 16/01/12 232192 05/01/12 27237
37 MicrowaveOven 60 01/01/12 90825 18/06/12 3557
38 PC-Desktop 151 13/06/12 146357 04/08/11 2251
39 PC-Laptop 67 22/01/12 179830 07/02/12 30981
40 Amplifier 89 26/01/12 89375 02/01/12 27094
41 WaterKettle 134 29/11/11 119492 13/09/11 1378
42 Monitor-TFT 190 11/08/11 189047 03/08/11 4836
43 Refrigerator 206 21/06/12 230645 17/09/11 700
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Figure 3. Highest count of missing instants in the readings of different appliances
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Figure 4. Frequency of hours with highest missing instants in MicrowaveOven

The parts of the day in Darmstadt, Germany are considered
Night, Twilight, and Daylight [31]. The hours 00:00 to 06:00
represent Night time. The Astro, Twilight, Nautical Twilight,
and Civil Twilight are together considered as Twilight. The
hours 07:00, and 20:00 to 23:00 represent Twilight time. The
hours 08:00 to 19:00 represent Daylight. All files (60 days) of
the appliance “MicrowaveOven” are considered for further

analysis as it has the highest count of missing instants. From
this analysis, the behavior of missing data in MicrowaveOven
appliance during various parts of a day is plotted as shown in
Figure 5. From this, it is observed that the highest missing is
on Daylight time (33 hours), the next highest is on Twilight
time (16 hours), and the lowest is on Nighttime (11 hours).

Number of Hours with Maximum Missing Instants

Number of Rows Considered

Parts of the Day

W Daylight (33) H Night (11) B Twilight (16)

Figure 5. Behavior of missing data in MicrowaveOven appliance during various parts of a day

4. CONCLUSIONS AND FUTURE SCOPE

This paper proposed an analytical approach to exploring the
missing data behavior in the smart home energy consumption

dataset. The proposed approach successfully explored and
quantified the missing data anomalies on all days for all the
given appliances in the considered dataset. This analysis
revealed that the appliance ‘MicrowaveOven’ had the highest
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count (84740) of missing instants. Further, this proposed
approach finds the behavior of missing data anomalies by
considering the appliance ‘MicrowaveOven’ as a test case.
The conclusions drawn from the implementation of the
proposed approach are given as follows:

= In some appliances, the devices have the same count of

missing instants on the same day. For e.g., the device

‘dev_D33097’ of ‘CookingStove’ appliance and the device
‘dev_D330A3’ of ‘DigitalTvReceiver’ appliance consists

of the same count (63638) of missing instants on the same
day (01/01/2012). This analysis may help the engineers to
suspect and identify some common factors that cause the
same count of missing data records across various
devices/appliances at the same instants of the time.

Unexpectedly, in some appliances, more than one lakh
missing instants are observed. The reason for this is
explained below.

- In general, the expected number of records in a day is
86400 (24 h x 60 m x 60 s) as there is one trace per
second is desired. But, due to the redundancy in the
energy consumption data records, the total number of
records exceeds the ideal expected count (86400). This
further increases the count of missing data instants than
the actual count. Hence, these redundant records
increase the complexity of the missing data analysis and
further delude the identification of missing records
correctly. So, it is expected that the dataset be free from
such redundant records to have an accurate behavioral
analysis of missing data.

- This opens up a new investigation requirement on the
redundant data anomalies to further enhance the data
quality and purification process.

= The highest count of missing instants is observed during

the Daylight period of a day.

Therefore, it is concluded that the proposed comprehensive

exploration of missing data anomalies helps the engineers and
researchers to understand the presence and the behavior of
missing data anomalies that help for accurate analytics.
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Response surface methodology is employed to statistically identify the significance of three parameters of
separator assembly arrangement, wastewater flow rate, and relative flow patterns of anode and cathode
influencing the generation of power and coulombic efficiency of Microbial Fuel Cells (MFCs). Three different
assemblies of Nylon-Cloth (NC), artificial rayon cloth as Absorbent Layer (AL), and J-Cloth (JC) were
investigated as proton exchange mediums instead of common expensive polymeric membranes. Statistical
analyses (ANOVA) revealed that although the addition of the AL after the JC layer had no significant impact
on the enhancement of maximum power density, it could improve the coulombic efficiency of the MFCs by
15 %, owing to the crucial impact of oxygen permeability control between the MFC chambers. In the counter-
Response Surface Methodology (RSM), current flow pattern, higher trans-membrane pressure and more oxygen concentration differences diminished
Separator-Electrode Assembly, the MFC performance and marked the importance of efficient separator layer arrangement, compared to
J-Cloth, co-current influents. The maximum power density of 285.89 mW/m?, the coulombic efficiency of 4.97 %, and
Nylon-Cloth, the internal resistance of 323.9 Q were achieved for the NC-JC-Al arrangement in the co-current mode along
Domestic Wastewater Treatment with the flow rate of 6.9 ml/min. The higher the flow rate of influent wastewater, the higher the performance
of the MFCs.
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1. INTRODUCTION

The know-how of electricity production processes from
renewable resources has been known for many years;
however, the critical need for the development of more
practical and viable utilization of novel renewable
technologies has been perceived on a global scale [1-4].
Microbial Fuel Cell (MFC) is known as a novel, useful and
eco-friendly approach that not only generates clean energy but
also solves the problems concerned with the contamination of
water sources by treating the polluted waters and wastewaters
[5-7]. Generally, Each MFC system consists of an anode
chamber, a cathode chamber, and a membrane for exchanging
the produced protons and separating the anode and cathode
from each other [8, 9]. The source of electrical energy in
MFCs is bacteria that reside in the biomass [10-12] and use
the microbial-catalyzed redox reactions to produce
bio-electricity directly [13]. The substrates are oxidized using
the microorganisms presented in the wastewater medium and
this results in electron and proton generation [11, 13].
Transfer of protons through the separator, followed by the

*Corresponding Author’s Email: davoodmk@eng.usb.ac.ir (D. Mohebbi-
Kalhori)
URL: https://www jree.ir/article_147027.html

combination of electrons with protons and oxygen results in
the generation of water on the cathode surface. Electricity is
simultaneously produced by the transportation of electrons
through the external circuit [14]. By improving the
performance of the MFC as well as reducing their component
costs, it can be a promising source of energy generation in the
future [15, 16].

Various parameters affecting the performance and overall
cost of MFCs include their designs, operating conditions, and
types of materials used for electrodes and separators.
However, it seems that among many obstacles against the
MEC scale-up, the challenge of finding an appropriate proton
exchange medium that has low cost, efficient proton
transferability, and long-term stability is of great importance.
In this regard, many innovative separators have been used
such as porous fabrics, nylon meshes, glass fiber, J-cloth, and
ceramics, which are not ion-selective and the species are
transferred based on their pore size [17-24]. Generally, these
size-selective separators have a higher proton transfer
capability and better applicability than the common Ion
Exchange Membranes (IEM). However, higher oxygen and
substrate permeation through these coarse-pore separators is
their most important shortcoming [25, 26], especially for
Separator-Electrode Assembly (SEA) design of MFCs whose
electrodes were closely placed on both sides of the separator

Please cite this article as: Keshavarz, M., Mohebbi-Kalhori, D. and Yousefi, V., "Multi-response optimization of tubular microbial fuel cells using response
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[27, 28]. To address this problem and take advantage of
different genera’s benefits, an assemblage of various size-
selective separators was utilized as a proton exchange medium
in some studies. For instance, in our previous work, three
layers of NC, JC, and Glass Fiber (GF) have been successfully
assembled as a separator of the continuous tubular microbial
fuel cell [20]. NC layer was placed next to the anode chamber
and JC and GF layers were assembled afterward in three
arrangements. Though implementation of GF layer after the
JC layer increased the electrode thickness due to its relatively
high thickness (4 mm), it could block the excess oxygen
crossing between the chambers and hence, improve the power
and current densities remarkably. Moreover, the effect of two
other important parameters including Hydraulic Retention
Time (HRT) and relative flow patterns of influent anode and
cathode electrolytes were investigated and optimized
separately [20].

However, this study with many other industrial and
laboratory scale processes was conventionally investigated
using One-Factor-At-a-Time (OFAT) optimization method,
which was only functionalized for the examination of single
varied factors and did not include the interaction of various
factors. To solve this problem, statistical Response Surface
Methodology (RSM) can be used to build an empirical model
by analyzing the affecting parameters as well as their
interactions. This useful technique has also become more
popular in biochemical fields, where a distinct mechanistic
model cannot be easily formulated [29-32].

Therefore, in this work, the effects of three important factors
of separator layers arrangement, wastewater flow rate (or
HRT), and the anolyte and catholyte flow patterns were
statistically optimized by using RSM according to D-optimal
design.

As the first categorical factor, three different combinations
of cost-effective porous layers, i.e., including nylon cloth
(NC), J-cloth (JC), and the absorbent layer of artificial rayon
(AL), were selected to find the best design of Separator-
Electrode Assembly (SEA) for continuous tubular MFCs. Two

flow patterns of anolyte versus catholyte (co-current and
counter-current) were also investigated simultaneously. The
flow rate of influent wastewater to the anode chamber, the
only numeric factor of this design, was controlled between as
2.9 and 6.9 ml/min at 5 levels. On the other hand, the
Maximum Power Density (MPD) and Coulombic Efficiency
(CE) of each experiment were adopted as two responses of
this statistical optimization. There are many types of research
on the optimization of microbial fuel cell’s operational
conditions as well as those types of researches that focused
absolutely on finding appropriate low-cost separators.
However, to the best of our knowledge, this study is the first
one that statistically investigates and optimizes different
separator-electrode assemblies as well as prominent
operational parameters along with their interactive effects.

2. MATERIALS AND METHODS
2.1. MFC construction

The MFC designs are almost similar to our previous study
except for minor design differences including use of brass
valves instead of plastic cones for input and output sections of
the anode and cathode chambers. Moreover, a new absorbent
fabric layer is implemented instead of glass fiber in the proton
exchange layers [20]. The schematic design along with visual
preparation steps of the tubular MFCs is given in Figure 1.
The two-chambered MFCs consist of the inner cylindrical
anode chamber (diameter = 3 cm and long = 30 cm) and the
outer coaxial cathode chamber (diameter = 6 cm and long =30
cm). The anode surface was perforated using a drill (100
homogenously pores, each diameter 3 mm) for crossing the
protons (surface area of 0.0007 m?).

The separators used in the MFCs as the proton exchange
medium composed of Nylon Cloth (NC, 0.5 mm thick, 70 um
pore diameter, and polyamide material), J-cloth (JC, 1 mm
thick, Canada), and artificial rayon cloth as the absorbent
layer (AL, 3 mm thick) in three different arrangements.

(A)

1

Ancde (Graphite granules)

Nylon cloth (NC)

J-cloth (JC)

Adsorbent layer (AL)
Cathode (Carbon cloth)

Cathode chamber (water+0Q,)

Figure 1. (A) schematic presentation of the tubular MFCs along with their cross-section details, (B) the assembled NC (thickness of 0.5 mm) over
the perforated anode tube, (C) the J-cloth layer (1 mm thickness) wrapped around the nylon cloth, (D) the absorbent layer (3 mm thickness) over
the previous layers, (E) the carbon cloth cathode, and (F) the completed MFC with an outer PVC tube as cathode chamber

The cathode electrode was made of carbon cloth (11 cm
width and 13 cm length) wrapped on the applied multilayer
separator (Figure 1E) and tightened using a thin pure copper
wire as a collector for produced current. Granular graphite
with an average diameter of 4 mm, the porosity of 9.39 %, and

density of 1.77 g/cm® was used as an anode electrode
accompanied by the spiral aluminum strip with a width of 0.9
cm and a length of 60 cm as the anode current collector,
which was embedded into the anode compartment.
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Fresh wastewater was continuously supplied from the septic
tank of the sewage treatment plant of the University of Sistan
and Baluchestan as anode electrolyte by a pump. Oxygen
saturated tap water as catholyte was continuously fed into the

-

Alrf'\ Water + oxygen
o=

cathode compartment. All experiments were triplicated by 3
similar MFCs in the same conditions, in which the
temperature was controlled in the MFC containing chamber at
37 °C, as depicted in Figure 2.

Waste water

. ©
Drain

Drain

Figure 2. The process diagram of the experimental setup

2.2. Measurements and calculations

Open- and closed-circuit modes of three tubular MFCs
operated and their voltages were recorded by a multimeter
device (VC9805 Zhangzhou Weihua Electronic Co., Ltd.,
Fujian, China). The current (I) passing through the circuit was
readily obtained using the well-known Eq. (1):

[ =V/Rey ey

where V is the voltage (V) and Rgy (1000 Q) is the external
resistance. Subsequently, the data for polarization were
produced by varying the external resistances from 17 to 44000
Q. The resulting voltages were recorded after stabilization.
The Power Density (PD) and Current Density (CD) can be
calculated through the following equations (Eq. 2 and Eq. 3):

— Vz
PD = A 2
v
CD = o 3)

where V, Rey, and A represent the voltage (V), external
resistance (), and the effective surface area of proton transfer
(m?), respectively.

An instrument according to a standard method (photometer
AL250 & CSB/COD-Reactor AL38, AQUALYTIC,
Dortmund, Germany) was used to measure the Chemical
Oxygen Demand (COD) for the fresh and treated wastewaters.
Moreover, a Manometric BOD Measuring device (OxiTop®IS,
USA) was used to obtain the Biological Oxygen Demand
(BOD).

The Coulombic Efficiency (CE) was obtained using Eq. (4)
[2].

M f,1dt

CE(%) = Fb v, ACOD

“)
where F represents Faraday's constant; b = 4 is the number of
exchanged electrons per each mole of reacted oxygen; ACOD
is the difference between inlet and outlet COD of anolyte; v,

is the volume of the anode compartment, and M represents the
oxygen molecular weight.

2.3. Experimental design

The D-optimal method is one of the most useful techniques in
the Response Surface Methodologies (RSM). D-optimal
technique is well used for the curve fitting of complex
problems, optimization, and experimental investigations. In
addition, this method is applied to the -chronological
experimentation.

Several factors can influence the overall performance of
microbial fuel cells. However, based on the experimental
results of the previous work [20], three independent factors of
anolyte flow rate, proton exchange layers arrangements, and
flow pattern of anodic and cathodic influents were adopted as
the most influencing parameters to be optimized using RSM.
The independent parameters including flow rate of anolyte
(2.9 to 6.9 (ml/min) at five levels), types and orders of the
proton exchange layers (3 types, namely NC, JC, AL), and
flow pattern in the cathode and anode compartments (2
patterns, i.e., co-current and counter-current) along with their
experimental levels are shown in Table 1.

Table 1. Factors and levels of the experimental designs

Variables Symbol Variable levels
Flow rate A 2.9 3.9 49 | 59 | 69
(ml/min)
Types and order B NC-JC | NC-JC-AL | NC-AL-
of exchange IC

layers
Relative flow C
pattern of current
cathode and
anode influents

Co-current Counter-

The Maximum Power Density (MPD, mW/m?) and the
Coulombic Efficiency (CE, %) of the MFCs were defined as
the responses of the statistical design. It is important to notice
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that if RSM is not used in many experiments, higher expenses
occur. Here, the nylon-cloth (NC), J-cloth (JC), and the
absorbent layer (AL) of artificial rayon constitute the layers of
the proton exchange medium in the MFCs with three distinct
arrangements. The experimental designs and the RSM
analysis were performed by means of Design-Expert software
(version 8.0.0).

The experimental design of this study is represented in
Table 2. The main responses in the statistical analysis are the

MPD and CE of the microbial fuel cells. Table 2 shows the
internal resistance of the microbial fuel cells for each
experiment, which have been estimated from the
concentration polarization plots. However, the internal
resistance cannot be identified as the third independent
response of RSM design, owing to its interconnection with the
power density of microbial fuel cell.

Table 2. Design arrangement and experimental results for three responses of RSM design

Run A: Anolyte flow B: Types and orders of | C: Flow patterns Internal R1: MPD R2: CE
rate (ml/min) proton exchange layers resistance (Q) (mW/m?) (%)
1 2.9 NC-AL-JC counter-current 546.3 197.659 1.8173
2 4.9 NC-AL-JC co-current 383.1 222.700 3.7127
3 2.9 NC-JC co-current 445.1 196.216 3.4912
4 6.9 NC-IC counter-current 376.8 258.664 4.5321
5 3.9 NC-JC-Al co-current 459.2 215.437 4.4341
6 29 NC-JC co-current 445.2 225.601 3.1653
7 6.9 NC-JC-Al co-current 343.8 276.915 4.0810
8 2.9 NC-JC-Al counter-current 519.4 179.534 3.6810
9 4.9 NC-JC-Al counter-current 584.2 188.260 3.3306
10 3.9 NC-IC counter-current 476.9 203.812 3.8721
11 59 NC-IC co-current 329.3 224.002 43174
12 6.9 NC-JC-Al counter-current 344.2 274.692 4.4162
13 6.9 NC-AL-IC co-current 3239 285.895 4.9675
14 59 NC-IC co-current 329.4 252.382 4.2385
15 6.9 NC-JC counter-current 376.7 285.496 4.2995
16 59 NC-AL-JC counter-current 410.1 212.175 1.6427
17 29 NC-AL-IC co-current 4334 201.272 3.2639

3. RESULTS AND DISCUSSION
3.1. Results for wastewater treatment

The COD and BOD of input wastewater were 1220 and 560
(mg/lit), respectively, with the BOD/COD ratio of 0.46. The
BOD of the output stream was measured to be 95 (mg/lit),
with 83 % percent of treatment, which seems to be an
acceptable result [33].

3.2. Statistical optimization results

Microbial fuel cells are complex systems in which many
factors can influence their performance. However, the
performance of MFC systems can be optimized from different
viewpoints such as maximizing the power generation,
wastewater treatment, or current production. In the present
study, two most important parameters of MPD and CE were
adopted as the main responses of statistical optimization. Two
distinct analyses of variance (ANOVA) were separately done
for each response of RSM optimization, which is described in
the following sections thoroughly.

3.2.1. The first response of RSM optimization: MPD

The results of ANOVA for MPD (Table 3) reveal that only A
(flow rate), C (flow pattern), and A? can significantly affect
(p-value < 0.05) the power generation of the MFCs. However,
the order of separator layers (B) was not recognized as a
significant parameter in the power production of the MFCs.
Moreover, these results indicated that the influent flow rate of
anolyte (A) was the most prominent parameter in the MPD of
the MFCs.

The low p-value obtained for the model parameter indicates
that the obtained model for the response is significant in terms
of statistical analysis and there is a chance of 0.01 % in which
the high amount of the model F-value (33.24) can occur due to
existing noise. In addition, a value of 0.8847 was found for the
coefficient of determination (R?). Also, reasonable agreement
between "Adjusted R?" (0.8580) and "Predicted R?” (0.8063)
confirmed that the observed and predicted values had a good
correlation. Comparison of the residual and pure errors in
terms of replicated experimental design is obtained by the
“lack of fit tests”. In this regard, the p-values > 0.05 mean that
there is an insignificant lack of fit. Furthermore, "Adequate
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Precision" of 14.717, which presents the signal-to-noise ratio,
implies an adequate signal. Overall, the obtained model can
acceptably be employed to navigate the design space. Finally,
an expression was produced mathematically from this
statistical analysis. Equation 5 shows the mathematical
expression in terms of the codded significant factors, and
Equation 6 points to the correlation between the MPD and the
actual factors of the analysis as follows:

MPD = 207.40 + 37.42 x A-8.30 X C + 30.92 X A2 5)
MPD = k — 57.042 x (F) + 7.729(F)? (6)

where F represents the flow rate of anolyte and k is a constant
value that is equal to 309.625 for co-current and 293.023 for
counter-current flow patterns, respectively.

Table 3. The ANOVA analysis for the maximum power density (MPD) of the MFCs (the first response of RSM design)

Source Sum of squares df Mean square F-value p-value
Model 17999.26 3 5999.75 33.24 <0.0001 significant
A-flow rate 15506.08 1 15506.08 85.90 <0.0001
C-flow pattern 1148.36 1 1148.36 6.36 0.0255
A? 2726.66 1 2726.66 15.11 0.0019
Residual 2346.67 13 180.51
Lack of fit 1152.22 10 115.22 0.29 0.9407 not significant
Pure error 1194.45 3 398.15
Cor total 20345.93 16
R?=0.8847 Adj. R?>=0.8580

3.2.2. The second response of RSM optimization:
Coulombic Efficiency (CE)

The analysis of variance (ANOVA) for the CE has been done
separately as the second response of the statistical
optimization (Table 4). The results of this analysis reveal that
all of three independent variables including anolyte flow rate
(A), the orders of proton exchange layers (B), and relative
flow patterns (C) of the anolyte and catholyte influents have
statistically significant influence (p-value <0.05) on the CE of
the MFCs. Interestingly, the orders of proton exchange layers
(B), not recognized as a significant parameter in the analysis
of variance of the first response, i.e., power density, has the
highest F-value now. Therefore, although the orders of proton
exchange layers may not have a significant impact on the
power generation proficiency of microbial fuel cells, it can,

however, control the rate of oxygen transportation between
the cathode and anode compartment and hence, greatly affect
the CE of the MFC systems. Comparison of the average
values of coulombic efficiency for different arrangements
shows that the addition of absorbent layer after the J-cloth
improves the coulombic efficiency by about 15 %.

The prediction model for the CE has been modified using a
reciprocal square root transformation to improve the normality
of data. Results of ANOVA show that the resulting model is
statistically significant. Acceptable proximity of R? (0.9436)
value to 1.0 along with the agreement of the adjusted R?
(0.9098) and the predicted R? (0.8868) values confirmed the
model adequacy. Moreover, insignificant “lack of fit” along
with the high value of "Adequate Precision" (17.622) indicates
a sufficient signal-to-noise ratio and model adequacy.

Table 4. ANOVA for the coulombic efficiency (CE) of the MFCs as the second response of RSM

Source Sum of squares df Mean square F-value p-value
Model 0.12 6 0.021 27.90 <0.0001 significant
A-flow rate 4.495E-003 1 4.495E-003 6.05 0.0337
B-layers arrangement 0.046 2 0.023 30.89 <0.0001
C-flow pattern 0.020 1 0.020 26.76 0.0004
BC 0.048 2 0.024 32.24 <0.0001
Residual 7.432E-003 10 7.432E-004
Lack of fit 7.012E-003 7 1.002E-003 7.15 0.0671 not significant
Pure error 4.204E-004 1.401E-004
Cor total 0.13 16
R?=0.9436 Adj. R?>=0.9098

Finally, the following mathematical correlation was derived
to predict the coulombic efficieny of microbial fuel cells
based on the significant parameters of “proton exchange
layers” (B), “flow rate” (A), and “flow patterns” (C) regarding
the coded (Eq. 7) and the actual factors (Eq. 8).

L =0.55-0.021 x A — 0.044 x B[1] + 0.091 x B[2] +

VCE

0.040 x C—0.028 x B[1]C + 0.078 x B[2]C 7
1

\/ﬁ = C1 —0.0106 XF (8)
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where F is the flow rate of anolyte influent and different
values of C1 constant in Eq. 8 for each categorical factor are
mentioned in Table 5.

Table 5. Constant values of correlated expressions for CE (Eq. 8)

Flow pattern Proton exchange layers Ci1(Eq.8)
(©) arrangements (B)
Co-current NC-JC-AL 0.5422
Counter-current NC-JC-AL 0.5669
Co-current NC-AL-JC 0.5708
Counter-current NC-AL-JC 0.8077
Co-current NC-JC 0.5627
Counter-current NC-JC 0.5418

3.3. Investigation of the effects of the prominent
parameters and their interactions

3.3.1. The
arrangements

effect of proton exchange layer

Microbial fuel cells are useful and eco-friendly technologies
that can generate electricity from various waste materials.
Generally, the organic matters are biologically degraded in the
anode chamber using the exoelectrogens, and the produced
electrons are transferred via the external circuit to react with
the final electron-acceptor at the cathode (usually oxygen).
The proton exchange membrane between the anode and

cathode chambers transfers the generated protons in the anode
to the cathode. It also provides a distance as close as possible
between the electrodes and at the same time, prevents the
short-circuiting, crosses the species between the chambers,
and maintains anaerobic anodic environment by controlling
the oxygen migration from the cathode to the anode
compartment.

However, the objective of this paper is to substitute common
highly expensive polymeric proton exchange membranes,
with super-low-cost cloth layers. In this regard, the effect of
different arrangements of three layers of nylon cloth (NC),
J-cloth (JC), and glass fiber (GF) on the overall performance
of MFCs was investigated statistically. The results of our
previous research revealed that the placement of J-cloth fabric
after the NC layer could sufficiently block the oxygen
transportation between the MFC chambers due to the
formation of good biofilm layer. However, the arrangement of
NC-JC-GF was the best separator arrangement design since
the addition of GF layer after the JC layer improved the power
density by the 5.15 % compared to the NC-JC design [20]. In
the present study, the application of another adsorbent layer,
instead of the GF layer, after the j-cloth was examined
thoroughly. Therefore, different arrangements of three layers
of NC, JC, and absorbent rayon layer (AL) were investigated
statistically. The power generation performance, cost, and
coulombic efficiency of the present separator electrode
assemblies were compared with the other low-cost porous
fabric separators in Table 6.

Table 6. Comparison of the power output, coulombic efficiency, and cost of porous fabric separators

Separator | Thickness | Poresize | K, x10* Rohm (Q) Rin (Q) CE (%) PD Cost PO Ref.
(mm) (um) (cm/s) (mW/m?) | ($/m?) | (mW/$)
NWF1 0.13 2.01 Nd 60.1 8.7 43+£2 Nd 40.8+72 2 20.4
NWF2 0.18 1.78 Nd 592+12 53+6 Nd 792 +6.5 3 26.4
NWF3 0.25 1.81 Nd 72.1£95 37+1 Nd 62.7+6.9 4 15.6 [34]
NWF4 0.13 1.21 7.0 469+65 | 51+75 20 97.0+7.5 2 48.5
Nafion 117 0.19 Nd 6.7 73.1483 93£2 22 575+3.9 | 1400 0.04
NWF-PP80 0.49 30 0.37+0.2 9.29 Nd 22 Nd 0.57 Nd
NWE-PP100 0.54 42 0.73 £ 0.6 9.50 Nd 18 117 0.57 Nd [34]
PPS 0.52 40 0.75+0.7 9.51 Nd 11 102 8.33 Nd
S-PPS 0.54 44 0.72+02 3.53 Nd 14 190 9.2 Nd
CMI-7000 0.46 4-12 0.2 9.68 Nd 16 78 166 Nd
Nafion 117 0.19 5x10°3 0.75 3.13 Nd 19 24 2300 Nd
J-Cloth 03 Nd 29.0 0.21+0.08 | 38.1+0.1 ~40 786 + 23 Nd Nd
GF 1 1 Nd 0.50 226+0.1 | 38.1+0.1 ~80 791 £ 69 Nd Nd [34]
GF 0.4 0.4 Nd 0.75 239+03 | 40.1+04 ~78 6234 Nd Nd
CMI-7000 0.46 Nd 0.94 3.78+04 | 131.7+84 Nd 267 + 22 Nd Nd
Nylon 0.2 0.170 0.2 Nd Nd 84.6 70 443427 Nd Nd
Nylon 0.45 0.170 0.45 Nd Nd 573 63 650 £7 Nd Nd
Nylon 10 0.045 10 Nd Nd 414 55 769465 Nd Nd
Nylon 60 0.050 60 Nd Nd 39.5 45 816+34 | Nd Nd [34]
Nylon 100 0.080 100 Nd Nd 373 41 908 + 24 Nd Nd
Nylon 160 0.100 160 Nd Nd 35.7 31 94147 Nd Nd
GF 0.7 0.380 0.7 Nd Nd 40.4 56 732 £48 Nd Nd
GF 1 0.700 1.0 Nd Nd 423 60 716 £60 Nd Nd
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GF2 0.380 2.0 Nd Nd 39.6 55 779 +43 Nd Nd
NC-JC 0.15 Nd Nd Nd 576.09 6.03+£0.3 267.17 + 7 38.2
30.6 [34]
NC-JC-GF 0.55 Nd Nd Nd 562.09 5.78+0.3 281.30 + 7.32 38.4
323
NC-JC 1.5 Nd Nd Nd 397.1+59 4.7 285.49 7 40.8 )
NC-JC-AL 4.5 Nd Nd Nd 450.2 £ 106 4.08 276.91 ~7.5 36.9 stzzlj*
NC-AL-JC 4.5 Nd Nd Nd 419.4 + 82 4.26 285.89 ~1.5 38.1

Nd: not determined; NWF: non-woven fabric; NC: Nylon cloth, JC: J-cloth, GF: Glass fiber; AL: adsorbent layer.

* The highest values of power density obtained for each arrangement are provided in this table for comparison with the other separator types. The detailed results of

experiments are listed in Table 2.

Figure 3 compares the results of two MFC experiments with
different arrangements of NC-JC and NC-JC-AL. The other
parameters of flow-patterns and flow-rate were similar in
these experiments which were adjusted to counter-current and
6.9 ml/min, respectively. According to Figure 3, there is no
marked difference in the open circuit voltages, currents, and
polarization results of these MFCs. However, comparing the
concentration polarization curves in Figure 3C revealed that
although the overpotential and concentration losses were
almost similar for these two arrangements, by taking into
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account the slope of the middle part of plots, the ohmic losses
for the NC-JC-Al were slightly lower than the values for NC-
JC. Altogether, unlike the glass fiber, the addition of rayon
layer after the JC could not significantly improve the
performance of MFC, as expected. However, as stated in the
previous sections, ANOVA analysis confirmed that these
different arrangements of proton exchange layers had only
statistically significant impact on the CE of MFCs (p-value
<0.05) and marginal differences in the maximum power
densities of MFCs were not statistically significant.
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Figure 3. A comparison of the results of two experiments with different proton exchange layers of NC-JC and NC-JC-AL: (A) open circuit
voltage, (B) current production, (C) closed circuit voltage, and (D) power density

Furthermore, the combined effects of independent variables
on the two responses of RSM optimization were investigated
as well as their individual effects. Figure 4 illustrates the
combined effects of layer arrangements (B) and flow patterns
of influents (C) on the two responses of MPD and CE.

Statistical analysis showed that although different
arrangements of the above-mentioned cloths had no
significant effect on the maximum generated power as well as
open-circuit voltages of MFCs, it can seriously control the
oxygen crossover between the chambers and affect the current

production and CE of MFCs. Nevertheless, as can be seen in
Figure 4B, the effect of layer arrangements on the CE was
more pronounced in the counter-current mode of influents. It
seems that higher pressure differences occurred in the counter-
current mode result in the more oxygen passage across the
separator layers, which hindered the performance of MFCs
and decreased the CE. Moreover, the lowest CE was achieved
when the absorbent rayon layer (AL) was placed next to the
nylon cloth (NC) layer instead of J-Cloth (JC) since the high-
porous rayon layer could not block the oxygen transfer
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through the separator adequately. This fundamental role of
J-cloth in the control of oxygen transportation rate is
consistent with the results of our previous study [20].
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Figure 4. Combined effects of different separator layers (factor B)
and flow patterns (factor C) on the two responses of RSM
optimization: (A) MPD and (B) CE; the red squares and green
triangles represent the co-current and counter-current modes,
respectively

3.3.2. The effect of wastewater flow rate or Hydraulic
Retention Time (HRT)

It is well known that the adoption of the appropriate HRT of
anolyte in the anode compartment has a significant effect on
the performance of MFCs with continuous flow mode,
because it must be consistent with the generation rate of
anodic bacteria and provide enough organic substrates for
them. In this study, like many others, different anodic HRTs
have been adjusted by changing the flow rates of influent
wastewater.

The flow rate of wastewater effect on the two responses of
MPD and CE is depicted in Figure 5. Consistent with our
previous work, both the maximum power density and CE of
MFCs were enhanced by increasing the flow rate or, in other
words, by decreasing the wastewater HRT in the anode
compartment. The rate of altering the responses by the change
of wastewater flow rate was obviously different. The MPD of
MFCs increased polynomial, whereas CE had a linear growth
by increasing the flow rate of wastewater.

3.3.3. The effect of influent flow patterns on the
performance of MFCs

Both responses of the statistical optimization are presented in
Figure 6, which are affected by different modes of co-current
and counter-current operations. Consistent with the results of
our previous research, MFCs have better performance in the
co-current configuration than the counter-current in terms of

both the power production and CE. This priority of co-current
over the counter-current mode is probably due to higher trans-
membrane pressure and more oxygen crossover between the
chambers in the counter-current design of MFCs, as described
previously [20].

(A

2675 —

235 —

MPD{mW/m2)

2025 —

170 —]

T T T I ¥
290 390 490 590 6.90

Flow rate (ml/min)

(B)

4375 —

3.45 —

CE (%)

2.525 —|

T T T T T
280 380 4350 5350 690

Flow rate {ml/min)

Figure 5. The effect of influent wastewater flow rate on (A) MPD
and (B) CE of microbial fuel cells; red circles indicate the
experimental design points
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Figure 6. The effect of co-current and counter-current modes on the
two responses of (A) MPD and (B) CE of MFCs; red circles indicate
the experimental design points
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4. CONCLUSIONS

In the present study, three more important operating
parameters of influent flow patterns, different proton
exchange layers, and the hydraulic retention time (HRT) of
used wastewater in the anode compartment were statistically
optimized by using the D-optimal-based response surface
methodology (RSM). Two independent responses of
maximum power density (MPD) and CE of MFCs were
adopted for this optimization and two distinct ANOVA
analyses were done for them. Statistical analyses confirmed
that although different arrangements of nylon cloth, J-cloth,
and absorbent rayon layer (AL) did not have a significant
impact on the power production, it could critically influence
the oxygen transfer rate between the anode and cathode
chambers and thereby the CE of MFCs. Among the three
configurations of NC-JC, NC-JC-AL, and NC-AL-JC, the first
design of NC-JC-Al was the best arrangement. However, the
addition of absorbent rayon layer after the J-cloth could not
improve the MFC performance considerably. Since the
application of rayon layer, with extremely high porosity, just
increased the electrode distance without sufficient
enhancement of the oxygen barrier property of separator. The
MFC with NC-JC-AL assembly generated almost the same
power density, but 8.2 % higher CE than the NC-JC design.

On the other hand, MFCs had superior performance in the
co-current flow pattern compared to counter-current in terms
of both the power production and CE. Moreover, investigation
of the combined parameters effects revealed that the effect of
separator layer arrangements was more pronounced in the
counter-current flow patterns, owing to its higher-pressure
difference and more oxygen penetration between the MFC
chambers. Furthermore, the higher flow rates of wastewater
improved the MFC performance due to the sufficiency of the
organic substrate for the growth of anodic bacteria. Overall,
the best conditions based on this optimization study were the
co-current flow pattern, NC-JC-Al separator arrangement, and
the anolyte flow rate of 6.9 (ml/min).
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Over the past decades, power engineers have begun to connect power grids to other networks such as
microgrids associated with renewable units using long transmission lines to provide higher reliability and
greater efficiency in production and distribution besides saving resources. However, many dynamic problems
such as low frequency oscillations were observed as a result of these connections. Low frequency oscillation is
a normal phenomenon in most power systems that causes perturbations and, thus, the grid stability and
damping process are of paramount importance. In this paper, to attenuate these oscillations, a novel method for
designing Power System Stabilizer (PSS) is presented via Linear Parameter-Varying (LPV) approach for a
Single Machine Infinite Bus system (SMIB). Because the system under study is subject to frequent load and
production changes, designing the stabilizer based on the nominal model may not yield the desired
performance. To guarantee the flexibility of the stabilizer with respect to the aforementioned issues, the power
system polytopic representation is used. In order to apply the new method, the nonlinear equations of the
system at each operating point, located in a polytope, are parametrically linearized by scheduling variables.
Scheduling variables can be measured online in any operating point. By using this model and following the H.,
synthesis, feedback theories, and Linear Matrix Inequalities (LMIs), LPV controllers at all operating points are
obtained. Finally, the simulation results verify the effectiveness of the proposed controller over classic and
robust controllers with regard to uncertainties and changes in system conditions.
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1. INTRODUCTION

Improving the stability of the power systems is one of the
main goals, tasks, and aspirations of power engineers that has
been of great significance in the last decades. The
development of power grids, their diversity, and intertwining
with renewable energies have brought about spontaneous low-
frequency oscillations. Small and sudden disturbances in the
grid cause natural fluctuations in the system. In the normal
case, these oscillations die out rapidly and the amplitude of
the oscillations does not exceed a certain amount. However,
these fluctuations may continue for a long time and at worst,
their amplitudes increase. Such fluctuations in the grid pose
serious risks, making it difficult to exploit the system
optimally. Various experiences of interconnected power
systems indicate that these oscillations are caused by the
excitation of electric modes of synchronous generators.
Today, power system stabilizers are widely used to robustly
improve the stability and overcome the perturbations [1-4].

*Corresponding Author’s Email: ha.moradi@razi.ac.ir (H. Moradi
CheshmehBeigi)
URL: https://www jree.ir/article_148013.html

Several methods have been proposed in the literature to
attenuate the low frequency oscillations of power systems.
Planning a control strategy is essential to damping
electromechanical oscillations while designing and creating a
power system. Classic control systems, robust, adaptive,
optimal, H., fuzzy control-based methods, artificial neural
networks, and a wide variety of optimization and artificial
intelligence algorithms are some of the methods that have
been developed in the field of stability and PSS design over
the last years [5-10]. Utilizing fuzzy logic controller for
designing a power system stabilizer was studied in an SMIB
[11], showing the better performance of Fuzzy PSS (FPSS)
over Classic PSS (CPSS) by considering the triangular and
Gaussian functions to synthetize the controller. In [12], a
predictive optimal adaptive PSS was presented for an SMIB.
The simulation results of this optimization algorithm
illustrated that the proposed POA-PSS method had preferable
performance compared to CPSS. Another research was
conducted to evaluate the output performance of CPSS and
PID-PSS, which were optimized by Firefly and Bat
algorithms. The results clarified that although CPSS with bat
algorithm exhibited weak performance, the robust PID-PSS
using firefly algorithm optimization could stabilize the
proposed SMIB system for all operating conditions [13].

(https://doi.org/10.30501 /jree.2021.306909.1265).
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Under [14] study, a stochastic metaheuristic population-based
optimization algorithm named Sine Cosine Algorithm (SCA)
was used for tuning PSS parameters. The research revealed
that this technique was much more effective than other
methods in exploration and exploitation to determine PSS
parameters and improve the stability of a single machine
connected to a large power system. An artificial intelligence
method known as Ant Colony was employed to optimize a
PID-PSS for an SMIB system. It was shown that the proposed
control approach worked properly and the minimum
overshoot for the frequency response and rotor angle were
achieved [15].

In further studies, several methods have also been presented
for multi-machine power systems. In [16], the design of PSS
using the root locus method was investigated. The technique
could be applied directly to the power systems and provided
clear indication of damping degrees for various combination
of PSS parameters. The result of this research indicated that
the perturbations caused by noise input could be suppressed
by the root locus-based PSS structure. In another study, the
design of a fixed parameter PSS for synchronous performance
in a multi-machine power system was executed. The stabilizer
was designed to compensate for the transfer function. It was
shown that the transfer function remained relatively constant
over all working points. It was concluded that when facing
disturbances, the PSS transfer function and dc gains were
selected in a way that the phase and gain errors around the
modal frequencies were kept to a minimum. [17]. In [18], a
new evolutionary algorithm-based approach was proposed to
perfectly design multi-machine power system stabilizers. The
presented method used the Particle Swarm Optimization
(PSO) algorithm to search for optimal settings of PSS
parameters. Two objective functions based on eigenvalues
were considered to increase the attenuation of the
electromechanical modes of the system. Robustness of the
proposed method also depended on the initial guess, which is
considered as its drawback. Thus, the simulation results were
analyzed to guarantee the desired performance of the proposed
PSS in the presence of various perturbations and loading
issues. It was demonstrated that the novel Modified PSO
algorithm presented in the paper brought about some
advantages compared to previous PSO approaches. Further
research was conducted to design a PSS for the multi-machine
power system using the output feedback sliding mode control
technique. The nonlinear model of the multi-machine power
system was linearized at different operating points. The slide
signal was taken as output and the output feedback sliding
mode control was applied at an appropriate sampling rate.
This method did not require complete states feedback and was
easy to implement [19]. The main result of this research is that
the proposed controller can damp the oscillations much faster
than the classical PSS, which increases the responsiveness of
the control system. In [20], an adaptive fuzzy control method
was employed to form a decentralized load frequency
controller in a two-zone interconnected power system. The
Adaptive Fuzzy Load Frequency Controller (AFLFC) was
implemented to enhance the frequency dynamic performance
and transmitted power through the transmission lines during
sudden load changes. The results illustrated that this method
provided good attenuation control and reduced the frequency
deviation overshoot in both regions. Gray Wolf Optimization
(GWO) algorithm was tested to create a Wide-Area Power
System Stabilizer (WAPSS) and it was examined in some
multi-machine power systems. It was observed that the

proposed strategy came with a multitude number of
advantages such as damping the inter-area oscillations and
compensating the detrimental effects of communication delays
[21]. In [22], an optimal Model Reference Adaptive System
(MRAS) was addressed to devise an effective PSS utilizing in
multi-machine power systems. Through the suggested strategy
in this research, the speed profile of the generator was
enhanced and much more damping torque was provided upon
injecting the stabilizing signals to the excitation part of the
control system. The robust approach has also been of interest
to researchers in recent years due to its impacts on improving
system performance. One novel research investigated a robust
strategy for a single machine infinite linked to a static
synchronous compensator (STATCOM). The purpose of
employing STATCOM was to regulate voltage and lessen the
fluctuations via NSGII algorithm. The proposed system acts
like a PSS to deal with disturbances. There were three
scenarios considering PID controllers for speed loop, voltage
loop, and both. The results illustrated that the third scenario
positively affected the damping degree for both speed and
voltage control aims [23]. It was shown in [24] that a robust
power system stabilizer for enhancement of stability in power
system ensured better performance in comparison with the
conventional fuzzy-PID controller. The methods mentioned in
this section for designing and tuning power system stabilizers
present many drawbacks. In addition to the random selection
of the initial population, local entrapment and inopportune
convergence are among the disadvantageous of heuristic
algorithms. Then, meta-heuristic algorithms have been
introduced to compensate earlier issues. Some other studies
have focused on linear parameter varying to achieve good
performance for power system stabilizers. A Least Mean
Square (LMS) method was used as an LPV identification
algorithm in [25]. This algorithm was composed of the LPV
model based on the interpolation of m linear local models and
active and reactive power were considered as scheduling
parameters. The simulation and experimental test showed that
the applied methodology had a desirable damping effect on
electromechanical oscillating terms. Also, another LPV
system identification methodology was presented in [26].
Principal Component Analysis-based (PCA-based) parameter
set mapping was employed to decrease the number of models
and create a simpler LPV model. In this way, the
computational burden of the modeling strategy was reduced.
The suggested LPV controller verified the suppressing
features and damping properties against fluctuations,
especially in multi-machine power systems facing different
operating  conditions. Despite the relatively good
performances of different systems, a strong mathematical
basis is not included and even much time may be spent for
solving optimization problems. Also, getting an accurate
response due to the complexity of the systems could be
difficult to reach. Additionally, the proposed robust PSS and
CPSS tested in the literature mainly offer one simple
controller for all operating points which cannot work under
some uncertainties and system disturbances. On the other
hand, an enhanced LPV-PSS presents separate controllers for
the whole working points and uncertain circumstances. Online
parameter tuning in LPV control systems is a major privilege
amongst other controllers to adjust the PSS parameters due to
unpredictable performances of a system. It is to be mentioned
that proven control theories and lemmas support the LPV
systems.
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Linear Parameter Varying (LPV) modeling refers to linear
dynamical models and the description of their state space
depends on an exogenous variable parameter. In these models,
the exogenous parameter operates independently and the state
space model is dependent on it, that is, the exogenous
parameter changes are independent of the system and a unique
linear state space model is defined for each parameter.
Exogenous parameters are called scheduling parameters. LPV
models have a profound relationship with gain-scheduling
strategies which is, in fact, the extension of the classical gain-
scheduling method. The only difference is that in gain-
scheduling models, unlike LPV models, the free parameter is
endogenous, meaning that it originates within the system. The
basis of both theories is to parse a nonlinear controller and
create a set of linear controllers for a nonlinear system [27-
28].

The main purpose of this paper is to design a power system
stabilizer using LPV control method which is used to enhance
the oscillations’ damping of a single-machine power system
connected to an infinite bus in a wide range of operating
conditions. In order to apply this new technique, the nonlinear
equations of the system at any operating points in a polytopic
space are parameterized linearly by setting online-measured
parameters. Next, the search space is reduced from a
non-convex space to a convex sub-space to solve the
optimization problem. Considering H. algorithm and
optimization LMlIs, the LPV controller is designed using
output and state feedback theories. This way, contrary to the
pre-mentioned controllers, there would be a controller for
every single working point in the determined polytopic space.
Hence, by taking online feedbacks, the PSS parameters can be
tuned uniquely. In other words, by proceeding from one
working point to another, the controller model also changes
accordingly. This empowers the control system to perfectly
perform during different conditions.This article is organized
as follows. Introduction is presented in Section 1. In Section
2, preliminaries are introduced. In Section 3, the LPV
modeling of Single Machine Infinite Bus Power System with
polytopic representation is stated. Simulation and results are
given in Section 4. Conclusion is discussed in Section 5.

2. PRELIMINARIES
2.1.LPV systems

The LPV model is a dynamic linear state space model.
Although the matrices of this model are not specific, they
depend on the system free parameter. The general form of
such a model is as follows:

x =A(0)x + B(O)u |
y = C(0)x (1

where 6 is an exogenous parameter that can be time
dependent; u and y are input and output. As can be seen, this
is a typical representation of the state space. One thing to note
is that within a given timeframe, the parameter can cross any
arbitrary path whose quality is generally out of the system
control. It is also worth mentioning that there are bounds on
magnitude and rate of variation for exogenous parameters
[27].

Forallt>0,

—us<o® <sp

—-p<B® <p @

2.2. Output feedback LPV controller design

By expanding (1), the state space complete model of the LPV
system is obtained as follows:

x = A(0)x + B;(6)w + B,u
G(e) {Z = C1 (B)X + D11 (G)W + D12 (e)u (3)
y = C2(8)x + D1 (B)w

where z is performance output, y sensed output, u control
input, and w represents disturbance input. The state space
model of the full-order output feedback controller is defined
as follows:

% = Ag(8)xg + Bk (8)y

u = C(B)xg + Dy (O)y @

K(0): {

The closed loop system consisting of plant (P) and output
feedback controller (K) defined in (3) and (4) is expressed as
follows:

X = Aa(8)xq + Ba(®)w

z = Cy(8)xy + Dy (B)w %)

H(e);{

The generilized separate form is considered as follows:
A B A+BDgC BCx B, +BDgD,,
(¢ p)= ( BkC  Ax BDy ) ©)
o e C,+D,DxC D,Cx Dy + D,DgD,,

Figure 1 presents the block diagram of the closed loop
system in the output feedback design.

Dy(6)
K(9)
u o+ X * ¥
» B, L ¢, —® >
s +
+H o+
w g
B(0) alo) s {c0) |8
l Dy(0)
Dy(6)
Figure 1. Block diagram of closed loop system in output feedback
method
2.2.1. Hw based output feedback controller

considering Single Quadratic Lyapunov Function
(SQLF)

In this case, the variation rate of exogenous parameters is
considered as desired. This method is stated through two
approaches. The purpose to review these two perspectives is
to figure out which one exhibits better performance and
accuracy.

Theorem 1. If for a positive value of y,,, there will be a
definite positive matrix of X,Z € S™ and the matrices of the
dependent parameter Ag(0) € R™", B (0) € R™", Cx(0) €
RM™WXN D (0) € R"w*My, respectively, so that the LMIs (7)
and (8) are satisfied simultaneously, then the closed loop
system H(0) in (5) is exponentially stable and the constraint
(norm) H,, of transfer function from disturbance input w to
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performance output z in the closed loop system H(8) becomes
smaller than y, in (9) [29]. Therefore, the state space matrices

He {(A(G)X + B,Ck(6) A(6)B;Dk(0)C; )}
Ak(0) ZA(8) + Bk(8)C,
[C1(B)X + D12Ck(8) C1(8) + D1;Dk(B)C2]  —Yoolng

* *

Yo (6) =

The parameters used in the above LMI are state, input, and
output matrices, which were introduced in Section 2.2. By
solving this LMI, the controller matrices are obtained.

X I,
()
sup 415 < Yoo (9)

weL,w=o Wiz

Ag(0) = Z71(ZA(8)X + ZB,Ck(0) — Ak ()

—(ZB,Dk(8) — Bk(8))C,X)Y !

Bk(8) = Z7(ZB,Dk () — Bx(8)) (10)
Ck(8) = (Ck(B) — Dk(B)CX)Y ™

DK(B) = DK(B)

where

Y=x-z"1 (11)

Theorem 2. For any given value of A, the closed loop system
consisting of the system (3) and the LPV controller is stable
by displaying the given state space in (4) if and only if there
are constant decision matrices P, € R™", P, € R™" P; €
R™™ and Y € R™™, as well as the dependent parameters
L,(8) € R™™ L,(0) € R™T, L;(0) € RP*™ and X(B) € R™™,
S(0) € R™" g0 that Conditions (12) and (13) are satisfied
simultaneously; then, the closed loop system H(B) is
exponentially stable in (5) and H, norm of the transfer
function from the disturbance input w to performance output z
in the closed loop system H(8) will be less than the value of
Yo in (16) [30]. Therefore, the state space matrices of the
controller K(B8)can be obtained from Equation (15):

P P
(Pz’ P3) >0 (12)
/ — He(A(0)X(0) + B,(0)L;(6)) .
Py — 1,(6) — A'(6) P, — He(YA(8) + L,(8)C,(8))
| ~C,(8)X(8) — D,(8)Ls(6) —C,(0)
K B; B1(0)Y' + D3, ()L, (6)
X(8) — P, — AX' (B)A'(8) — AL (8)B}(6) 1P, — AL, (6)

5(9) — P} — AA'(0) Y — P, — A (8)Y' — ACL(8)L, ()

I * * * \
D1(8) vil * * I <0 (13)
—AX'(8)C1(8) —AL5(0)D5(8) 0  A(He(X(8))) * }
—A\C;(0) 0 AS(B) +Al  A(He(Y))

The output variables and the controller state space
representation are achieved as follows:

Ag(0) = V(L1 (6) — YA(8)X(8) — YB,(8)L3(6) — L,(6)C,(6)X(6))

Bg(8) = V(Lz (6) —YB, (9))

Cx(8) = L3(8) (14)
LDK(G) =0
ex(0) = V(S(6) — YX(8))

where

of controller K(8) can be obtained from Equation (10).

B;(8) + B,Dk(8)Dyy
ZB;(8) + Bk (8)Dy4
D1,(8) + D1,Dk(8)Dy;

<0 )

_Yoolnw

Ag(8) = Ax(8)ex ()
{BK(G) = BK(G)

Cx(8) = C(O)ex (6) (1)
DK(G) = DK(G)
I Hyu 12, = 2Ol 2 (16)

W (i)l 20 W13

Matrix V is opted as desired, which can be an identity matrix
with the appropriate dimension [30]. It should be noted that
according to Theorem 2, various stabilizer controllers can be
designed by selecting each different A.

2.2.2. Hw based output feedback controller
considering Parameter Dependent Lyapunov Function
(PDLF)

In this case, the variation rate of exogenous parameters is
considered slow.

Theorem 3. For any given value of A, the closed loop system
consisting of the system (3) and the LPV controller is stable
with the state space represntation in (4) if and only if there are
symmetric dependent parameter P; € R™®, P; € R™"™ and the
dependent matrix parameters of L, (0) € R™*", L,(0) € R™,
L;(0) € RP*™and P, € R™", X(0) € R™*", S(B) € R™™ and
the constant decision matrix Y € R™™ so that the Conditions
(17) and (18) are satisfied simultaneously. Then, the closed
loop system H(B) in (5) is exponentially stable and the H,,
norm of the transfer function from disturbance input w to
performance output z in the close loop system H(B) will be
smaller than the value of Y, in (21). Therefore, the controller
state space matrices K(0) can be calculated from Equation
(20) as follows [30]:

(Pl (6) Py(6)

10 Pg(e)) >0 a7

P;(6) —L,(6) —A'(8) P;(6) — He(YA(®) + L,(6)C,(6))
—C,(8)X(8) — D,(8)L3(8) —C,(8)
B1(8)Y" + D3:1(6)L(6)
I—P,(6) — AL, (6)
Y — P,(8) — AA' ()Y’ — AC4(8)L, ()

( P,(6) — He(A(8)X(8) + B,(8)L4(6)) *

B
\xw) — P,(8) — AX'(8)A'(6) — AL (0)B4(6)
5(8) — P}(8) — AA'(6)

1 * * %
D, (6) Y21 * X <0 (18)
—AX'(8)C1(8) — AL;(8)D5(8) 0 A(He(X(8))) *
—AC,(8) 0 AS(®)+Al  A(He(Y))

The output variables and the controller state space
reprentation are obtained as follows:

1 * * *
D} (6) Y21 * « <0 (19)
—AX'(8)C1(6) —AL3(0)D5(0) 0  A(He(X(8))) *
—AC,(8) 0 AS(B) +Al  A(He(Y))
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where

Ag(8) = Ax(8)ex' (8)
{BK(G) = BK(G)

C(8) = Ce(®)e(8) 20
DK(G) = DK(G)
IHyll% = Tzl 2 @1

(k) [l %0 W3

Matrix V is opted as desired, which can be an identity matrix
with the appropriate dimension [30]. It should be noted that
according to Theorem 3, various stabilizer controllers can be
designed by selecting each different A.

2.3. State feedback LPV controller design

Theorem 4. 1f in the following optimization problem, for a
positive p, there are positive and definite matrices X(8) and
W(0) so that the LMI Condition in (22) for the system (3) can
be satisfied, then the closed loop system T(0) in (20) is stable
and the norm of the closed loop (23) is met [31].

A(8)X(8) + B,W(8) + (A(®)X(6) + B,W(8)T
B (6)
C1(8)X(6) + Dy, (B)W(B)

Bi(8) (C;(8)X(6) + D1, W(B)T
-1 DT, (0) <0 (22)
D;1(0) —pl
where X(6), W(6) > 0.
ITwlleo < /P (23)

Then, the state feedback controller gain can be expressed
through the following equation [30]:

K(6) = W(8) x X™1(8) (24)
(%a = Aa(@)xq + By (O)w
T(e)'{ Z= Ccl(e)xcl (25)

Figure 2 demonstrates the block diagram of the closed loop
system in the state feedback design method.

K(#)
u ¥/
B, b e
+ 0+
w
————{ B,(6) 4(9)

Figure 2. Block diagram of the closed loop system in state feedback
method

In designing a controller using this technique, much
progress has been made beyond stabilization (as minimum
expectation of the controller), especially in the discussion of
disturbances from LPV systems and minimization of inductive
norms, improvements are significant [27]. It is to be noted that
in most robust control topics, achieving a desirable function
leads to minimization of inductive norm of a weighted

function and progress in minimizing these norms provides
progress in obtaining the desired system performance.

3. PROPOSED LPV MODELING of SINGLE MACHINE
INFINTE BUS POWER SYSTEM

The system under study is a single machine infinite bus power
system connecting via a transmission line. This system is
represented by a fourth-order linear model [32]. The block
diagram of this model is shown in Figure 3 below.

K1
AT, = AT, -AT, 1 Ao 27f AS
® D +sM 5
PSS
[x ]

1+ sT)K,

Figure 3. Mathematical model of the single machine infinite bus
power system

In the proposed LPV modeling, to ensure the flexibility of
the PSS, a polytopic representation of the power system is
employed. As is clear from Fig. 3, (kq,k,, ks, ky, ks, kg) are
fourth-order model constants that remain dependent on the
loading conditions of the active power (P), the reactive power
(Q), and the external reactance of transmission line (X,).

Mathematical equations concerned with how to convert
k; ...kg to P, Q, x, were given in reference [33, 34]. In fact,
Parameters K, ..k, are obtained via linearized small
perturbation relations of a single generator supplying an
infinite bus through external impedance. In other words, the
proposed model Kk;..ky emerges from the relationship
between the concept of small perturbation analysis and
synchronous generator elements. The proposed working
points (P Q x.) are per unit values which are arbitrarily
determined from the specified intervals for each of the
parameters. The LPV model of a single machine infinite bus
power system can be written as follows:

% = A(kp)x + By,w + Byu
G(6):{ z=C,x+D,u (26)
y = Cyx

z,wand y are stabilizer output, the disturbance input, and
the measured output, respectively. Here, the velocity change
Aw is considered as the measured output. Disturbance input
can be selected as a change in the mechanical torque input or a
change in the voltage reference. The state vector x € R* is
defined as x = [A§ Aw AE; AEgq], where AS, AEg, and
AE¢q are load angle deviation, induced electromagnetic force
deviation corresponding to the field current, and deviation in
the generator field excitation voltage. The matrices for
representing the state space are as follows [32].
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0 w O 0
K Dk 0
M M M 0
(p)=| ko o L L IBu=|0
Tao Taoks  Tgo _E
—Kgks —Kgky -1 Tg
Tg Tg Tg
0
1
By =| ¥ =0 1 1 1) 7)

where Tg, Kg, T§, and M are exciter time constant, exciter
gain, open circuit field time constant, and inertia coeficient,
respectively.

Note: C; = C, and C; = Cy may be selected as C, = Cy and
also D, = 0. Doing this, the H,, norm of the closed loop
system is reduced from the input w to z as well as the effect of
external disturbance on the output performance. Based on the
analysis performed in [33], k, can be written as (xq — Xg)K3,
in which x4 and x; are the d-axis synchronous reactance and
the d-axis transient reactance, respectively. In addition, it can
be written in the matrix (27):

ks = = 28)

Therefore, system matrices can be expressed as follows:

0 w, 0 0
-k —k
_1 0 _2 0 0
M M 0
(kp)= | —Ga—x)kz | —ksi 1 |, = 0
Tao Tao Tdo _E
\ —Kgks 0 —Kgkey 1 Tg
Tg Tg Tg
0
1
B,, = l(v)l ,CG,=(0 1 0 0) 29)
0

A(kp) = Ag + kyA; + KAy + kaiAs + ksAs + keAs  (30)

In Equation (30), the system matrix A(kp) is written as an
expression and separated by parameters and constant matrices
Ay, Ay, Ay, A;, A; and Agwhere each parameter changes
within a certain range:
kl ’ k;]
k3, k3]
k3;, k3l
L ks, kf]

ke € [kg, k¢]

€l
€l
k31 [
€l

under different loading conditions.

ki (ki) represent the boundries of the k; parameter
corresponding to the P € [P7,P*], Q€[Q,Q*]and x. €
[xz,x¥] wvalues. The affine parameter-dependent model in
(30) can be converted to a olytopic model as (32). The
parametric vector k = [k; k, ki ks Kg] creates a 32-
corner polytope whose corners are as follows:

Keorsz = [k1 k; k;—i k; kg—]
l(cor32 = [k-l*- k; k;i k; k;]
: (€2))

keorsz = [ki k3 k3 ks kg

For all P € [P7,P*], Q€ [Q7,Q"] and x, €
the system matrix can be obtained as:

A(ky) = AK) € S = CofAy, Ay, ..., Asy )

[xz,xd] values,

={Zi3%aAa; 2 0,X153%a; = 1} (32)

where A; = A(kcor1), Az = AKeorz), -+ Azz = AlKcors2)-

In this study, the design of PSS using the output feedback
and the state feedback method via LPV approach for optimal
placement of poles in accordance with the working conditions
Pe[P7,P*], Q€ [Q,Q%] and x, € [xg,x}]is presented so
that the H,,norm of the closed loop system can be minimized.
Furthermore, the PSS transfer function is strictly proper and
its order is equal to the system order (full order controller).
The state space representation of PSS controller and closed
loop system are shown in accordance with (4) and (5) as
follows:

K(kp):{XK = AK(kp)XK + BK(kp)y

u= CK(kp)XK + DK(kp)y

The closed loop system consists of a plant (29) and a
controller (33), as obtained below:

T(k ) { cl(kp)xcl + Bcl(kp)w
p 7Z = Ccl(kp)xcl + Dcl(kp)w
where

(33)

(34

A+BDgC BCx B, +BDgD

Acl Bcl w
(c 0 ): B, C A ByDy, 35)
o C, +D,DxC D,Cx D,y + D,DgDy,

4. SIMULATION AND RESULTS

In this section, by employing the mentioned Theorems and
Equations, simulations are done according to the defined
scenarios. Optimization problems are solved using the
YALMIP [35] and ROLMIP [36] toolboxes runnig in
MATLAB software. SeDuMi and SPDT3 are used as LMI
solvers.

4.1. Output feedback structure

Theorems 1 and 2 of Section 2.2.1. are used for system (29)
with a 32-corner polytope corresponding to the following
parameters:

Pe [P ,P*],Q € [Q,Qt]and x, € [x5,x{]

[kl ’ kl ]
[kZ ) k+]
k31 [k31' k31]
[ks, k+]
ke kg, k]

Finally, the control parameters of the output feedback design
are obtained using Equation (10) and (15).

Considering the single machine infinite bus power system
and the 32 corners obtained from its polytopic representation,
the LPV stabilizer design is addressed. In the simulations
performed, the range of changes in machine parameters is
considered as follows [32]:

Pe[0.2 1] p.u

Q€e[-0.2 0.5] p.u (36)
€[04 0.8] p.u
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The parameters k; to kg will also change as shown in
Appendix B, in the specific period [k;, k;"] as follows:

(ki kfl=1[0.67027 1.7130]
k; k3]=1[0.0377 1.3255]
[k3; k%]=1[2.14285 2.77778] (37)
[ks ki#]=1[-0.13991 0.16554]
[k; k&1=1[0.3810 0.82008]

To investigate the effectiveness of the proposed method, the
simulation results of the stabilizer designed by Theorems 1
and 2 in Section 2.2.1 and a classical stabilizer [37] as well as
a H,, robust stabilizer [32] are compared.

H,, Robust output feedback PSS

76.74%(1+0.2875)(140.6485)(1+0.01265)

38
(1+0.02055)(1+0.0324s)(1x107552+2.35X10"3s+1) (8)
Coo = KsTws , (1+T;s)(1+T3s) _ 14X10s _ (0.0852+0.65s+1) (39)
PSS T 14Ty,s * (14Tps)(1+T4s)  1+10s ~ (0.0052s2+0.14s+1)

K is the PSS gain, T, is the Washout time constant, and
T; ... T, are the time constants of the lead compensators.

65

Here are the simulation results of a sudden change in the input
mechanical torque, which indicates a short circuit at a
particular moment and its elimination after a certain period of
time that occurs in three modes of operation.

Table 1. Summary of the considered operating conditions

Values
P=1,Q=02x.=04
P=1,Q=-02,x, =038
P=02Q=05%x, =04
P=03,Q=-0.1,x,=0.6

Operating conditions

1% Lag power factor

2nd: Lead power factor

3d: Lag power factor

4: Tead power factor

In this case, first, using Theorems 1 and 2 in Section 2.2.1,
the Liapanov function is fixed and as a result, the dynamics of
the system are considered to be relatively fast. The simulation
results are obtained as follows (Figure4 - Figure14).

25 T 1 T 1 T
| - =w ol PY PSS (lheoem) -
2 - [
- i = =Robust PSS
. | CPSS
= 15 ; y —LPV PSS (thereni)
4
_%. ! ‘\
3 J A
sl " »
M " Tl -
i -
1] RO it S SRS X
05 I I 1 I 1 |
] z 1 [ g 0 12 14 16 18 20
003 T T T T T
0.02 ‘s s sLPy PSS (theorem2)
, = —Robust PS5
oo iy cPas
3 W LPY PS5 (thearem1)
:;l 0 Fo s yrei b
<l V!
-0.01 \
.02 - =
0.03 | | | | |

20

Time (s}

Figure 4. Comparison of LPV PSS, Robust PSS, and CPSS for the first working mode and a sudden change t =2 s in the input mechanical torque

T T T T T
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[ T T— et T 0 -
3 1 | | | 1
o 2 4 E B 10 12 14 16 15 20
0.04 | | 1 | I
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i, CPS3
El 4 = aLPY PSS [IheorenZ)
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Figure 5. Comparison of LPV PSS, Robust PSS, and CPSS for the second working mode and a sudden change t = 2 s in the input mechanical

torque
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Figure 6. Comparison of LPV PSS, Robust PSS, and CPSS for the third working mode and a sudden change t =2 s in the input mechanical torque
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Figure 7. Comparison of LPV PSS, Robust PSS, and CPSS for the fourth working mode and a sudden change t =2 s in the input mechanical

Figures 4-7 show comparisons between LPV controllers from
Theories 1 and 2 as well as between the robust PSS and the
classic PSS at the mentioned working points with changes in
mechanical torque at t =2 s. It can be observed that Theories |
and 2 represent better performance in speed and load angle

torque

tracking after applying the disturbance and exhibit minmum
deviation from the reference values. It should also be noted
that the amplitude of overshoots and undershoots in the LPV
controllers is much more limited than other control theorems,
which is more desirable.

T T T
—LP% P35
1 - - -Robust PS5
i PO T e Y cPss
=0
=)
<1
-1
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Figure 8. Comparison of LPV PSS, Robust PSS, and CPSS for the first working mode upon applying noise in the input mechanical torque
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Figure 9. Comparison of LPV PSS, Robust PSS, and CPSS for the second working mode upon applying noise in the input mechanical torque
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The variations in load angle, velocity, and mechanical torque
in the presence of white noise are shown in Figures 8-10 for
three operating points. As illustrated earlier, the proposed
LPV controller senses much less perturbations than robust
PSS and CPSS. In addition, it is crystal clear that the
application of noise in robust and classic PSS creates
instability for some operating points and makes Ad and Aw

3 | ' 1 1

06 (oeg)

Time (s}
Figure 10. Comparison of LPV PSS, Robust PSS, and CPSS for the third working mode upon applying noise in the input mechanical torque

oscillate around the reference value. This verifes the
incredible performance of the proposed LPV controller.

Now, using Theorem 3 in Section 2.2.2, the Liapanov
function is considered as the dependent parameter and the
system dynamics is relatively slow. The simulation results are
shown in Figures 11-14.

] 1
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Figure 11. Comparison of LPV PSS, robust PSS, and CPSS for the first working mode and a sudden change t =2 s in the input mechanical torque
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Figure 12. Comparison of LPV PSS, robust PSS, and CPSS for the second working mode and a sudden change t = 2 s in the input mechanical
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Figure 13. Comparison of LPV PSS, robust PSS, and CPSS for the third working mode and a sudden change t =2 s in the input mechanical torque
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According to Figures 11 to 14, the performance of the LPV
controller designed based on Theorem 3 with the proposed
polytopic approach by assuming that the variation rate of
exogenous parameters is slow (slow dynamic) is not as
favorable as it should be and it is less valuable than robust and

Time (s}

Figure 14. Comparison of LPV PSS, Robust PSS, and CPSS for the fourth working mode and a sudden change t =2 s in the input mechanical

torque

classic controllers. If Figures 4 to 10 are taken into account, it
can be seen that the simulation results based on Theorems 1
and 2 are much more effective than robust and classic
methods.
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Table 2. Norm comparison in output feedback method related to Theorems 1, 2, and 3

PSS designing method Largest closed-loop norm (y) Iteration 1
Robust 0.023 25 e
LPV (Theorem 1) (0.236,0.234,0.228,0.205) (1,2,34) | (0.01,0.001,0.00005,0.00001)
LPV (Theorem 2) (4.18,2.38,1.115,0.797) (1,2,3.4) (0.01,0.005,0.0005,0.00005)
LPV (Theorem 3) 0.267 -
By comparing the best design methods (based on Theorems € [k1, k{]
1 and 2-Liapanov's fixed function) in Section (2.2.1) and since [kz k3]
these controllers are proper and strictly proper respectively, it ksl [k3;, k&
can be concluded that the controller originated from Theorem [ks.k+]
1 has a better performance than Theorem 2. € [kg, ki1
4.2. State feedback structure are employed and the state feedback controller gain is
obtained.

Here, Theorem 4 in Section (2.3) for System (29) with 32-

. The following are the simulation results of the stabilizer
corner polytopes corresponding to the parameters:

tuned by the state feedback technique according to Theorem 4
in Section (2.3.) and the output feedback technique in
Theorem 1 in Section (2.2.1.). Figures 17-20 demonestrate the
simulation results of the comparison of LPV PSS performance
in output feedback and state feedback approaches.

P e [P7,P*],Q € [Q7,Q%]and x, € [x7,xF]
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Figure 15. Comparison of LPV PSS performance in output feedback and state feedback methods for the first working mode and a sudden change
t =2 s in input mechanical torque
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Figure 16. Comparison of LPV PSS performance in output feedback and state feedback methods for the second working mode and a sudden
change t =2 s in input mechanical torque
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Figure 17. Comparison of LPV PSS performance in output feedback and state feedback methods for the third working mode and a sudden change

t =2 s in input mechanical torque
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Figure 18. Comparison of LPV PSS performance in output feedback and state feedback methods for the fourth working mode and a sudden

According to Figures 15-18, output feedback design works
more presciely than state feedback design to damp the
disturbances and minimize the errors. The range of overshoots

Auw (p.u) A3 (deg)

ATm (p.u)
Q

change t =2 s in input mechanical torque

disturbances.

and undershoots indicates that the proposed LPV PSS
designed by output feedback theory is less affected by
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Figure 19. Comparison of LPV PSS performance in output feedback and state feedback methods for the first working mode upon applying noise

in the input mechanical torque
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Figure 20. Comparison of LPV PSS performance in output feedback and state feedback methods for the second working mode upon applying
noise in the input mechanical torque
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Figure 21. Comparison of LPV PSS performance in output feedback and state feedback methods for the third working mode upon applying noise
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Figure 22. Comparison of LPV PSS performance in output feedback and state feedback methods for the fourth working mode upon applying noise
in the input mechanical torque
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According to the results derived from Figures 19-22, while
noise is applied to the input mechanical torque, the state
feedback control system performs weaker than the output
feedback one. For a fair comparison, maximum error rates and
for two scenarios and four operating points are denoted, as
given in Figure 23-26.
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Figure 23. Maximum error rate-output feedback approach tested at
four working points. Scenario A: Sudden change in input mechanical
torque. Scenario B: Applying noise to input mechanical torque
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Figure 24. Maximum error rate-state feedback approach tested at 4
working points. Scenario A: Sudden change in input mechanical
torque. Scenario B: Applying noise to input mechanical torque
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Figure 25. Maximum error rate-output feedback approach tested at 4
working points. Scenario A: Sudden change in input mechanical
torque. Scenario B: Applying noise to input mechanical torque

...As can be concluded from the bar charts above, the output
feedback theory while applying Scenario A for A§ has an

accurate performance to track reference value and the
maximum error rate is 1.9. On the other hand, based on the
state feedback theory, the maximum error rate is 4.5, which is
much higher than the output feedback approach. Similarly, the
rotor angle maximum error rate for the output and state
feedback theories are 1 and 1.5, respectively.

0.035
m1st m2nd #3rd " 4th
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0.015
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Aw maximum error rate (p.u)
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Figure 26. Maximum error rate- state feedback approach tested in 4
working points. Scenario A: Sudden change in input mechanical
torque. Scenario B: Applying noise to input mechanical torque

Considering Aw graphs, it is evident that the maximum error
rate for both state feedback and output feedback theories is
almost the same between 0.02 and 0.03 p.u. Overall, it can be
said that the PSS implemented via output feedback theory
outweighs the state feedback approach.

Table 3. Norm comparison in output feedback and state feedback
methods for Theorems 1 and 4

Largest closed-loop norm Desired theorems

Yoo=0.267 Theorem 1 (Output feedback)

Yo0=0.063 Theorem 4 (State feedback)

In this paper, Matlab Software was used for the aim of
simulation. The convergence time depends the order of
generator model and on the polytope vertices. The higher the
order of the system, the more complex the controller design
and the longer the convergence time.

The proposed strategy flowchart is finally presented here for
clarifying the overall methodolgy.

Synchronous Generator
Nonlinear Equations

v

Parametrically Linearizing
the Equations

h 4

Employing Control
Theorms

e Feedback

Figure 27. Overall proposed control strategy flowchart
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5. CONCLUSIONS

Low frequency oscillations in interconnected power systems
are considered as the main challenge. This paper suggests a
control strategy based on LPV method to obtain an effective
power system stabilizer rejecting noises and disturbances.
This system was examined by applying different inputs as
well as different operating conditions of the proposed
stabilizing performance. Also, the effectiveness of the
proposed controller design was compared to the robust and
classic design considering the uncertainties of the model and
changes in the working conditions. Polytopic representation
and LMI optimization are employed to design output feedback
and state feedback controllers in order to create a power
system stabilizer. Upon comparing the proposed methods and
controllers, it was found that PSS designed via LPV method
and based on output feedback theory provided better results.
In addition, good stability and damping over the whole range
of system conditions are guaranteed. This designed PSS can
be utilized in intertwined power systems including renewable
units to suppress the oscillations.
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NOMENCLATURE
P Active power (W)
Q Reactive power (var)
Xe External reactance of transmission line ()
ki ... ke PSS fourth-order model constants
u Stabilizer output
Disturbance input
y Measured output
Aw Velocity deviation (rad/s)
A8 Load angle deviation
AEq Electromagnetic force deviation (kg. m/s?)
AEgq Generator field excitation voltage deviation (v)
Tg Exciter time constant (s)
Kg Exciter gain
Tio Open circuit field time constant (s)
M Inertia constant (s)
D Damping coefficient
X4 d-axis transient reactance (Q)
Xq g-axis transient reactance (Q2)
Xy d-axis synchronous reactance (Q)
Ky PSS gain
Tw Washout time constant (s)
Ty ... T4 Time constant of lead compensator (s)

APPENDICES
Appendix A: System parameters

Parameter Value
\' 1 pu
(O 314 rpm
M 10s
X4 0.32 p.u
Xq 1.6 p.u
Xq 1.55p.u
Kg 25
Tg 0.05s
Tao 6s
D 0.05 p.u

Appendix B: Calculation of k; to ke

Cl_

Cs =

kq

k4_

kg

k6=

2 R
\' Xq — X4 \'

1 4 —
Xe + X5’ Xe + Xg

=Ch—
3P2 4+ (Q 4+ C,)?

p? Xe + Xg
=0Cy ’ k3 = ————
P2+ (Q+Cy)? Xd T Xg
p2
Ce———————
P2+ (Q+Cy)?
c P C,+Q ,]
= (4 -X
V2 L Qx. L 6 P2+ (C,+Q)2 ¢
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7 V2 4Qx,
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The Gravitational Water Vortex Power Plant (GWVPP) is a power generation system designed for ultralow
head and low flow water streams. Energy supply to rural areas using off-grid models is simple in design and
structure and sustainable to promote electricity access through renewable energy sources in the villages of
Nepal. The objective of this study is to determine the most favorable gap between the booster and main
runners of a Gravitational Water Vortex Turbine (GWVT) to ensure maximum power output of the GWVPP.
CFD analysis was used to evaluate the 30 mm gap between the main and booster runners, which was the most
favorable gap for enhancing the plant’s power. In this study, the optimum power and economic analysis of the
entire plant was conducted in the case of mass flow rates of 4 kg/s, 6 kg/s, and 8 kg/s. The system was
modeled in SolidWorks V2016 and its Computational Fluid Dynamic (CFD) analysis was performed utilizing
ANSYS R2 2020 with varying multiple gaps between the main and booster runners to determine the most
favorable gap of the plant’s runner. This research concluded that optimum power could be achieved if the
distance of the main runner’s bottom position be fixed at 16.72 %, i.e., the distance between the top position of
the conical basin and the top position of the booster runner. At a mass flow rate of 8 kg/s, the plant generated
maximum electric energy (3,998,719.6 kWh) comparatively and economically contributed 268,870.10 USD on
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an annual basis.

https://doi.org/10.30501/jree.2022.298216.1237

1. INTRODUCTION

Water is a clean, inexpensive source of energy through which
an environmentally benign generation of power can be
ensured, and this is is of utmost importance for a sustainable
future. Nevertheless, much of water energy remains
underutilized [1]. The Gravitational Water Vortex Power Plant
(GWVPP) uses a hydrokinetic technique to extract energy, in
which case the kinetic energy of flowing water is immediately
transformed into electricity by a turbine with low or no head
[2]. The GWVT is a type of low-head turbine that can operate
at 0.7-3.0 m head, which is conventional for the production of
renewable energy and such hydro turbines have a positive
impact on the environment. The GWVT turbine rotates in a
co-axial manner and is a strike on its overall circumference.
Water enters the cannel by a huge, straight intake and then,
flows tangentially over the circular basin forming a vortex.
Due to the dynamic force between the turbine and flowing
water fluid, a vortex emerges that passes through the bottom
of the basin, which is intentionally structured to maintain

*Corresponding Author’s Email: bharosh@ioepc.edu.np (B. Kumar Yadav)
URL: https://www jree.ir/article_148440.html

pressure differences. It not only provides electricity for
households but also aerates the flow of water. Dhakal et al.
performed a computational and experimental analysis for
GWVPP with cylindrical and conical basins to determine the
optimum position of the runner. They demonstrated that the
power and efficiency were higher 65-75 % in the conical
basin, compared to the cylindrical basin [3, 4]. The GWVT is
beneficial for a variety of uses in human civilization and
industry, e.g., it can be used in load-setting situations to light
up home, community, run modest fans, etc. It can also be used
for irrigation as a water delivery system with a motorized
fountain spray. In industries, it is more useful to light up bulbs
and preserve energy grids [5]. The concentration of dissolved
oxygen may increase upon the formation of a vortex. It is
more advantageous in geographical places such as mountain
steep areas where transmission lines are not properly
accessible.

Mulligan et al. adjusted the ratio of orifice diameter and tank
diameter (d/D) in the range of 14-18 % for both in low-head
and high-head locations and found the vortex power optimum
[6]. Nepal is a landlocked country and 17 % of the total land is
flat, known as Terai Madhesh Region (TMR). Tri Ratna
Bajracharya et al. studied the free-flowing low-head water
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turbine of TMR, the condition of discharge, and length of the
basin diameter, and they found that the vortex was minimum
at the bottom level depending on the geometry of the basin’s
supply of discharge [7]. Wanchat et al. investigated the
formation of a vortex in/of the water stream and found that the
kinetic energy of the vortex of the water stream was the
characteristic of the water height, diameter of the orifice, and
basin of the structure. They also employed numerical and
experimental analyses to evaluate the produced electric power
of 60 W, which achieved 30 % efficiency for the plant [8, 9].
Rabin Dhakal et al. investigated the design method of the
GWVPP runner and found the efficiency of the curved blade
to be greater than a straight or twisted blade profile [10].
Manil Kayastha et al. suggested that the shifting of the runner
downwards would increase the efficiency of the plant [11]. R.
Ullah et al. conducted a performance analysis on multi-stage
GWVT and found that the performance of the GWVPP could
be increased using multistage, implying that the alignment
manner of the two runners should be the same rotor to a basin
with an identical diameter. He further analyzed experimentally
the effect of the ratios of rotor diameter to basin diameter on
multistage GWVPP with a conical basin of the plant for
adequate power and efficiency [12, 13].

As a result of the literate review, some relevant research gaps
have been identified. None of the scientific literature studies
has focused on the measurement of the most favorable gap
between the main and booster runners of the GWVPP plant.
CFD analysis evaluated which gap between the main and
booster runner would be the most favorable one to cover so as
to enhance the plant’s power. In this study, the optimum
power and economic analysis of the entire plant was evaluated
at mass flow rates of 4 kg/s, 6 kg/s, and 8 kg/s. Therefore, the
present research work aims to bridge the research gap for
ensuring reliable and sustainable energy in the installation of
cum production in the GWVPP plant.

2. METHODOLOGY

In this work, a holistic approach was used for the analysis of
two-stage GWVPP, as shown in Figure 1. In today’s world
where global warming is one of the greatest human
challenges, sustainable energy generation is becoming
increasingly relevant. The use of green and clean energy
sources is the best way to minimize hazardous gases and other
emissions of conventional energy usage.

Renewable Energy

Other zoumes of RE in

Nepal Solar, Hydmopower,
Wind Bio

SoldWorks V2016

I_.‘ Booster Ennner

ANSYE R2 2020

Optimal Power at Favourable
Gap

Figure 1. Flowchart describing the methodology of the study

The gravitational water vortex power plant is a form of
micro-hydropower system that converts the energy of flowing
fluid into rotational energy with a head between 0.7-3.0
meters. The GWVPP system is built with a circular/conical
basin in which water creates a vortex above the drain used to
drive a water turbine. By using the Navier-Strokes equation
and the continuity equations, cylindrical coordinates can be
described taking the assumption of steady, incompressible,
and axis-symmetric flows as follows [14]:
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where Vg = tangential velocity, V., = radial velocity, V, = axial
velocity, p = density of fluid, g = gravitational acceleration,
and v = kinematic viscosity.

3. NUMERICAL SIMULATIONS

A numerical simulation as a computer-based calculation uses
a program to implement a mathematical model of a physical
system [15]. Most nonlinear systems require numerical
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simulations to analyze their behavior because their
mathematical models are too complex to provide analytical
answers [16]. Computational fluid dynamics is a branch of
fluid mechanics used for the analysis of and solution to the
problem corresponding to the fluid flow involving data
structures and the numerical analysis [17]. The calculations
that are essential to the model with a free fluid stream and the
interaction of the fluid with its surface area are defined by
boundary conditions that can be solved using computers [18].
The SolidWorks V2016 was utilized for modeling the
GWVPP system, and different gaps were provided such as
10mm, 20 mm, 30 mm, 40 mm, 50 mm, and 60 mm in
between the main runner and booster runner of the GWVT.
Finally, simulation results were analyzed using ANSYS R2
2020 and used to customize the favorable gap of the runners
of the GWVPT for optimal power of the plants.

3.1. 3D modeling of runner

The 3D modeling of the GWVPP structure was performed
using SolidWorks and various sections of GWVT such as
canal, basin, and runners aligned together, as shown in Figure
2. In the design process, the booster runner was kept fixed at
about 70 % of the total height of GWVT from the top position
of the conical basin and, simultaneously, the main runner
varied at different gaps such as 10 mm, 20 mm, 30 mm, 40
mm, 50 mm, and 60 mm to achieve optimum and sustainable
power of the plant.

|
200,00

T

-0
™
0
o
3]

=y

306.26

7.

b) Conical basin

d) Booster runner
Figure 2. 3D modeling of GWVPP system

3.2. Meshing and boundary condition

Meshing is one of the processes of engineering simulation that
is used for breaking complex geometries into simple parts
which can facilitate discretizing local approximations into
wider domains. The mesh has an impact on the speed,
accuracy, and convergence of simulation because this meshing
takes a large percentage of total simulation time to give the
most possible results [19]. There are two types of domains:
rotatory and stationary. The domain of the booster runner and
the main runner is used as a rotatory domain and the domain
of canal, basin, and a draft tube is used as the stationary
domain of the GWVPP structure, which is shown in Figure 3.

wall

pressure
outlet

mass flow rate
inlet

a) Stationary domain



78 B. Kumar Yadav et al. / JREE:

Main

booster
runner

(b) Wireframe view dfz;rotatory domain

Figure 3. Mesh generation (a) Stationary and (b) Rotatory domain of
GWVT system

In this work, the very popular Finite Element (FE)
computational simulating software ANSYS R2 2020 was used
for numerical analysis. During the process of meshing the
structure of the GWVT with a different individual component,
the elements in orthogonal shape were provided as 9 mm to 18
mm, and the rest of the parameters were set to be the default

Vol. 9, No. 2, (Spring 2022) 75-81

of the plant. Table 1 summarizes the mesh analysis results of
the plant setup.

Table 1. Results obtained from mesh analysis

Name Obtained results
Number of elements 475188
Orthogonal quality minimum size 0.013535
Orthogonal quality maximum size 0.99366
Aspect ratio 1.15
Number of nodes 95941

After meshing the whole structure of the GWVPP, the
boundary conditions of mass flow rates of 4 kg/s, 6 kg/s, and 8
kg/s were set fixed at the inlet and outlet of the plant
following the conservation of mass with variable angular
velocities in the range of 1-4 rad/s. The method of
formulation, solving, and summary of boundary conditions are
depicted in Table 2. A difficut task is to set the condition to
get maximum angular velocities (in the range of 1-4 rad/s) so
as to choose the favorable gap (out of 10 mm, 20 mm, 30
mm, 40 mm, 50 mm, and 60 mm) after performing various
simulations to achieve the maximum output power of the
GWVPP.

Table 2. Summary of boundary conditions and features

1. Boundary type Operating conditions

i Mass flow rate inlet 4 kg/s, 6 kg/s, 8 kg/s

il. Pressure inlet Atmospheric pressure
iii. Wall Steel wall

iv Pressure outlet Atmospheric pressure

2. Feature Technique

L. Method of coupling velocity and pressure terms Simple

ii. Gradient discretization Least square cell based
iii. Pressure discretization Second order

iv. Momentum discretization Second-order upwind

V. Turbulent kinetic energy discretization Second-order upwind
vi. Specific dissipation rate Second-order upwind
vii. Maximum number of iterations 350
Vviii. Mesh movement algorithm Smoothing and re-meshing
iX. Mesh movement algorithm over the fluid-solid interface System coupling and deformation

4. RESULTS AND DISCUSSION

The simulation results are presented in this section. Three
mass flow rates (i.e., 4 kg/s, 6 kg/s, and 8 kg/s) were set fixed
at the inlet and outlet of the plant and angular velocities
changed in the range of 1-4 rad/s in three conditions of the
vortex flow of water. In the meantime, the gaps/spacing was
increasing correspondingly from the top position of the
conical basin and the top position of the booster runner’s
distances to predict the main runner position set to be fixed in
between them. The seven input parameters of angular
velocities set fixed in the ANSYS at an equal interval of 0.5
rad/s (in between 1-4 rad/s range) and the power produced
through the main runner and booster runners obtained from
the numerical simulations at the gaps of 10 mm, 20 mm, 30
mm, 40 mm, 50 mm, and 60 mm with three different mass
flow rates are shown in Figure 4.

—a— Mass flow rate 4kg/s
—e— Mass flow rate 6kg/s
16 b Mass flow rate 8kg/s

Power (Watt)
£
T

0.0 1 1 1 1 1 1 1
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a) 10 mm gap of GWVT
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||—=— Mass flow rate 4 Kg/s

—¢— Mass flow rate 6 Kg/s
Mass flow rate 8 Kg/s

Lo L5 0 15 EX) as 40
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—e— Mass flow rate 6 Kg/s
Mass flow rate 8 Kg/s

Angular velocity (Rad/s)

d) 40 mm gap of GWVT

[|—=— Mass flow rate 4 Kg/s
—e+— Mass flow rate 6 Kg/s
I Mass flow rate 8 Kg/s
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Figure 4. Power output vs. Angular velocity of the main runner
and booster runner at various gaps of the GWVT system

The optimum power generation at the gap of 30 mm in
between the main runner and booster runner for 4 kg/s, 6 kg/s,
and 8 kg/s mass flow rates was found as 0.2862522 Watt,
0.9852612 Watt, and 2.084236 Watt, respectively, as shown
in Figure 5. According to the appendix, if the GWVPP plant is
installed considering 10 hours of electric use every day, then
the plant with a mass flow rate of 4 kg/s will produce an
electric energy of 549157.671 kWh in a year, which will be
about 43,93,261.37 Rupees (36924.84 §$). Likewise, the
annual economic analysis for mass flow rates of 6 kg/s and 4
kg/s GWVPP plant can produce 1890164.5 kWh and
3998719.6 kWh electric energies, which will be around
15121316 Rupees (127092.86 $) and 31989756.8 (268870.1
$), respectively. The optimum and cost-effective production
of electric energy by the GWVPP plant can be ensured when
30 mm gap be considered in between the main and booster
runner at a mass flow rate of 8 kg/s.

—=— Mass flow rate 4 Kg/s
—=— Mass flow rate 6 Kg/s
Mass flow rate 8 Kg/s

m

Optimum power (Watt)
N
T

0.2 L 1 1 T Lo L
10 20 30 40 50 &0
Favorable gap B/W main and booster runner (30 mm})

Figure S. Optimum power of GWVT system and the
corresponding favorable gap

5. CONCLUSIONS

This study concluded that the optimum power of the GWVPP
plant could be enhanced upon fixing the main runner bottom
position at 16.72 % of the distances in between the top
position of the conical basin and the top position of the
booster runner. CFD analysis of this study illustrated that the
30 mm gap was the most favorable gap between the main
runner and booster runner. Also, the optimum power was
found to be maximum at the same gap of the main runner and
booster runner of the GWVT and the values obtained were



80 B. Kumar Yadav et al. / JREE: Vol. 9, No. 2, (Spring 2022) 75-81

0.2862522 Watt, 0.9852612 Watt, and 2.084236 Watt,
respectively. The distance between the top position of the
conical basin and the top position of the booster runner taken
was 179.39 mm; therefore, the favorable position of the main
runner would be 16.72 % of 179 mm, i.e., 29.9940 mm ~ 30
mm gap. This finding was validated according to the
computational simulation result. Thus, the present research
work aimed to bridge the research gap concerning the optimal
power and favorable gap of the main and booster runners of
the GWVT system. The optimum power and economic
analysis of the entire plant were evaluated at mass flow rates
of 4 kg/s, 6 kg/s, and 8 kg/s, respectively. The GWVPP plant
being installed considering 10 hours of daily electric use,
compared to one year, with a mass flow rate of 4 kg/s will
produce 549157.671 kWh electric energy, which will be about
43,93,261.37 Rupees (36924.84 $). Likewise, the yearly
economic analysis for the mass flow rates of 6 kg/s and 8 kg/s
can produce 1890164.5 kWh and 3998719.6 kWh electric
energy, which will be around 15121316 Rupees (127092.86 $)
and 31989756.8 (268870.1 $), respectively. At a mass flow
rate of 8 kg/s, the plant produces optimum electric energy
economically when a 30 mm gap is maintained between the
main and booster runners. In addition, the installation of
GWVPP by the general public or government authorities and
stakeholders will lead to greater convenience, implementation
confidence, proper utilization of green energy, thus enhancing
a plant’s power, cost-effectiveness, and efficiency output.
Future related work may focus on the validation of
computational numerical simulation results in experimental
terms.
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APPENDIX

The economic analysis was carried out based on the mass flow
rates of 4 kg/s, 6 kg/s, and 8 kg/s shown below:

For 4 kg/s, we can have 0.2862522 Watt power. Then, the
total power in one year = 0.2862522*60%*24*365 =
150454.156 Watt.

As is already known, 1 kWh = 1 unit considering that 10
hours of electricity is being used by the consumers every day.
Then, the yearly electricity consumed by the consumer = 10 *
365 = 3650 hours/Year.

Also, kWh = 1540454.156 * 3650/1000 = 549157.671 kWh

or Units
549157.671 kWh = 549157.671 units

According to Nepal Electrical Authority, each unit costs 8
Rupees Nepali currency (0.067 $). Therefore,

549157.671 units = Rs. 549157.671* 8 = Rs. 4393261.37
(36924.84 $)

From the above calculation, it can be seen that when the
mass flow rate is 4 kg/s, the GWVPP plant can produce
549157.671 kWh electricity power which will be around Rs.
4393261.37 (36924.84 $), yearly.

Likewise, a calculation was done for mass flow rates 6 kg/s
and 8 kg/s and it was found that When the mass flow rate was

6 kg/s, GWVPP would generate 1890164.5 kWh, which
would be around 15121316 Nepalese Rupees (127092.86 $)
yearly; and when the mass flow rate was 8 kg/s, the plant
would generate maximum electric energy of 3998719.6 kWh,
which is around 31989756.8 Nepalese Rupees (268870.1 $)
yearly.

It can be concluded that 8 kg/s mass flow rate will be more
economical and optimum electric energy can be harnessed
when the gap in between the main and booster runners is
maintained at 30 mm.
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Environmental sustainability encompasses various problems including climate change, clean air, renewable
energy, non-toxic environments, and capacity to live in a healthy community. Many researchers focus their
attention on alternative energy sources, such as ethanol and hydroxy gas, to enhance environmental health and
quality of life. The introduction of hydroxy gas as a clean source of energy is gaining significant traction.
Also, ethanol has a greater octane number than gasoline. Therefore, the ethanol-gasoline blend has a higher
octane number than conventional gasoline. A new combination of hydroxy gas, ethanol, and gasoline is
environmentally benign while significantly improving the performance of gasoline engines. This paper tested
Gasoline Engine, hydroxy gas in a 197-cc gasoline engine power generator powered with ethanol—gasoline blend. The results
Light Duty Generator, demonstrated that thermal efficiency increased up to 23.6 % and fuel consumption decreased up to 36 % on a
Ethanol, volume basis, which was a significant improvement over the base engine. Furthermore, the hazardous carbon
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monoxide reduction reached 11.45 % and the unburned hydrocarbon emissions reached 17.6 %.

https://doi.org/10.30501/jree.2021.299136.1241

1. INTRODUCTION

An enormous research opportunity has opened up due to the
rapid depletion of fossil resources and the global rise in the
pace of crude oil production. To meet the increasing demand
for fuel, researchers in the automobile industry, in particular,
should seek firm and ecologically friendly alternatives. Urban
environmental authorities have raised awareness about the
effects of using up to 20 % ethanol blends in current vehicles
without changing the engine design. Global warming and
climate change are still major issues according to climate
scientists. Many studies have shown that the main cause of
this man-made disaster is excessive atmospheric gas
emissions from industry and automobiles. Incomplete
combustion releases toxic hydrocarbons into the air.

The researcher has studied ethanol combustion in an internal
combustion engine. The use of high compression hydrous
ethanol reforming and supercharging lean-burn conditions was
explored to enhance thermal efficiency and performance [1].
The amount of ethanol utilized with gasoline blend increased
the emission of Nitrogen Oxide (NOx). Total carbon
monoxide (CO) and hydrocarbon emissions were reduced. It
was determined that various ethanol-gasoline mix ratios

*Corresponding Author’s Email: padmanabhan.ks@gmail.com (P. Sambandam)
URL: https://www.jree.ir/article 149434 html

produced different levels of energy efficiency and pollution
under varied loading circumstances. The results showed that
the emission concentration increased with engine load, but
decreased with ethanol content [2]. The effect of ethanol-
gasoline blend on power, torque, fuel consumption, and
emissions was studied analytically to evaluate steady-state
engines [3]. There has been a recent interest in the
performance of spark-ignition engines operating on ethanol-
gasoline blends with a constant fuel-air ratio [4, 5]. Low
ethanol blends under 20 % pointed to a significant effect on
engine efficiency or torque.

Hydroxy gas (HHO) is one of the potential energy sources
that may be used as a viable alternative fuel to fossil fuels. In
some instances, the electrolysis of water may be used to create
it. HHO increases the power and thermal efficiency of the
engine while simultaneously reducing the formation of
hazardous carbon deposits, nitrogen oxides, and
hydrocarbons. Hydroxy gas is a blend of hydrogen (H») and
oxygen (0O,) gases. Theoretically, a ratio of 2:1
hydrogen:oxygen is adequate to attain maximum efficiency
while burning [6]. In terms of fuel chemistry, HHO is superior
to gasoline with an efficient fuel structure. HHO has two
atoms of hydrogen and oxygen per combustion unit, while
gasoline has thousands of huge molecules of hydrocarbons.
HHO gas improves combustion by improving engine thermal
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efficiency and decreasing specific fuel consumption. Because
hydrogen and oxygen atoms immediately interact, there are no
ignition propagation delays owing to surface transit time. A
greater velocity flame front shoots through the cylinder wall
upon ignition. By boosting reaction rate and flame speed,
HHO's heat energy is able to improve combustion efficiency
[7]. It is used as a fuel made of hydrogen and oxygen gases.
When heated to the auto-ignition temperature at 570 °C at
atmospheric pressure with a ratio of 2:1 hydrogen:oxygen,
hydroxy gas burns. When ignited, the gas combination turns
to water vapor, releasing energy that drives the reaction at 242
kJ per mole of hydrogen. The quantity of heat produced is
independent of combustion mode, although flame temperature
changes [6]. Many researchers have been developing HHO as
a potential engine enhancer for gasoline and diesel engines
and other power source applications [8, 9].

Plexiglas-based ~ water-cooled  variable = compression
gasoline-powered four-stroke engine using a potassium
hydroxide electrolyte has been investigated for the
experiment. The engine test findings indicate that the overall
energy consumption decreases while the brake thermal
efficiency improves as the flame velocity increases [10]. A
simple novel HHO generator was employed to study the
impact of adding HHO as an engine performance
enhancement additive. The findings found that the thermal
efficiency of the engine was improved by 10 %; fuel
consumption was decreased by 35 %; and exhaust emissions
were reduced nearly 15 % [10]. A single-cylinder engine
confirmed that the novel device generated 25 % fuel savings,
decreased exhaust temperature, and cut pollutants. A blend of
HHO, air, and gasoline effectively decreased pollutant
emissions and increased engine efficiency [11]. The unique
blend was tested using a series of engine speeds. The emission
of nitrogen oxides was cut by almost half. Additionally, the
emission of CO was found to be decreased by 20 % and fuel
usage was reduced by 25 % [12]. A HHO system that resulted
in the overall improvement of 19 % for engine torque, a 14 %
reduction in fuel consumption, and a nominal reduction in
exhaust emissions [13]. Upon investigating various hydrogen
concentrations, researchers have discovered that the CO
emission rate did not change regardless of the concentration of
hydrogen and that the hydrogen concentration might regulate
the particle emission size [14].

Apart from this, HHO gas is added to the gasoline engine
and the quantity of gas fluctuates depending on the current
supply. Brake thermal efficiency and specific fuel usage were
enhanced under HHO [15]. A comprehensive review of
hydrogen blended with enhanced natural gas was provided
and an experimental study of hydrogen-natural gas was
completed [16]. The process of making HHO using variations
in current, voltage, temperature, chemical concentration, and
reaction time was performed [17]. The study found a 35 %
rise in HHO with little electrical energy and also, production
rose upon increasing voltage, temperature, and alkaline
electrolyte concentration. Because of its better combustion
characteristics, hydrogen has been preferred [18].

Furthermore, it was found that biodiesel generated
combustion, reduced efficiency, raised carbon dioxide (CO»)
emissions, and caused low combustion. In case of hydrogen-
biodiesel, we can see a significant reduction in CO and HC
emissions. In a study, 5-25 % HHO in air intake on a single-
cylinder SI gasoline engine was evaluated. The findings
revealed that when hydroxy levels increased, thermal
efficiency and HC emissions also increased. Additionally, the

findings revealed that NOx emissions increased as the
percentage of HHO increased. The authors calculated the
performance of a four-cylinder gasoline engine using an
electronically controlled hydrogen injection system. The
addition of hydrogen reduced cyclic engine fluctuation,
according to the testing findings [19]. Accordingly, the engine
performance was evaluated by mixing oxygen-hydrogen
(H»/O2) with gasoline and liquefied petroleum gas. These
experiments were conducted by varying the engine load and
emission and performance parameters were evaluated [20]. By
using H,/O, mixture in compression, ignition engines reduced
fuel consumption and pollutants. The performance test was
applied to a constant/test mix using diesel engine. Thermal
efficiency was enhanced by 3 %, while CO, and H,O
emissions were reduced [21]. The addition of hydrogen to a
gasoline methanol engine increased the braking mean
effective pressure. The addition of 3 % hydrogen to the fuel
source improved both the thermal and volumetric efficiency
[22].

The findings indicated that the addition of HHO gas
improved brake thermal efficiency by 13 % and reduced
brake-specific fuel consumption by 11 %. The HHO gas
enrichment reduced CO by 9 % and HC by 21 % while
increasing NOx by 6.5 %. The findings demonstrated that the
addition of HHO gas raised the lean operating limit of
Liquefied Petroleum Gas (LPG) from 1.35 to 1.56 [8]. It was
found that the SI engines had lower NOx concentrations,
whereas the diesel engines had higher NOx concentrations.
While HC concentrations fell by 24 %, CO concentrations
rose by 34 %, and NOx remained stable [23]. Moringa
oleifera biodiesel exhibited a minor increase in brake thermal
efficiency owing to the HHO gas. However, adding HHO gas
to the mixes reduced the brake specific fuel usage. In terms of
emissions, adding biodiesel blends decreased CO, HC, and
CO; concentrations. No decrease in NOx was seen. However,
adding HHO to biodiesel decreased the average NOx by 6 %,
which is a significant impact. Overall, HHO enhancing
biodiesel blends may replace current fossil fuels due to their
better fuel characteristics [24]. The Compressed Natural Gas
(CNG) with HHO blend demonstrated superior performance,
with a 15 % improvement in average brake power when
compared with CNG and yet, with a 15 % reduction when
compared with gasoline. CNG-HHO beat gasoline and CNG
in terms of emission of HC, CO,, CO, and brake specific fuel
consumption were all reduced by 31 % when compared to
gasoline. In comparison to CNG, CNG-HHO generated an
average of 13 % more NOx [25].

When the current experimental research on hydrogen
supplementation in SI engines is compared with the earlier
literatures, many researchers have tried experimental studies
for hydrogen supplementation in spark-ignition engines (as
shown in Table 1). In general, researchers concentrate on
gasoline with hydrogen supplemental experiments in Spark
Ignition (SI) and Compression Ignition (CI) engines using
LPG, biofuel and alcohol addition for performance
improvement.

In India, light-duty power generator engines are still widely
used that have high emission. Since renewable energy is not
accessible in all locations and seasons in India, certain
modifications are required to enhance the combustion rate and
thermal efficiency. It is produced from agricultural resources
such as sugarcane and maize, making it a viable alternative to
gasoline to reduce dependence on fossil fuels and net carbon
emissions. It may enhance the performance of a light-duty
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gasoline generator engine. Completing the burning of HHO
with gasoline minimizes harmful pollutants [33, 34].

The key motivation for concentrating on the SI engine study
was to improve the thermal efficiency and minimize the
global emission. Accordingly, the present work was carried

out on a light-duty power generator engine. Hydroxy gas was
regulated at two flow variations of 0.15 kg/hr and 0.25 kg/hr
on 10 % ethanol-blended gasoline (E10) fuel. Installation of
an electrolyser that continuously supplies hydroxy gas to the
engine is simple, effective, and ecologically beneficial.

Table 1. Studies on the effect of HHO addition on SI and CI engines

Authors Engine Fuel used BTE SFC CO HC NOx
Cakmak et al., 2021 [8] SI engine HHO +LPG | 129%0 | 112%% | 87%8 | 21%8% | 642%0
Gatot Setyono et al., 2020 [26] SI engine Ethanol + HHO 5%1% 6 %4 - - -
Bahman Najafi et al., 2021 [27] DIZSZII ‘;nine B20+HHO | 32%%0 | 13.5%3 | 21.2%% - 13.7 %0
U Ul
SI engine @219
Usman et al., 2020 [28] eng‘:: @ HHO + LPG 7 %% 15%8 | 21%8 | 21.8%8 | 16.1%%
Shajahan et al., 2020 [29] SI engine HHO 22.8 %1 | 364 %0 10.5 %% 24 %% -
Hariharan et al., 2019 [18] St ZI;‘?I:Z @ HHO 45%0 | 12%0 | 485%0 | 475%8 | 20.5%%0
Diesel engi B10 + E5 +
Baltacioglu et al., 2019 [30] le@sez fgnine HHO 2.82%% | 839%3 - - 8.57 %%
ST engi
Karagoz et al., 2018 [31] @lelnz“ine Hao/Os 104%0 | 33%3 | 125%8 | 25%% 23 %0
CcC
SI engine @ 98
Brayek et al., 2016 [32] englcnce @ Ha/02 - 104%8 | 42%8 | 205%8 | 20%0
SI engine @
Kassaby et al., 2016 [7] 1289 cc HHO 10 %10 34 %0 18 %0 14 %0 15 %38

The necessary test runs with and without hydroxy gas were
conducted under four different load conditions from zero to
full load to ensure the optimum performance and lowest
pollutant emissions. The objective of the present work is to:
(1) study the impact of hydroxy gas on the improvement of
performance parameters in small generator SI engine powered
with ethanol gasoline blend; (2) investigate the engine
performance and emission characteristics adoption with
hydroxy gas and choose an optimized injection rate of
hydroxy gas to enhance the thermal efficiency and minimize
the HC and CO emission.

2. EXPERIMENTAL DETAILS
2.1. Hydroxy gas production

Hydrogen is the most reliable alternative due to the current
worldwide lack of energy. The practicality of electrolysis lies
in the production of hydrogen. HHO is still widely recognized
in vehicles that use water as fuel. Despite the tremendous
amount of energy required to decompose water molecules,
several controversial ideas persist about HHO fuel or fuel
additives. In this research, HHO was generated by electrolysis
of water utilizing titanium electrodes as both cathode and
anode. Sodium sulfate was employed as an electrolyte in an
electrolytic cell, and it decomposed water with the liberation
of heat. Heat control techniques were sufficient. The
electrolysis process also liberated energy. The pulse width
modulation technique for HHO production was invented and
produced by Baltacioglu (2019) [30]. In this procedure, the
hydroxy output is regulated under the operating requirements
of internal combustion engines. A 12-volt, 14-amp battery was
employed to provide current to the anode, which was
subsequently transferred to the cathode through the
electrolyte. The electrolytic glass chamber contained
everything required to handle the ingredients and HHO

delivery and production. The properties of base fuel gasoline,
ethanol, and HHO are tabulated in Table 2.

Table 2. Properties of gasoline, ethanol, and hydroxy gas

Properties Ethanol Gasoline | Hydroxy gas
Chemical CHOH | CsHis HHO
formula
Density at 20 °C
ensity at - 789 765 600
(kg/m’)
Molecular
46.0 114.18 17.01
weight (g/mole) 7 7
Stoichiometric | g 14.49 34
air-to-fuel ratio
Autoignition 363 257 535
temperature (°C)
Net heating
26.8 44 55
value (MJ/kg)
Octane number 11 9 130
(research)
Oxygen content 35 0 3
wt. %

A hydroxy generator generated HHO when installed in the
engine without any modifications to the engine assembly.
Electrolysis of different molar concentrations of aqueous
catalyst was employed to generate much of the gas generated.
Sodium hydroxide (NaOH) aqueous solutions were utilized as
electrolytes in this research. Further separating the anode and
cathode electrodes is done by a semipermeable membrane
which is immersed in the electrolyte. The primary chemical
component is a catalyst composed of sodium hydroxide, often
referred to as caustic soda. It is a salt composed of sodium and
hydroxide ions. In the creation of hydrogen, the use of sodium
hydroxide leads to high hydrogen generation rates and
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reduced operating temperatures. The positively charged
anodes were successful in decomposing the water molecules
contained in the electrolyte, allowing for the release of oxygen
and hydrogen gases over the top surface of the reactor's upper
surface. Although the simple mixing of HHO and hydrogen
had little effect on lowering fuel consumption, the mixture had
a significant impact on improving the competency of the fuel.
Although the HHO composition of 1/3 volume percent and
2/3 volume percent hydrogen with an octane rating of 130 has
reduced in recent years, it still provides adequate performance

ratio of 4.5:1 and a peak output of 3 kW at an engine speed of
3600 rpm, as a single-cylinder, four-stroke air-cooled engine.
After injecting the controlled volume of hydroxy gas into the
air intake manifold and mixing it with gasoline and air, the
engine was ready to go. It is the primary job of hydrogen to
enrich the reaction and that of oxygen to support the process
of oxygen to enrich the reaction.

Table 3. Experimental engine specification

in engines that run on gaseous fuels or gasoline. Greater fuel Par-ameter Descrfpt“m _
combustion translates into less waste being released into the Engine type Four-stroke, single-cylinder
environment. It is then necessary to supply the combustion Power 3 kW @ 3600 rppm
chamber with the hydroxy gas produced [35]. Fuel Gasoline and kerosene
Displacement 197 cc
2.2.Engine setup Bore and stroke 67 x 56 mm
The engine utilized in the test was built according to the Comp?ession ratio i 451 i
specifications (Table 3). It was decided to conduct this Cooling system Alr'COOI‘?d engine
investigation using a spark-ignition engine at a compression Load type Mechanical type
Carburetor Exhaust Gas
Analyser
= Intake Gasoline
. . - Intake
@= Manifold -
=
®.. nl
=

L]

F Flow Control
Valve

Hydroxy
-~ enerator

Gasoline
Engine

(a) Schematic diagram of the experimental setup

HHO

Injection line

Generator

(b) Experimental engine setup with Hydroxy gas
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(c) Experimental engine setup with loading setup

Figure 1. Experimental setup

A single-cylinder four-stroke air-cooled, spark-ignition engine
with an incremental load was used in this study to examine the
ethanol blend and HHO performance and emission
characteristics. The incremental load was changed by
mechanical loading. A schematic diagram of the use of
hydroxy gas in a light-duty power generator engine is shown
in Figure 1 (a) and gasoline engine experimental setup is
shown in Figure 1 (b) and (c). The engine was first started
using gasoline and was, then, subjected to a series of tests
until steady-state operating conditions were achieved.
Thermal efficiency, specific fuel consumption, HC, CO, and
oxygen emissions were measured. The test runs were carried
out according to the weight of the load. Similar procedures
were used when using ethanol-blended gasoline with HHO
enrichment. The HHO was tested for two different
contributions of 0.15 kg/hr and 0.25 kg/hr. At the time of the
experiment, the atmospheric pressure was 1.013 bar and the
temperature was approximately 30 °C. To achieve greater
precision, all possible measurable parameters were gathered in
each trial and the mean values were calculated.

2.3. Experimental analysis

The experiment was performed in the single cylinder gasoline
engine specified in Table 3. The thermal efficiency and
specific fuel consumption were analyzed using the following
equations:

Thermal efficiency = (Indicated power / Head supplied) x 100

Indicated power = Friction power + Brake power
Brake power = (2n NT) / 60

Torque = Weight x Radius

Head supplied = Fuel consumption % Calorific value
Fuel consumption = (Q*10-6 / t) x Density

Specific fuel consumption = Total fuel consumption / Brake
power

where N is the speed of the engine in rpm, T is torque (Nm),
Weight is used for loading on the engine (kg), Radius is radius
of drum used for loading (m), Q is sample fuel consumption
measured as 10 ml, and t is the time taken for fuel
consumption (sec).

On the analysis of emission measurement, Crypton 680
series Analyser was used for this research. It is a fully
microprocessor-controlled exhaust gas analyzer employing
Non-Dispersive Infra-Red (NDIR) Techniques. The unit
measures carbon monoxide, carbon dioxide, and
hydrocarbons. A further channel is provided employing
electrochemical measurement of oxygen and chemical sensor
used for nitrogen oxides. It has a response time of 11 seconds
to 95 % of final reading under the Operating Pressure of 750-
1100 bar. It operates at a minimum flow rate of 5 litres/min.
The technical details of Crypton 680 emission analyzer are
tabulated in Table 4.

Table 4. Details of emission analyser

Measurement Range Accuracy Resolution Instrument
CO 0to 10 % +0.03 % 0.01 % vol. Crypton 680 series analyzer, NDIR technique
HC 0 to 10000 ppm + 10 ppm 1 ppm vol. Crypton 680 series analyzer, NDIR technique
Oxygen 0to25% +0.10 % 0.01 % vol. | Crypton 680 series analyzer, Electrochemical measurement
NOx 0 to 5000 ppm +25 ppm 1 ppm Crypton 680 series analyzer, chemical sensor

On the experimentation, the Crypton 680 series Analyzer

was connected at the exhaust system and the emission values
were observed for different fuel blends in different loading
conditions. The percentage of variation for each parameter can
be observed in comparison with base gasoline readings.

3. RESULTS AND DISCUSSION
3.1. Impact on thermal efficiency

The maximum thermal efficiency of gasoline engines is about
30 %. This implies that the remaining 70 % of the heat energy
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was lost, but it was used to maintain engine temperature and
extend the engine span life. Accordingly, half of heat energy
was injected into the exhaust gases. The other half of the heat
energy was carried out with the cooling unit of the engine
through the radiator. Figure 2 depicts the change in thermal
efficiency as a function of load, while the blending of HHO
results in increased combustion, as previously stated. The
thermal efficiency achieved using HHO at full load was raised
from 13 % to 23.6 % at two flow variations along with ethanol
blend because the flame speed of hydrogen was three times
greater than the gasoline and the extensive flammability of
hydrogen that scattered throughout the chamber achieved
complete combustion. Moreover, hydrogen enables
combustion to finish in a shorter amount of time [19].
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Figure 2. Impact of HHO of thermal efficiency on ethanol-gasoline
engine

The cycle exhibits characteristics that are closer to perfect
constant volume combustion and an improvement in
efficiency. The improved thermal efficiency was recorded by
15 %, 20 %, 23.6 %, and 26.7 % for 0.25 kg/hr HHO injection
with ethanol blend in load conditions of 25 %, 50 %, 75 %,
and 100 %, respectively. This is due to stratified charges
surrounding the spark plug. The remainder of the region is
occupied by the lean mixture, resulting in a higher combustion
rate than when running an engine test with gasoline alone
[21]. Consequently, the characteristics of hydroxy gas lead to
complete combustion and high thermal efficiency in large
quantities. The enrichment of 0.25 kg/hr HHO was noted to be
19.1 % and 8.6 % higher than conventional fuel and lower
than hydroxy gas induction rate. Upon the adoption of HHO,
this improvement was noticed by enhanced flame velocity and
greater air utilization, which resulted in better power output of
the engine. In contrast, the combustion efficiency of the
engine operating without HHO under various load conditions
declined [30]. Moreover, the thermal efficiency of ethanol
blend gasoline was lower than that of gasoline and HHO
enrichment because ethanol had a lower stoichiometric ratio
than gasoline, which enabled greater fuel mass to be burned
with the same quantity of air [26].

3.2. Impact on brake specific fuel consumption

Figure 3 shows the impacts of the induction of HHO into
ethanol mixed gasoline on brake specific fuel consumption

under four different loads conditions. From the result, it was
found that specific fuel consumption in the initial load
condition was higher for all test fuel. This result was
responsible for high friction power and inferior combustion in
the initial load condition. Similar to a previous related work,
the higher fuel consumption than other load results from the
HHO generator's partial power absorption being more
significant than that of the other loads [31]. The result was
noted that specific fuel consumption (BSFC) of ethanol blend
was observed to be higher than other fuel. It could be
attributed to lower heating value of ethanol which required a
greater amount of fuel to produce the same power output of
the engine. The effect of HHO injection on an ethanol blend
demonstrated that BSFC increased from 27 % to 36 % as
compared to gasoline operated engine.
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Figure 3. Impact of HHO of brake specific fuel consumption on the
ethanol-gasoline engine

The result of BSFC was 0.396, 0.342, and 0.252 kg/kW.hr
for gasoline, 0.15 kg/hr and 0.25 kg/hr of HHO injection with
ethanol blend, respectively. It was clearly identified that the
association of HHO with gasoline minimized the fuel
consumption owing to enhanced flame propagation and less
flame-quenching zones, which exhibited a better combustion
rate [33]. From the results, 0.15 kg/hr HHO addition resulted
in decreased fuel consumption between 9.2 % and 17.5 %
relative to gasoline in initial and peak load conditions. The
least BSFC was noticed for 0.25 kg/hr of HHO addition at
peak load owing to better flame speed and enriched energy
value of A/F mixture which led to consumption of less fuel
quantity to produce the same brake power [22].

3.3. Impact of carbon monoxide emissions

With regard to CO concentrations in the air, they are deficient
and restricted, but are primarily used in the formation of a
low-level ozone. Figure 4 presents the CO emission rate as a
function of different load conditions for gasoline and its
ethanol blend with HHO induction. The Air-Fuel (A/F) ratio
and combustion efficiency are the prime reason for the
formation of CO emission in internal combustion engines. In
the engine, a mid-range load condition led to a drop in CO
emission. It was mainly due to chemically correct A/F mixture
condition that enhanced the combustion rate [2]. CO
emissions might have been reduced by adding oxygenated
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compounds, which promoted CO combustion in the cylinder
or post-combustion processes. It was evident that the inherent
O, content in the ethanol would lead to a reduction in CO
emissions. However, dilution of the fuel may not be the only
way to decrease CO emissions. When rising the hydrogen
concentration with the ethanol blend, a drastic reduction in
CO emission was observed for all load ranges, mainly because
the lower C/H ratio in the hydrogen fuel restricts the CO
formation [12].
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Figure 4. Impact of HHO of carbon monoxide on ethanol-gasoline
engine

Improved combustion and lean engine operation caused by
the blending of HHO resulted in CO volume percentage
reduction rates of 7.2 % to 11.5 % and 3.85 % to 9.2 % for
0.25 kg/hr and 0.15 kg/hr, respectively, as related to gasoline
fuel. Moreover, the absence of carbon in HHO substantially
reduced CO generation. HHO allows the engine to operate
even at a low level of load condition. This result might result
from the superior properties of HHO such as wide range of
flammability and high flame velocity [15]. High diffusivity of
HHO could be easily prepared by the homogenous ethanol
blend that leads to a shorter combustion period and promotes
the conversion rate of CO,, thereby reducing CO emission
drastically [26].

3.4. Impact on oxygen

Figure 5 exhibits the presence of oxygen content in exhaust
gas as a function of engine load for gasoline and its blends
with HHO. The leaning action of ethanol also has the
additional effect of raising the A/F fuel ratio to a higher value,
resulting in the combustion process being closer to
stoichiometric conditions and decreasing the oxygen
concentration in the exhaust [21]. The test results showed that
increase in the engine load causes a reduction in oxygen
emissions for all test fuels because of their enhanced
combustion rate. The combustion process is expedited under
greater engine load circumstances, as seen in the graph. It is
possible to infer that the addition of HHO to gasoline resulted
in a reduction in the quantity of oxygen produced during the
post combustion process [23].

This is mainly due to the high stoichiometric A/F ratio of
HHO that utilizes much air during combustion and leads to the
insignificant presence of O, in exhaust gas. The addition of

HHO resulted in complete combustion and lean engine
performance and led to a reduction in oxygen concentration
from 13.1 vol. % to 7.4 vol. % for 0.15 kg/hr HHO
enrichment. Moreover, the rate of adding 0.25 kg/hr HHO
enhanced the combustion rate, which led to a substantial
increase in heat conversion. It is evident that the amount of
oxygen availability in the exhaust for 0.25 kg/hr of HHO
addition was 7 %, 22 %, 28 %, and 44 % lower when
compared with gasoline in the four load conditions,
respectively.
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Figure 5. Impact of HHO of oxygen on ethanol-gasoline engine

3.5. Impact on unburned hydrocarbon emissions

The results demonstrated the quantity of unburned
hydrocarbons (UBHCs) released into the atmosphere. Figure 6
displays the difference in HC emission with various engine
load conditions for gasoline and its blend with enriched
hydrogen. It was found that HC emission gradually dropped
up to a mid-range load condition and then, it drastically
increased due to fuel rich zone which was higher in peak load
conditions [31]. Incomplete combustion of fuel is a significant
reason for the presence of UBHC in exhaust. UBHC
emissions in the exhaust were reduced by 17.6 % at a
maximum load and 22 % at a minimum load in the presence
of 0.25 kg/hr of HHO when compared with gasoline. HHO
with ethanol blend was adopted and it was found that the
significant reduction of HC emission was observed for all load
conditions. A greater degree of complete combustion and
improved engine performance with the addition of HHO
influenced lower HC emission formation [34]. Consequently,
percentage reduction in UBHC volume ranged between 5 %
and 10 % when measured at a volumetric flow rate of 0.15
kg/hr as related to gasoline. It might be due to the enhanced
chemical reaction and lack of carbon in the reaction mixture,
which led to promotion of the complete oxidation of HC. The
result of HC emission from gasoline and 0.15 kg/hr and 0.25
kg/hr of HHO with ethanol bend was 272, 245, and 224 ppm,
respectively. The high rate of HHO results in scattered
throughput from the cylinder, thereby promoting uniform
combustion. Hydrogen reacts within a shorter quenching time
than gasoline and results in a reduction in HC emissions. The
strong flammability limits of ethanol and the relatively high
in-cylinder pressure as well as the temperature generated by
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the fast flame velocity and the ethanol blends resulted in a
decrease in the volume of HC emissions. Increase in oxygen
by blending with ethanol led to complete combustion and, as a
consequence, reduced levels of UBHC emissions [36].

the combustion chamber, which increased the temperature of
the combustion chamber and resulted in the production of
NOx in the process [24]. In the cylinder, the probe's
temperature and the excess quantity of oxygen concentration
have the most significant effect on the production of NOx

emissions. When exposed to high temperatures, the nitrogen
500 - chains were eventually decomposed and dissolved. Next,
7% these nitrogen bonds combined with the oxygen molecules in
— /7] Gasoline the monotonic form was contained inside the cylinder. The
g 400 R EN0 + 0.15 kglhr HHg formation of NOx emissions was also influenced by the rate at
< v [ E10 + 0.25 kg/hr HH which nitrogen molgcules reacted throughout combustion
g when the temperature increased beyond a threshold [16].
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combustion and the temperature of the combustion chamber — —
and this resulted in increase in the NOx emission [31]. NOx 0 s = . —
emissions in the exhaust were recorded to be 25 % higher than 0 75
base gasoline as compared with the presence of 0.25 kg/hr of LOAD %
HHO in the mld-rapge load C.Ond]t]on' Howe\./e?r, the rate of Figure 7. Impact of HHO of nitrogen oxides on the ethanol-gasoline
increase was 33 % in the maximum load condition at a HHO engine
injection of 0.15 kg/hr on the ethanol-gasoline blend. The
primary cause for this was a greater concentration of HHO in
Table 5. Comparison of experimental results of SI engine
Parameters Hariharan et al., 2019 [18] | Usman et al., 2020 [28] | Cakmak et al., 2021 [8] Present study
Engine Specification CI engine, 3.7 kW @ 6000 SI engine, 2.19 cc Single SI engil'le Single SI engine, 3 kW @
rpm cylinder cylinder 3600 rpm
Supplementary fuel HHO HHO + LPG HHO + LPG HHO + E10
Thermal efficiency (%) 4.5 %1 7 %1 12.9 %1% 23.6 %10
consui‘;fgi‘%f‘g‘zw_hr) 12 %8 15 %8 11.2%8 36 %8
CO (%) 48.5 %0 21 %% 8.7 %% 11.5%8
HC (ppm) 47.6 %% - 21 %% 22 %38
NOx (ppm) 20.5 %1 16.1 %10 6.42 %1 25 %1%

These experimental studies demonstrated that Brake specific
fuel consumption figures might be improved. The current

research looked into a greater decrease in specific fuel
consumption than previous studies; this is because the engine
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capacity is smaller and the combustion conduit is smaller,
which enables a wider variety of flames and a quicker
combustion rate. The greater thermal efficiency obtained
compared to previous studies is due to the hydrogen sharing
affecting the pace of combustion. Emissions in all previous
investigations, including this experimental study, revealed that
harmful compounds such as unburned hydrocarbons and
carbon monoxide were significantly reduced. This is because
of the increased flame velocity and calorific value induced by
hydrogen enrichment. On the other hand, the higher
temperature generated by HHO supplemented combustion led
to the generation of more nitrogen oxides.

3.8. Environmental impact of HHO on gasoline engine

This study mainly focuses on reducing harmful emissions of
CO and HC from a small gasoline power generator. CO harms
human health by decreasing the ability of blood to transport
oxygen to and from tissues. Furthermore, CO enters the
circulation rapidly, converting hemoglobin to
carboxyhemoglobin (COHb). Similarly, when CO is found in
the lungs, hemoglobin does not reach 100 % oxygen
saturation. The American Heart Association reports that
COHb values of 10 % cause headaches, 25 % cause nausea
and weakness, and 35 % cause coma or death in otherwise
healthy people. CO affects human health by impairing the
capacity of the blood to carry oxygen to and from the body’s
tissues. CO is breathed and quickly crosses the lung alveolar
epithelium into the bloodstream, where it converts
hemoglobin to COHb.

Changes in cognitive functioning, psychological issues, and
respiratory system damage are all related to HC exposure.
Apart from this, cancer and other general health problems are
also linked to HC exposure. There has also been an effort to
measure toxicity. One example is benzene, which causes
leukemia in humans and is present in gasoline and crude oil.
This HC is also known to decrease white blood cell synthesis,
suppress the immune system, and increase white blood cell
susceptibility to infection. There is evidence that reactive and
hydrophobic aromatic compounds such as benzenes,
naphthalene, styrene, or xylene isomers that harm seed
germination in many plants. Additionally, the phototoxicity of
contaminants changes with plant growth stage [33].

The present investigation revealed that HHO on an ethanol
mix improved fuel economy and efficiency. The smaller
engine capacity and combustion conduit enable a broader
spectrum of flames and a faster combustion rate. Because
hydrogen sharing influenced the fastness of fuel burning, this
research generated higher thermal efficiency. Other studies,
such as the current research, showed that pollution emissions
such as UBHCs and CO were greatly decreased. This is
because hydrogen enrichment increases the flame velocity and
calorific value. The greater temperature in hydrogen-added
combustion produces more nitrogen. To run this engine with a
hydrogen electrolyzer, the values of increased thermal
efficiency and reduced pollution emissions have been
highlighted.

4. CONCLUSIONS

The fossil fuel industry now supplies a significant portion of
the world's energy requirements, particularly in transportation.
As a result of the scarcity of fossil fuels and the increasing
release of hazardous pollutants into the environment, experts

have turned their attention to alternative energy sources such
as ethanol and HHO. An experimental investigation was
conducted on a light-duty power generator powered by an
ethanol-gasoline blend with HHO to improve the engine’s
performance and reduce harmful emissions. HHO was
generated by an electrolysis process and added to the intake
manifold at two different flow rates and in 10 % ethanol-
blended gasoline. The further advantages include the
following:

e With the addition of HHO, the thermal efficiency at the
maximum load increased to 13 % and 23.6 % at 0.15
kg/hr and 0.25 kg/hr, respectively, owing to the boost
produced by increased hydrogen flame velocity and a
more comprehensive range of flames when using HHO.

e The combustion rate of ethanol-gasoline with a mixture
of HHO was significantly enhanced. Fuel consumption
was remarkably enhanced from 9 % to 36 % on a volume
basis in different loading conditions.

o Enhanced and lean engine operation caused by the
injection of HHO resulted in the CO volume reduction of
7.2 % to 11.5 % and 3.85 % to 9.2 % at volumes of 0.25
kg/hr and 0.15 kg/hr, respectively. In addition, the
oxygen present in the exhaust was considerably reduced
by 44 % due to the greater volume of complete
combustion.

e The concentration of UBHCs was reduced by 17.6 % at
maximum load and by 22 % at minimum load in the
presence of 0.25 kg/hr of HHO, owing to the increased
chain reaction caused by hydrogen and the absence of
carbon in the system.

e NOx emissions were recorded to be 25 % more than base
gasoline at minimum load in the presence of 0.25 kg/hr
HHO and 33 % high at the maximum load with 0.15
kg/hr of HHO due to an increase in combustion chamber
temperature.

In the future, the present study can be protracted in the case
of high-speed SI engine to enhance the performance and
combustion characteristics using doping of nanoparticle with
gasoline. The numerical study may target SI engine fuelled
with another alternative energy to increase performance
parameters. Furthermore, this research may be enhanced by
including exhaust gas recirculation assistance to decrease NOx
emissions and be modified to run in the dual fuel mode.
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NOMENCLATURE

BSFC Brake Specific Fuel Consumption
BTE Brake Thermal Efficiency

CO, Carbon dioxide

CcO Carbon monoxide

COHb Carboxyhemoglobin

CNG Compressed Natural Gas

CI Compression Ignition

E10 10 % Ethanol-blended gasoline
HC Hydrocarbon
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H, Hydrogen

HHO Hydroxy gas

LPG Liquefied Petroleum Gas

NOx Nitrogen Oxide

NDIR Non-Dispersive Infra-Red

0, Oxygen

NaOH Sodium hydroxide

SI Spark Ignition

UBHC  Unburned Hydrocarbons
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The purpose of this study is to present a renewable energy policy model in the agricultural sector of Iran. To
achieve this goal, a questionnaire consisting of 57 items was designed. The reliability of the questionnaire was
confirmed by Cronbach's alpha (0.916). Also, to analyze the validity and reliability of the research tool, the
Average Variance Extracted (AVE) and Composite Reliability (CR) were calculated. The validity of the
questionnaire was determined using face validity, Content Validity Ratio (CVR), and Content Validity Index
(CVI). The statistical population of the study consists of energy policymaking experts who were estimated at
about 80 people. The sampling method was random and 70 samples answered the questionnaire using the
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Policymaking, LISREL software, the model fit was estimated at a favorable level. Based on the findings, it was found that the

priorities of the agricultural sector and the needs of this sector had not been considered in renewable energy
policymaking. Policymaking is done top-down and stakeholders are not considered. Renewable equipment
market policies are not adequate and the market is not properly managed. Interaction between policymaking
institutions is not in good shape. The results of this study can help address the various shortcomings of the
renewable energy policy as well as reduce the common inconsistencies in this area. Finally, suggestions were
made for the development and promotion of policies in the field of renewable energy in the agricultural sector

Policymaking Mode,
Energy Policy,
Agriculture

of Iran.
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1. INTRODUCTION

In today's world, non-renewable energy sources are running
low. Moreover, the price of this type of resource in global
markets fluctuates quite a lot. The limited resources of fossil
fuels and the problems caused by the emission of greenhouse
gases have made it necessary to pay much more attention to
renewable energy.

Ensuring a secure and sustainable supply of energy at all
times has encouraged countries to adopt the best and most
appropriate policies. Energy policy is a very important issue
that can restore the true identity of energy. In energy
policymaking, governments seek to solve problems and the
national energy policy underlies the formulation and
implementation of a set of measures to oversee energy sector
activities. Developing the right policy ensures the confidence
of investors and encourages them to participate [1].

The path of renewable development is difficult without
government support. Governments are implementing
supportive policy packages for the development of renewable
energy. The favorable policy package takes into account the
current state of the global market and adaptation to changing
barriers. As mentioned, these policies need to take into
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account changes in technology and its market position on a
global scale. In other words, a country that uses renewable
energy needs to constantly adapt its policymaking tools.
Putting the right action package at the right time is the key to
the successful use of renewables [2]. Therefore, policymaking
must move to support investment in renewable energy on a
larger and more integrated scale [3]. In the meantime, special
attention should be paid to the agricultural sector, because
agriculture plays a key role both in the discussion of food
security and of economic development. One of the challenges
facing sustainable agriculture is that most farms still rely on
fossil fuels. Energy consumption in the domain of agriculture
is a global concern [4] because CO, emissions from fossil
fuels, which are used as the main source of energy, have
increased rapidly [4, 5]. Agriculture plays an important role in
global warming through greenhouse gases due to activities
such as tillage operations, methane emissions from livestock,
etc. [6]. On the other hand, the cost of agricultural production
depends on the price of fuel [7]. Therefore, reducing the share
of fossil fuels and increasing the share of biofuels are two of
the most important future goals in this sector. Renewable
resources in agriculture are a good alternative to conventional
fuels which can ensure energy security and at the same time,
they have the least destructive effect on the environment [5,
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8]. For this reason, investment in this type of energy is
increasing worldwide [9].

Currently, the share of renewable energy in Iran's energy
portfolio is very small [8, 9]. One of the reasons for the failure
to use renewable energy is inefficient policies. A review of
renewable energy policies in Iran reveals that there have been
repeated challenges in adopting and implementing the
necessary policies.

A look into global experience shows that the agricultural
sector is still supported by governments; however, in most
countries, the structure of support has shifted to
environmentally friendly support and the support that
increases the efficiency and productivity of the agricultural
sector. There are many successful experiences and innovations
in this field. However, it requires a reform of protectionist
policies. In order to adopt the right policy, it is necessary to
know all aspects of the main issue. It is also necessary to
identify the needs of the agricultural community correctly and
with the least deviation in this field.

Due to the unscientific nature of energy policies in Iran,
there are problems such as organizational interference and
overlap, managerial interference, lack of cooperation between
responsible institutions and organizations, inattentiveness to
differences in the needs and potentials of different regions,
and lack of evaluation of renewable energy policymaking.
One of the reasons for the failure in the development of
renewable energy is the lack of a coherent and complete
policymaking framework and model in the field of renewable
energy [10], which also affects the agricultural sector.
Unfortunately, in Iran, there is no regular policymaking cycle
and the policymaking model is not used to better manage the
renewable energy policymaking process. Systematic scientific
knowledge of the disadvantages of planning and policy-
making structure in the country's renewable energy sector,
compliance of existing policies with the needs of renewable
energy development in the agricultural sector, correction of
the existing incomplete cycle, designing of a policymaking
model appropriate to Iran's agricultural conditions are
necessary. Providing a model that is compatible with Iran's
conditions can facilitate the process of policymaking and
achieving energy goals in Iran, especially in the agricultural
sector. Studies show that unfortunately, enough research has
not been done in this area and the field of renewable energy is
suffering severe information weakness in the field of policy
conditions. The novelty of this study shows its significance.
Analysis of renewable energy policies is a necessity that is felt
in this area because to improve or eliminate problems, it is
necessary to fully identify the shortcomings and weaknesses.
Despite the great significance of renewable energy in the
agricultural sector, it has not yet received much attention and
energy policies in this sector have not been analyzed as
necessary. This study seeks to answer these questions: 1-
What are the weaknesses in Iran's renewable energy policies
in the agricultural sector? 2-What is the current state of
renewable energy policies in Iran's agricultural sector? 3-What
policies should be revised and reformed? In this regard, this
study is a pioneer and tries to examine the status of renewable
energy policies by using the structural equation modeling
method and to identify and examine weaknesses. The purpose
of this research is to design an appropriate policy model for
the development of renewable energy in the agricultural
sector. This research helps to identify weaknesses and
shortcomings in the development of renewable energy and
because of its uniqueness in this field can help managers and

policymakers to identify shortcomings and in order to take
steps to fix these problems. The results of this study can be
used in countries with similar conditions to Iran. In order to
achieve the mentioned goals, the following studies and
literature are studied and policymaking models are reviewed
to design the default model. Then, the research methodology
is explained and in the next section, the research model is
presented. Finally, suggestions are provided to solve the
existing problems.

2. THEORETICAL FRAMEWORK
2.1. Agriculture and renewable energy

For decades, developed and developing countries have been
using fossil fuels extensively to promote their goals in all
economic sectors such as manufacturing, tourism,
transportation, and agriculture. This led to the emission of
carbon dioxide in almost all parts of the world.

In fact, the use of fossil fuel farm equipment, water pumping
for irrigation, animal husbandry, and use of nitrogen-rich
fertilizers have all contributed significantly to greenhouse gas
emissions from agriculture. Also, a strong relationship
between energy consumption and agricultural productivity has
been proven; for this reason, politicians support the use of
energy in agriculture [11].

As GDP increases, so does diesel and -electricity
consumption in the long run. In this regard, researchers
recommend that governments should improve infrastructure
and provide subsidies for rural and agricultural electricity to
increase agricultural production [12]. However, Sabri and
Obaid believe that if proper management in the field of energy
is not done, energy can also act as a limiting factor for
agriculture and shock it [12]. However, the Food and
Agriculture Organization of the United Nations believes that
the agricultural sector has significant potential to reduce
greenhouse gas emissions. In fact, many agricultural activities,
such as irrigation, can be sourced from renewable energy
sources [19]. Therefore, renewable energy can be a good
solution [17, 18] and plays an important role in improving
agricultural production [13, 14]. They also can help to reduce
emissions [15]. Therefore, reducing the share of fossil fuels
and increasing the share of biofuels is one of the most
important future goals in this sector. The development of
renewables, especially biofuels, in addition to reducing global
warming, is effective in creating employment and encouraging
the agricultural sector [16, 17]. Subsidy policies and tax
concessions facilitate the rapid expansion of renewable energy
in agriculture. Items such as setting guaranteed rates minimize
the investment risk and make the investor more confident
[23]. Appropriate policies are the main driver of investment in
the renewable sector. In this regard, many policies such as
feed in tariffs, insurance tariffs, financial incentives, etc. are
implemented in the world and are very diverse, but the most
important and most widely adopted policy is feed in tariffs
[24-26].

The development of renewables, especially biofuels, in
addition to reducing global warming, is effective in creating
employment and encouraging the agricultural sector [16, 17].
Biomass energy has great potential to meet the challenges of
rural development and environmental damage. Biomass, like
agricultural residues, has a high potential for energy
production. After oil, natural gas, and coal, biomass is one of
the most important energy sources worldwide [18-20].
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Agricultural residues are a potential source of energy that can
be used in the energy production process [21].

Iran has many agricultural products and wastes that can be
used to produce biofuels. Biomass resources from agricultural
waste, including fruits, can be used to generate energy and
renewable resources [9]. According to the production capacity
of agricultural products in 2018, from the residues of oilseeds
and products, approximately 4.8 billion liters of bioethanol
and about 526 thousand tons of biodiesel could be obtained
[22]. Nonetheless, the share of biofuels in Iran is very small
[23]. So far in Iran, biofuels remain at the level of research
and development. There is no suitable market for this type of
fuel. The lack of appropriate supportive policies in this area is
one of the reasons [21].

2.2. Renewable energy policy

Global warming is a serious problem for the global
environment [24]. Rising temperatures affect agricultural
productivity [25], human health [26, 27], infrastructure, and
many other aspects of society. In this regard, policy-making
and modeling for the energy system play a key role in the
development of a sustainable energy system. Different energy
models are useful tools for identifying changes in the
implementation of different policies. Policymakers always
need to be equipped with up-to-date information, meaningful
figures, and analysis of the impact of the adopted policy.
Renewable energy policies will be crucial to achieving the
goals of energy policy and other benefits of renewable energy
such as reducing climate change and air pollution, improving
energy security, and increasing access to energy. Because a
development that relies on the use of non-renewable resources
affects the well-being of future generations in terms of
resource depletion, environmental impacts, and unsustainable
development [28]. A proper understanding of the complex
interactions between the factors affecting the development of
renewable energy is essential to designing appropriate
economic, environmental, and energy policies and achieving
goals in this field [29]. Today, renewable energy policies are
prescribed as a pillar of energy security and sustainable
development in all countries. Countries rich in fossil fuels and
oil exporters are usually less inclined to use renewable energy
[30]. Designing and evaluating renewable energy policies is
difficult because policymakers and decision-makers must
consider several aspects [31]. They need to evaluate the
impact of their strategies and policies [32].

Many studies have been conducted in the field of renewable
energy policies, and most of them have concluded that
existing policies need to be reformed and revised. Radmehrder
et al. (2021) concluded that policymakers should increase
their support for universities and research centers so as to
reduce the cost of producing energy from renewable sources.
Radmehr's findings also show that policies that increase the
cost of using fossil fuels must be adopted [29]. The study by
Ghorashi (2021) and Maranlou demonstrated that the power
purchase agreement and feed-in-tariff had positive effects on
the renewable energy market in Iran [33]. The study of
Norouzi et al. (2021) demonstrated that the level of
achievement of the goals stated in the renewable energy
policies in Iran remains generally low. The multiplicity of
documents and institutions involved in RE, lack of operational
plans, and lack of optimal use of private sector capacity are
the main weaknesses. They further conclude that Iran can take
an effective step in the development of renewables if the

conditions for private sector participation be more favorable
and appropriate operational and practical plans be considered.
Finally, they suggest that the adoption of a comprehensive and
integrated RE policy, as well as the centralization of RE
management in a small number of institutions, represent an
important factor in facilitating the success of renewable
energy in Iran [34].

The results obtained by Arizen et al. identified weaknesses
in renewable energy policies. This study illustrated that the
carbon tax was not high enough to act as an incentive to invest
in renewable technologies. To make renewable energy
competitive in the electricity market, public support is
essential through public subsidies through carbon taxes.
Technology-driven policies are more appropriate than
demand-driven policies [35].

A study conducted in ASEAN countries also pointed to
policymaking weakness. This study concluded that policy of
ASEAN countries is to increase the share of biofuels in the
energy basket to reduce dependence on oil imports and
climate change is not their priority. Malaysia and the
Philippines, although having national biofuels policies and
biofuels law, respectively, have weak policies on biofuels
development [36].

Banse and colleagues also conducted research on renewable
energy policies in the agricultural sector. The results of this
study make it clear that without a combination of laws or
subsidies to stimulate the use of biofuels, the goals of the EU
Biofuels Directive will not be achieved. By combining the
rules, the increased demand for biofuel products has a severe
impact on agriculture globally and in Europe. Excess demand
from the energy sector may slow or reverse the long-term
trend of declining agricultural prices. Providing subsidies is
essential to stimulating the production of biofuel products
[37].

The Rajagopal study in India concluded that the focus of
renewal policies is on Jatropha, and this is wrong because
there are better options. Biofuel policies should focus on
short-term, versatile, and drought-resistant crops such as
sweet sorghum. Reform policies should focus on broader
options, which can provide benefits that are more direct to the
rural poor [38]. The study of Jeli and Yusuf (2015) also
proved the importance of policies in the agricultural sector.
They note that subsidizing renewable energy consumption in
the agricultural sector helps the sector be more competitive in
global markets while leaving less pollution [39]. Experimental
results from a study by Hong et al. (2020) in China showed
that investing in renewable energy, including bioenergy, solar,
and hydropower, actually enhanced China's rural household
economy [40]. Esmailzadeh et al. (2020) used interpretive
structural modeling techniques in their study and concluded
that government policies, oil crisis, economic growth, and
recession were the most important factors affecting the
photovoltaic technological innovation system in Iran [41].

Oryani et al. (2021) reached a conclusion that based on the
effects of increased energy consumption and environmental
degradation, switching from conventional energy to renewable
energy sources should be considered in national energy
policies. Accordingly, they believe that market-based
intervention policies and non-market-based interventions are
necessary [42]. A study by Muhammed and Tekbiyik (2020)
demonstrated that renewable policies would increase the
development of RE installation capacity in three countries,
China, the United States, and Brazil [43].
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In a research paper, Hafeznia et al. (2017) studied renewable
energy policies in Iran. The results indicated that policies to
support photovoltaic technologies were equal in all regions
and that the government needed to differentiate between
different regions with different potentials in designing new
policies [44]. The results of the Onifade study revealed that
the current policies were outdated and ineffective and that
policies such as incentive tariffs and quota commitments
needed to be used. It is also necessary to develop a market for
renewables [45]. A study in Pakistan discussed RE policies in
Pakistan. They argue that existing policies and activities have
not been sufficient to increase significant change in the
country's renewable sector. Renewable technology equipment
must be imported, which increases the cost of RE projects.
Government subsidies reduce the energy costs of crude oil.
The complete lack of a marketing and advertising strategy is
another weakness of RE policies in Pakistan. Mutual
communication and partnerships  between different
government agencies are also weak. Smyth et al. (2010)
concluded that at the national level, biofuel policies were
poorly implemented and it would be necessary to establish an
effective and efficient framework for the development of
biofuels [46]. In a study on renewable policies in Canada, the
results showed that under the combination of market
incentives and the policy guidelines scenario, biomass-based
ethanol and electricity generation could increase significantly
and potentially lead to fundamental changes in land use
practices. In general, agriculture enjoys significant potential
for biomass production for energy and significant potential for
reducing greenhouse gas emissions. However, the appropriate
combination of market policies and incentives will have
significant impact on the type of bioenergy produced [47].

2.3. Policymaking models

Iran lacks a proper policymaking framework for renewable
energy and this is a major challenge for developing renewable
energy technologies in the country. Although it seems that
laws are enacted and directives are issued, it lacks executive
instructions. An appropriate and precise policy can reduce the
conflict between renewable and non-renewable energies.
Success in the development of renewable energy depends on
good political decision-making [48]. In this regard, many
policymaking models have been presented over the years. The
most basic policymaking model belongs to Laswell, which
consists of seven main stages. These stages are knowledge,
promotion,  prescription, invocation, implementation,
termination, and evaluation [49, 50]. The Purdon model
consists of six steps: identifying the problem, setting criteria,
identifying options, evaluating and selecting, evaluating the
process, and evaluating the consequences [51]. The models of
Lin [52], Ghavifekr et al. [53], Dye [54], Denhardt et al. [55],
Ahrens [56], Janssen and Helbig [57], and Onifade [45] were
also studied. Many policymaking models were presented that
led to the diversity of these models. However, most
researchers consider similar steps for the policymaking
including the process of problem identification, policy
formulation or development, decision-making, policy
implementation, and policy evaluation [57-60] (Figure 1).

The model presented in Figure 1 was used as the default
model in this research.

3. METHODOLOGY

The method of this research is quantitative and is applied in
terms of purpose and survey in terms of strategy. Structural
Equation Modeling (SEM) was used for the statistical analysis
of research data. SEM is a data analytical approach that shows
causal relations between measured and/or latent variables. For
model analysis, SEM is not considered as a purely statistical
technique, but as an analytical process involving model
conceptualization, parameter identification and estimation,
and data model fit assessment [61]. Researchers have become
highly aware of the need to use multiple observed variables to
understand their field of research better. Basic statistical
methods consider only a limited number of variables
simultaneously that are incapable of dealing with more
advanced and complex theories. Using a small number of
variables to understand complex phenomena is limited by
itself. However, structural equation modeling allows
researchers to statistically model and test complex
phenomena. Structural equation modeling techniques are
methods for confirming or rejecting theoretical models in a
quantitative way. Another important point is the attention to
the high importance of the wvalidity and reliability of
observation scores obtained by measuring instruments, e.g., in
particular, measurement error, which is a fundamental issue in
all disciplines. For analyzing data statistically, structural
equation modeling techniques also took into account
measurement errors. However, in classical statistical methods,
measurement error and statistical analysis of data are done
separately. Structural equation modeling programs can be
used as easily as possible and be run with a Windows system.
Therefore, structural equation modeling software is now easier
to use and has features similar to other software packages
under Windows [62-66].

Problem
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Figure 1. Default policy model.

The statistical population of this study consisted of all
experts who had experience, expertise, and activities in the
field of renewable energy policymaking. Although there is no
exact information in this field for various reasons such as
irregular retirements and returning to work after retirement in
different areas of operation, according to the collected
statistics, about 80 people are active in official and
administrative affairs in this field and using the Krejcie and
Morgan table, 70 samples must be considered. Therefore, the
questionnaire was given to 70 energy policymaking experts
who constituted the statistical sample to collect their opinions.
Random sampling was used for this study. The main tool for
data collection was a questionnaire designed based on the
Likert spectrum, which was presented in two parts:
demographic characteristics and main variables of the
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research. The research variables consist of five main variables,
each of which is composed of a number of items. These
variables are problem identification (10 items), policy
formulation (16 items), decision-making (8 items), policy
implementation (17 items), and policy evaluation (6 items).

The validity of the research tool was determined using face
validity, Content Validity Ratio (CVR), and Content Validity
Index (CVI). Face validity determines whether the appearance
of the questionnaire is appropriately designed to assess the
researcher’s intended purpose [67]. In this section, experts
were asked about the appropriateness, attractiveness, and
logical sequence of items, as well as the brevity and
comprehensiveness of the questionnaire.

CVR is used to determine if the most important and correct
content has been selected [68]. To determine the CVR, experts
are asked to examine each item in the following three terms:
"necessary”, "useful but not necessary”, and "not necessary".
Finally, the CVR is calculated according to the following
formula:

-
CVR = <

Nz

In this case, ng is the number of specialists who answered
the "necessary" option and N is the total number of specialists.
Table 1 specifies the minimum amount of validity to be
accepted. In determining this amount, the number of
respondents is also considered. If the value obtained is greater
than the value of the table (Table 1), the validity of the content
of that item is accepted [69].

Table 1. Deciding on a CVR

Number of specialists Minimum amount of validity
5 0.99
6 0.99
7 0.99
8 0.85
9 0.78
10 0.62
15 0.49
20 0.42
25 0.37
30 0.33
40 0.29
Reference: [69].

The reliability of the questionnaire was calculated using
Cronbach's alpha, the values of which are shown in Table 3.
SPSS 25 and LISREL 80.8 software products were used to
analyze the research data.

The CVI also determines whether the questionnaire items
are best designed to measure content [68, 70]. The CVI is
calculated by dividing the approximate scores for each item
that scored "relevant but in need of review" and "fully
relevant" by the total number of professionals. If the value is
less than 0.7, the item is rejected. If it is between 0.7 and 0.79,
a review should be performed and if it is greater than 0.79, it
is acceptable [71]. In the pilot test, 30 experts were consulted
to achieve CVI and CVR values and an initial questionnaire
was provided to them, the results of which are given in Table
2.

Table 2. Calculated CVI and CVR questionnaire

g
£
é Items
2
<
Item CVI CVR
Problem identification (pi)
P1 In the renewable energy policy-making process, the priorities of the agricultural sector are considered. 0.80 0.66
P2 Renewable policies are adopted according to the needs of the country and the agricultural sector. 0.83 0.53
P3 There is a lack of management in setting priorities. 0.90 0.86
P4 Targeting in the adoption of renewable energy policies is well done. 0.86 0.60
P5 Strategic study to identify priority technologies has not been done according to the needs of each region. 0.83 0.46
P6 Accurate identification of stakeholders in the agricultural sector is not done. 0.80 0.93
P7 Support for renewable energy research in the agricultural sector is not well done. 0.93 0.93
P8 Policy-making is based on personal desires, aspirations, and interests. 0.86 0.60
The development of policies for the use of agricultural waste for biogas production will play an important role in
P9 0.83 0.66
the development of renewable energy.
P10 Policy-making is done without considering the existing facts and objective problems and regional and local issues. 0.83 0.86
Average 0.85 0.71
Policy formulation (pf)
Pfl Policies to motivate the private sector to encourage the production of renewable energy are at a desirable level. 0.86 80.0
P2 It seems necessary to highlight the role of the Ministry of Agriculture in renewable energy policymaking. 0.90 73.0
Pf3 In the process of renewable energy policymaking, there is a lack of policy coherence. 0.80 1
Pf4 Lack of focus on renewable energy matters does not contribute much to development in this area. 0.80 0.80
Pf5 The focus of policy-making in a single organization helps develop renewable energy policies. 0.93 0.86
Pf6 Renewable equipment market development policies are in good condition. 0.86 0.53
Py Simplification of laws and regulations related to renewables seems to be necessary, especially in the agricultural 0.93 0.80
sector. ) )
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P18 Subsidies for the "consumption" of renewable energy should be increased, especially in the agricultural sector. 0.90 0.73
P9 Subsidies for the "production" of renewable energy, especially in the agricultural sector, should be increased. 0.96 0.86
Pf10 Renewable energy education and promotion policies have good conditions, especially in the agricultural sector. 0.80 0.60
Pfl1 Organizational interference in policy-making is clearly observed as a problem in the policy-making path. 0.83 0.86
At present, the parallelism of organizations and institutions in the implementation of adopted policies and programs
Pf12 0.80 0.93
acts as an obstacle.
Pf13 Real policymakers are not employed in the renewable energy policymaking cycle. 0.83 0.60
Pf14 There is a top-down approach to renewable energy policymaking in the agricultural sector. 0.83 0.46
Pf15 Policies should be adopted to reduce the role of fossil fuels in the agricultural sector. 0.90 1
Pfl6 Relevant authorities have a high level of awareness in the field of renewable policymaking. 0.80 0.53
Average 0.81 0.76
Decision making (dm)
Dml Participation of all stakeholders in renewable energy policymaking is low. 0.90 0.53
Dm2 There is a bottom-up approach to renewable energy policymaking in the agricultural sector. 0.83 0.66
Dm3 The setting of criteria and indicators and standards related to renewable energy production is well managed. 0.80 0.33
Dm4 The participation of agricultural stakeholders in renewable energy policymaking is adequate. 0.80 0.86
Dm5 It is necessary to eliminate subsidies for fossil fuels to encourage the production of renewable energy. 0.80 0.46
Dm6 Consumption pattern modification is one of the programs that can help the development of renewables. 0.83 0.53
Dm7 Policies to use incentives for farmers to produce and use renewables need to be considered. 0.93 0.60
Dm8 The adopted solutions are presented and selected according to the problem diagnosis stage. 0.83 0.60
Average 0.84 0.57
Policy implementation (pim)
Piml The management of culture making and public awareness about renewable energy is in a convincing position. 0.83 0.66
Pim2 It does not seem necessary to highlight the role of the Ministry of Agriculture in the use of renewable energy. 0.80 0.73
Pim3 Planning to implement priorities suffers from severe managerial weakness. 0.90 0.86
Pim4 Government direct investment in the renewable energy sector is sufficient and appropriate. 0.80 0.66
Pim5 Groups involved in policy-making also monitor implementation. 0.83 0.60
Pim6 The necessary human resources are considered in the implementation of renewable energy policies. 0.86 0.73
Pim7 Coordination between the various departments enforcing renewables laws needs to be strengthened. 0.90 0.93
Pim8 Necessary executive resources are considered in the implementation of renewable energy policies. 0.93 0.80
Pim9 Adoption of policies without executive guarantees is widespread. 0.93 0.93
Pim10 Policy implementation is well managed. 0.86 0.86
Piml1 Sufficient work force is employed in the renewal policy cycle. 0.86 0.73
Pim12 Expert manpower has a high level of awareness. 0.80 0.66
Pim13 There are no enforcement guarantees for the policies adopted. 0.90 0.80
Pim14 All adopted policies are properly transformed to program. 0.86 0.40
Pim15 Cooperation between institutions and organizations in the implementation of renewable energy policies is adequate. 0.83 0.53
Pim16 The necessary financial resources are considered in the implementation of renewable energy policies. 0.86 0.25
Pim17 The relationship between academia and industry and policy-making institutions should be reviewed and 0.80 046
strengthened.
Average 0.85 0.69
Policy evaluation (pe)
Pel Evaluation of executive policies is done appropriately. 0.96 0.86
Pe2 Evaluations are used to address issues. 0.80 0.86
Pe3 The multiplicity of regulatory organizations is a major barrier to policy evaluation. 0.93 0.66
Pe4 There is no evaluation of implemented policies. 0.86 0.86
Pe5 Renewable development projects in the agricultural sector without subsidies are not economically justified. 0.80 0.33
Pe6 Evaluation takes place during the implementation of renewable development policies. 0.90 0.80
Average 0.87 0.72

Table 3. Cronbach's alpha values of different parts of the questionnaire

Latent variable name Cronbach's alpha
Problem identification 0.919
Policy formulation 0.925
Decision making 0.951
Policy implementation 0.933
Policy evaluation 0.853
Total 0.916
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A summary of the research methodology framework is shown
in Figure 2.

Study of policymaking
models and present the

default model

Designing a questionnaire
and presenting it to a
statistical sample

Designing RE
policymaking
model

A review of the present
literature

Figure 2. A summary of the research methodology framework

4. FINDINGS

In this section, descriptive statistics related to individual
characteristics including age, education, field of study, and
work experience in the field of renewables were examined.

Respondents in this study included 70 people. In terms of
gender distribution, all respondents were male and their mean
age was 54.12 years. People ranged in age from 40 to 69
years. In terms of records and experience, the subjects who
aged 15.38 years on average have had experience in this field
(Table 4).

Table 4. Age, gender, and work experience of the respondents

Variable Gender Age Work experience
Mean - 54.12 15.38
Max - 69 35
Min - 40 7
- Male - -
Number 70 70 70

Out of 70 respondents, 64 (91.4 %) had a doctoral degree
and six respondents (8.6 %) had a Master's degree (Table 5).

Table 5. Level of education of the respondents

Educational degree Frequency Percentage
Ph.D. 64 914
Masters 6 8.6
Total 70 100

The variety of fields of study was so great that about 23
fields of study were registered. Among them, 12 people
(17.1 %) stated that their field of study was chemistry. The
lowest number was related to the fields such as management
and water resources (1.4 %).

4.1. Structural equation modeling

The results of the validity and reliability analysis and the
structural model obtained from the analysis of the five Latent
Variables of "problem identification", "policy formulation",
"decision making", "policy implementation", and "policy
evaluation" are as follows (Table 6):

Table 6. Validity and reliability results of research factors

latent factors Cronbach's AVE CR
alpha

Problem identification 0.919 0.700 0.930
Policy formulation 0.925 0.746 0.947
Decision making 0.951 0.701 0.949
Policy implementation 0.933 0.736 0.951
Policy evaluation 0.853 0.817 0914
Total 0.916 0.704 0.938

4.2. Validity and reliability analysis of research
variables

For each factor, two indices of Average Variance Extracted
(AVE) and Composite Reliability (CR) were calculated. These
two indicators are used to measure the validity and reliability
of factors. The AVE index shows what percentage of the
variance of the studied factors has been affected by the
variables of those factors. Researchers have set a value of 0.5
or higher for the appropriateness of this index [72, 73].
Regarding the value of CR, it is stated that if it is greater than
0.7 for each of the factor, they exhibit acceptable reliability
and the closer this value is to one for each factor, the
reliability of that factor is higher. Based on the results, the
values of the AVE and the CR calculated for all five factors
named in the present study are listed in Table 6. In general,
according to the obtained results, it can be said that the
research tool had good validity and reliability.

To continue the analysis, a structural equation modeling
technique was used and Confirmatory Factor Analysis (CFA)
was selected. In this step, upon adding five factors "problem
identification", "policy formulation", "decision making",
"policy implementation", and "policy evaluation" and their
items into LISREL software, the structural model of the
research was presented. The question is whether the existing
relationships between latent variables based on the previous
studies, extracted and plotted, are confirmed. The presented
final model states that the markers considered in the research
could have properly confirmed their relationship. As shown in
Figure 3, all relationships are significant (t > 1.96). Figure 4
shows the structural model of the research. For example, the
factor load of the first observed variable "problem
identification" variable is 0.63. The larger the factor load and
the closer it is to the number one, the better the observed
variable can explain the independent variable. If the factor
load is less than 0.3, a weak relationship is considered and it is
ignored. The factor load between 0.3 to 0.6 is acceptable; and
if it is greater than 0.6, it is desirable [74].

In the problem identification factor, the factor load pl,
which is related to considering the priorities of the agricultural
sector, is 0.63. This factor load indicates the amount of
variance that the item has explained. The factor load of item
p2, which indicated how much attention was paid to the needs
of the agricultural sector, was 0.66. In addition, the factor load
of considering technology and its priority in each region is
estimated to be 0.64. Lack of support for renewable energy
research in agriculture (p7) also exhibited a factor load of
0.66. All of these items indicated a factor load greater than
0.6, implying that these observations could explain the
problem identification variable well. In addition, the lowest
factor loading is related to managing priorities (p3) and
identifying stakeholders (p6) in the agricultural sector. In the
policy formulation, item pf6, which measures the status of
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policies of renewable equipment market development, had a
factor load of 0.73. Item pfll, with a factor load of 0.76,
examines organizational interference in policymaking. The
parallel work of organizations and institutions in the
implementation of adopted policies and programs (pfl2)
demonstrated a factor load of 0.78, which indicated that
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observations could explain the variable well (Table 7) in this
factor. Accordingly, the items that examined the role of the
Ministry of Agriculture in the renewables policymaking (pf2)
and the condition of renewable energy education (pfl10) were
lower than the other items.

Chi-Square=16€98.12, df=1520, P-wvalue=0.07120, RMSER=0.041

Figure 3. T-values in the structural model of renewable energy policymaking in the agricultural sector
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Figure 4. Structural model of renewable energy policymaking in agriculture

Table 7. Factor loads in the final model

Item Factor
loading
Problem identification (pi)
P7 Support for renewable energy research in the agricultural sector is not well done. 0.66
P2 Renewable policies are adopted according to the needs of the country and the agricultural sector. 0.66
P5 Strategic study to identify priority technologies has not been done according to the needs of each region. 0.64
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P1 In the renewable energy policy-making process, the priorities of the agricultural sector are considered. 0.63
P10 Policy-making is done without considering the existing facts and objective problems and regional and 0.59
local issues. )
P8 Policy-making is based on personal desires, aspirations, and interests. 0.56
P9 The development of policies for the use of agricultural waste for biogas production plays an important role 0.54
in the development of renewable energy. )
P4 Targeting in the adoption of renewable energy policies is well done. 0.53
P3 There is a lack of management in setting priorities. 0.52
P6 Accurate identification of stakeholders in the agricultural sector is not done. 0.52
Policy formulation (pf)
P12 At present, the parallelism of organizations and institutions in the implementation of adopted policies and 0.78
programs acts as an obstacle. )
Pfl1 Organizational interference in policy-making is clearly observed as a problem in the policy-making path. 0.75
Pf6 Renewable equipment market development policies are in good condition. 0.73
PR Subsidies for the "production" of renewable energy, especially in the agricultural sector, should be 0.68
increased. )
Pf4 Lack of focus on renewable energy matters does not contribute much to development in this area. 0.67
P Simplification of laws and regulations related to renewables seems to be necessary, especially in the 0.66
agricultural sector. )
Pfl Policies to motivate the private sector to encouragle thi: production of renewable energy are at a desirable 0.63
evel.
Pf14 There is a top-down approach to renewable energy policymaking in the agricultural sector. 0.63
Pf5 The focus of policy-making in a single organization helps to develop renewable energy policies. 0.63
Pfl6 Relevant authorities have a high level of awareness in the field of renewable policymaking. 0.58
Pf13 Real policymakers are not employed in the renewable energy policymaking cycle. 0.58
PR Subsidies for the "consumption” of renewable energy should be increased, especially in the agricultural 0.57
sector. )
Pf3 In the process of renewable energy policymaking, there is a lack of policy coherence. 0.55
Pf15 Policies should be adopted to reduce the role of fossil fuels in the agricultural sector. 0.55
Pf2 It seems necessary to highlight the role of the Ministry of Agriculture in renewable energy policymaking. 0.53
P10 Renewable energy education and promotion policies have good conditions, especially in the agricultural 0.53
sector.
Decision making (dm)
Dm3 The setting of criteria and indicators and standards related to renewable energy production is well 0.76
managed. )
Dm5 It is necessary to eliminate subsidies for fossil fuels to encourage the production of renewable energy. 0.64
Dm7 Policies to use incentives for farmers to produce and use renewables need to be considered. 0.63
Dm4 The participation of agricultural stakeholders in renewable energy policymaking is adequate. 0.58
Dml Participation of all stakeholders in renewable energy policymaking is low. 0.58
Dm?2 There is a bottom-up approach to renewable energy policymaking in the agricultural sector. 0.54
Dm6 Consumption pattern modification is one of the programs that can help the development of renewables. 0.54
Dm8 The adopted solutions are presented and selected according to the problem diagnosis stage. 0.53
Policy implementation (pim)
Pim12 Expert manpower has a high level of awareness. 0.70
Pim14 All adopted policies are properly transformed to program. 0.68
Pim16 The necessary financial resources are considered in the implementation of renewable energy policies. 0.68
Pim8 Necessary executive resources are considered in the implementation of renewable energy policies 0.67
Pim7 Coordination between the various departments enforcing renewables laws needs to be strengthened. 0.66
Pim13 There are no enforcement guarantees for the policies adopted. 0.66
Pim15 Cooperation between institutions and organizations in the implementation of renewable energy policies is 0.64
adequate. )
Pim5 Groups involved in policy-making also monitor implementation. 0.63
Pim9 Adoption of policies without executive guarantees is widespread. 0.56
Pim10 Policy implementation is well managed. 0.56
Pim17 The relationship between academia and industry and policy-making institutions should be reviewed and 0.56
strengthened. )
Pim6 The necessary human resources are considered in the implementation of renewable energy policies. 0.55
Pim4 Government direct investment in the renewable energy sector is sufficient and appropriate. 0.53
Pim1 The management of culture making and public awareness about renewable energy is in a convincing 0.53
position.
Pim11 Sufficient workforce is employed in the renewal policy cycle. 0.53
Pim2 It does not seem necessary to highlight the role of the Ministry of Agriculture in the use of renewable 0.50

energy.
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Pim3 | Planning to implement priorities suffers from severe managerial weakness. | 0.50
Policy evaluation (pe)
Pel Evaluation of executive policies is done appropriately. 0.79
Pe4 No evaluation of implemented policies is done. 0.79
Pe3 The multiplicity of regulatory organizations is a major barrier to policy evaluation. 0.78
Pes Renewable development projects in the agricultural sector without subsidies are not economically 0.75
justified. )
Pe6 Evaluation takes place during the implementation of renewable development policies. 0.63
Pe2 Evaluations are used to address issues. 0.58

In the decision-making variable, item dm3, which is related to
the management of regulatory criteria, indicators, and
standards in the production of renewable energy, could
explain the main variable more strongly than other cases.
Factor loads of other items such as the elimination of fossil
fuel subsidies (dm5) and consideration of incentive policies
for farmers (dm?7) were also recorded above 0.6. In the policy
implementation variable, the factor load of nine items above
0.6 and three items exhibited a factor load above 0.7,
indicating a good explanation of the variable by these items.
In the last variable, policy evaluation, four items could
elaborate the main variable with a factor load greater than 0.7.
These items examined and measured the extent of policy
evaluation (pel), the multiplicity of regulatory organizations
in policy evaluation (pe3), and the existence of policy

implementation evaluation (pe4). It should be noted that the
factor loads in this factor exhibited higher values than other
factors.

It was mentioned above that the research model was in good
condition in terms of AVE and CR. Table 8 shows that the
model has good fitness. Root Mean Square Residual (RMR),
Standardized Root Mean Square Residual (SRMR), Goodness
of fit index (GFI), Normed Fit Index (NFI), Normalized Fit
Index (NNFI), Incremental Fit Index (IFT), Comparative Fit
Index (CFI), and Root Mean Square Error of Approximation
(RMSEA) were employed to evaluate the fitness of the model.
The information in Table 4-27 shows the value of each of
these indicators in the research model. As can be seen, the
overall research model has a goodness of fit.

Table 8. Results of the values of compliance of the research model with fitness indicators

2
(37 Relative chi-square | RMSEA RMR SRMR | CFI GFI NFI | NNFI
Reception area” 3> 0.08> Close to zero 0.08> 0.90< 0.90< 0.90< 0.90<
Research finding 111 0.041 0.21 0.053 0.99 0.99 099 | 099

5. DISCUSSION

The designed model shows that in the problem identification
stage of the policymaking cycle, the priorities of the
agricultural sector and the needs of the country in this sector
are not considered. Selection of technologies is not based on
the priority of this section and no strategic study is done in
this area. Another important issue is the lack of accurate and
correct identification of stakeholders in the agricultural sector.
This will lead to wrong policy in the next step because it will
suggest adopting policies that are unrelated to the target
group. Ferris's findings also confirm that stakeholder
participation increases the chances of achieving goals [59].
Analysis of the opinions of responsive experts indicated that
at the policy-making stage, policies related to the market for
renewable equipment are not in good condition. Problems
related to organizational interference as well as parallelism in
policymaking were acknowledged. These cases were
identified as one of the most important problems of this step
because they had the highest factor load (above 0.7) and could
explain the highest variance. After these cases, another
important issue is the simplification of laws and regulations
related to this area. Cumbersome laws and troublesome
bureaucracy prevent the facilitation of administrative and
executive affairs. Another issue is the production subsidy for
renewable energy. These subsidies and protections need to
moderate the difference between the cost of conventional and
renewable fuels. Mezher et al. (2012) came to the same
conclusion. They argued that fossil fuel subsidies and a lack
of economic support for renewable resources hindered active
private sector participation [75]. Radmehr also believed that

policies that increase the cost of using fossil fuels must be
adopted [29]. It is necessary to correct the top-down approach
in decision-making to bridge the gap between what is needed
and what is offered. Lieu's findings also suggest that the
interaction between all institutions at the policymaking stages,
policymakers, and stakeholders can be beneficial, because
ignoring stakeholder responses can lead to a set of policies
that may seem very strong in theory and policy design but are
inconsistent in practice [76]. At the decision-making stage, it
is necessary to better define the criteria, indicators, and
standards related to renewable energy production. There
should also be incentives for farmers to encourage them to use
and produce renewables.

Expert opinions on policy implementation showed that
expert manpower needed more training because they did not
have the necessary level of knowledge in this area.
Mechanisms must also be put in place to ensure that policies
are implemented and that all of these policies are well planned
and effective. Policy evaluation also indicates that the need for
effort and review in this step is necessary because the
weakness in policy evaluation is clearly observed and policy
evaluation is not done. This problem is similar to what
Chapman et al. (2016) stated in their findings [77]. The
multiplicity of monitoring organizations acts as a barrier.
Nowruzi also confirmed the claim that the centralization of
RE management in a small number of institutions would
facilitate the success of renewable energy in Iran [34]. As
demonstrated by the results, it is necessary to provide
subsidies for renewable development projects in the
agricultural sector in order to justify their economic value. In
general, it should be noted that the factor loadings in the



104 S. Dehhaghi et al. / JREE: Vol. 9, No. 2, (Spring 2022) 93-106

policy evaluation factor showed higher values than other
factors. It can be implied that the proposed model indicates
the greatest weaknesses and shortcomings in policy
evaluation. It is clear that evaluating the implementation of
policies and programs as well as examining the effects and
extent of achieving predetermined goals are essential. This
helps better identify existing errors or shortcomings and fix
these problems more easily. However, now, lack of proper
evaluation is one of the major problems in renewable energy
policy.

6. CONCLUSIONS

In conclusion, it can be said that with the depletion of fossil
fuel resources in the world, all countries are looking to replace
these fuels with renewable energy sources, especially in
agriculture, to avoid any disruption in the economy, because
energy is very important for comprehensive development. In
this regard, appropriate policies are necessary for the
utilization of renewable resources and success in this field,
which will not be possible unless we have an effective and
efficient policymaking cycle. The role and ability of
organizations and institutions should be carefully considered
and each of them, according to their capacity and importance,
plays a role in different stages of the renewable policymaking
cycle. Greater attention should be paid to the evaluation stage
and the role of individuals and groups involved in this stage of
policymaking should be taken seriously. While economic
growth is dependent on energy, governments should consider
renewables as a substitute for non-renewables and adopt
appropriate policies. Energy policy is an important issue,
especially for a country like Iran, because Iran's economy is
based on oil and fossil fuels. Iran performed poorly in the
development and use of renewable energy in the past.
Considering the institutions and organizations involved in
policymaking in Iran, it is necessary to use an appropriate
model for policymaking and the development of renewables.
Iran performed poorly in the development and use of
renewable energy in the past. It is necessary to make up for
the loss by revising policies and measures in this area.

For future studies, issues such as how policies are
implemented, the extent to which defined goals have been
achieved, and the needs assessment for each agricultural
region for the development of renewable energy can be
considered by researchers. Also by conducting research and
model design in other communities, comparative validation is
also possible.

7. ACKNOWLEDGEMENT

The authors acknowledge the financial support of Tarbiat
Modares University during the project.

NOMENCLATURE
RE Renewable energy
CFA Confirmatory factor analysis
AVE Average variance extracted
CR Composite reliability
CVR Content validity ratio
CVl Content validity index
Pi Policy identification
Pf Policy formulation
Dm Decision making
Pim Policy implementation

Pe Policy evaluation
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PAPER INFO ABSTRACT

P aper history: Wind turbines can be controlled by controlling the generator speed and adjusting the blade
Received: 07 July 2021 angle and the total rotation of a turbine. Wind energy is one of the main types of renewable
Revised in revised form: 17 November 2021 di hicall . d and d lized and is al 1
Scientific Accepted: 11 January 2022 enefgy an .1s geographica y. ext§n51ve, §catter§ and decentralize jcm 1s almost always
Published: 11 January 2022 available. Pitch angle control in wind turbines with Doubly Fed Induction Generator (DFIG)
has a direct impact on the dynamic performance and oscillations of the power system. Due
to continuous changes in wind speed, wind turbines have a multivariate nonlinear system.
Keywords: . The purpose of this study is to design a pitch angle controller based on fuzzy logic.
D};’;‘Ibély Fed Induction Generator According to the proposed method, nonlinear system parameters are automatically adjusted
lguzz )]:0 ic Controller and power and speed fluctuations are reduced. The wind density is observed by the fuzzy
y .08 ’ controller and the blade angle is adjusted to obtain appropriate power for the system.
PI Controller, N X
Pitch Angle, Therefore, the pressure on the shaft and the dynamics of the turbine are reduced and the
Wind Turbine output is improved, especially in windy areas. Finally, the studied system is simulated using
Simulink in MATLAB and the output improvement with the fuzzy controller is shown in the
simulation results compared to the PI controller. Fuzzy control with the lowest cost is used
to control the blade angle in a wind turbine. Also, in this method, the angle is adjusted
automatically and it adapts to the system in such a way that the input power to the turbine is
limited. Compared to the PI controller, by calculating different parameters, the power
quality for fuzzy controller is enhanced from 2.941 % to 4.762 % for wind with an average
speed of 12 meters per second.
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Environmental and Economic Sustainability Assessment of Rainfed Agro-
Systems in Northern Iran
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PAPER INFO ABSTRACT

P aper history: Environmental and economic aspects are two remarkable pillars toward a sustainable agro-
Received: 26 May 2021 system. Accordingly, this study aimed to assess the sustainability of autumn rainfed agro-
Revised in revised form: 25 November 2021 . h I by the Eco-Effici EF) indi The d £ th ducti
Scientific Accepted: 11 October 2021 systems 1n northern Iran by the Eco- lciency (EF) indicator. he ata ot the production
Published: 29 January 2022 processes of wheat, barley, canola, and triticale were collected in the three crop years of

2016-2019. Results indicated that the canola production system with 720 kgCO2eq ha'! had
the highest greenhouse gas (GHG) emissions; however, wheat with 604 kgCOxq ha! was
Keywords: attributed to the lowest GHG emissions. The results of the economic analysis also
Barley, highlighted that the barley production system had the lowest while the canola production

Canola,_ . system had the highest production costs. The canola production system had the highest
Eco-Efficiency, .. . . K R
Triticale profitability, while the barley production system had the lowest in terms of net income and

Wheat average benefit to cost ratio indicators. The EF indicator for wheat, barley, canola, and
triticale was determined to be 1.4, 0.6, 1.8, and 1.1, respectively, indicating the highest EF
value for the canola production system.
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PAPER INFO ABSTRACT

P aper history: The effectiveness of trailing-edge flaps and microtabs in damping 1P-3P loads has been
Received: 27 June 2021 proven through a series of research work during the past decade. This paper presents the
Revised in revised form: 15 November 2021 . .. . . . .

Scientific Accepted: 10 September 2021 results of an investigation into the effectiveness of these devices in power enhancement and
Published: 20 February 2022 power control for responding to the issue of where these devices can be used with dual

function of load and power control on a medium size turbine. The 300 kW-AWT27 wind
turbine is used as the base wind turbine and the effects of adding trailing-edge flaps and

K‘;’)’WO’” ds: string of microtabs of different lengths positioned at different span locations on the
?‘C."l(_’tabéd - aerodynamic performance of the rotor are studied. In each case, the wind turbine simulator
Srrr?;rltngla dge ap, WTSim is used to obtain the aerodynamic performance measures. In the next step, the

P original blade twist is redesigned to ensure that the blade is optimized upon the addition of

ower Control, . . . . .

Load Alleviation, these active flow controllers. It is found that blades equipped with flaps can increase the

WTSim annual average power and reduce the blade loading at the same time for constant speed and
variable speed generators. Power enhancement is more visible on constant speed rotors,
while load reduction is more significant on variable speed rotors. To achieve constant speed
rotors, an average power enhancement of around 12 % is achieved for a flap of size 25 % of
the blade span located at about 72 % of the blade span. Microtabs are less effective in power
control and can improve the produced power only by a few percentage points.
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Dynamic Simulation of Solar-Powered Heating and Cooling System for an
Office Building Using TRNSYS: A Case Study in Kerman
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PAPER INFO ABSTRACT

P aper history: Recently, novel techniques have been developed in building industries to use solar heating
Received: 18 October 2021 and cooling systems. The current study develops a Solar-powered Heating and Cooling
Revised in revised form: 18 December 2021 e . . K k
Scientific Accepted: 07 December 2021 (SHC) system for an office building in Kerman and assesses the transient dynamics of this
Published: 05 March 2022 system and office indoor temperature. To this end, TRNSYS simulation software is utilized

to simulate system dynamics. The developed system comprises Evacuated-Tube solar
Collectors (ETCs), heat storage tank, heat exchanger, circulating pumps, axillary furnace,
Keywords: cooling tower, single-effect absorption chiller, and air handling unit. The office indoor
Solar-Powered Heating System, temperature is assessed in two scenarios, including commonly-insulated and well-insulated
2?:;2;";?;3%e(:?:zllllrelfti};:tem' envelopes, while window awnings are used to prevent the sun from shining directly through
Energy Saving, ’ the windows. The results illustrate that the SHC system can meet the thermal loads and
TRNSYS, provide thermal comfort in line with ASHRAE standards. The indoor temperature reaches
Transient Dynamics Simulation 21 °C and 24 °C on cold winter and hot summer days by using the SHC system; however,
without the SHC system, the indoor temperature experiences 15 °C and 34 °C on cold and
hot days, respectively. The SHC system provides 45 °C and 15 °C supply air on cold and
hot days to keep the indoor temperature in the desired range. A thermostat monitors the
indoor temperature and saves energy by turning off the system when no heating or cooling is
required. Furthermore, the ETCs can run the SHC system for a long time during daytime
hours, but the axillary heater is still essential to work at the beginning of the morning.
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Analytical Approach to Exploring the Missing Data Behavior in Smart Home
Energy Consumption Dataset
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PAPER INFO ABSTRACT

P aper history: Smart homes are considered to be the subset of smart grids that have gained widespread
Received: 04 November 2021 popularity and significance in the present energy sector. These homes are usually equipped
Revised in revised form: 04 December 2021 . . . . . .
Scientific Accepted: 12 December 2021 with different kinds of sensors that communicate between appliances and the metering
Published: 07 March 2022 infrastructure to monitor and trace the energy consumption details. The smart meters trace

the energy consumption data continuously or in a period of intervals as required.
Sometimes, these traces will be missed due to errors in communication channels, an

Kengr ds: . unexpected breakdown of networks, malfunctioning of smart meters, etc. This missingness
ge}tlaxorlAn.alysw, greatly impacts smart home operations such as load estimation and management, energy
ata Analysis,

pricing, optimizing assets, planning, decision making, etc. Moreover, to implement a
Missing Data Anomalies, suitable precautionary measure to eliminate missing of data traces, it is required to
Smart Homes, understand the past behavior of the data anomalies. Hence, it is essential to comprehend the
Smart Meter Data behavior of missing data in the smart home energy consumption dataset. In this regard, this
paper proposes an analytical approach to detect and quantify the missing data instants in all
days for all appliances. Using this quantification, the behavior of missing data anomalies is
analyzed during the day. For the analysis, a practical smart home energy consumption
dataset ‘Tracebase’ is considered. Initially, the existence and the count of missing instants
are computed. From this, the appliance ‘MicrowaveOven’ is considered for further analysis
as it comprises the highest count of missing instants (84740) in a day when compared to all
other appliances. Finally, the proposed analysis reveals that the large number of missing
instants is occurring during the daylight period of a day.

Energy Consumption Data,
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Multi-Response Optimization of Tubular Microbial Fuel Cells Using Response
Surface Methodology (RSM)
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PAPER INFO ABSTRACT

Paper history: Response surface methodology is employed to statistically identify the significance of three
Received: 14 June 2021 parameters of separator assembly arrangement, wastewater flow rate, and relative flow
Revised in revised form: 03 January 2022 patterns of anode and cathode influencing the generation of power and coulombic efficiency
Scientific Accepted: 11 October 2021 . . . . o
Published: 19 March 2022 of Microbial Fuel Cells (MFCs). Three different assemblies of Nylon-Cloth (NC), artificial

rayon cloth as Absorbent Layer (AL), and J-Cloth (JC) were investigated as proton

exchange mediums instead of common expensive polymeric membranes. Statistical analyses

Keywords: (ANOVA) revealed that although the addition of the AL after the JC layer had no significant
Microbial Fuel Cell, impact on the enhancement of maximum power density, it could improve the coulombic
Response Surface Methodology (RSM), efficiency of the MFCs by 15 %, owing to the crucial impact of oxygen permeability control

Separator-Electrode Assembly,
J-Cloth,

Nylon-Cloth,

Domestic Wastewater Treatment

between the MFC chambers. In the counter-current flow pattern, higher trans-membrane
pressure and more oxygen concentration differences diminished the MFC performance and
marked the importance of efficient separator layer arrangement, compared to co-current
influents. The maximum power density of 285.89 mW/m? the coulombic efficiency of
4.97 %, and the internal resistance of 323.9 Q were achieved for the NC-JC-Al arrangement
in the co-current mode along with the flow rate of 6.9 ml/min. The higher the flow rate of
influent wastewater, the higher the performance of the MFCs.
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Reduction of Low Frequency Oscillations Using an Enhanced Power System
Stabilizer via Linear Parameter Varying Approach
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PAPER INFO ABSTRACT

P aper history: Over the past decades, power engineers have begun to connect power grids to other
Received: 27 September 2021 networks such as microgrids associated with renewable units using long transmission lines
Revised in revised form: 23 December 2021 ide high liabili d ffici . ducti d distributi besid
Scientific Accepted: 15 December 2021 to provide higher relia ility and greater efficiency 1n pro uction and distri utlon. csides
Published: 12 April 2022 saving resources. However, many dynamic problems such as low frequency oscillations

were observed as a result of these connections. Low frequency oscillation is a normal
phenomenon in most power systems that causes perturbations and, thus, the grid stability
and damping process are of paramount importance. In this paper, to attenuate these
oscillations, a novel method for designing Power System Stabilizer (PSS) is presented via
Linear Parameter-Varying (LPV) approach for a Single Machine Infinite Bus system
(SMIB). Because the system under study is subject to frequent load and production changes,
designing the stabilizer based on the nominal model may not yield the desired performance.
To guarantee the flexibility of the stabilizer with respect to the aforementioned issues, the
power system polytopic representation is used. In order to apply the new method, the
nonlinear equations of the system at each operating point, located in a polytope, are
parametrically linearized by scheduling variables. Scheduling variables can be measured
online in any operating point. By using this model and following the Hw synthesis, feedback
theories, and Linear Matrix Inequalities (LMIs), LPV controllers at all operating points are
obtained. Finally, the simulation results verify the effectiveness of the proposed controller
over classic and robust controllers with regard to uncertainties and changes in system
conditions.

Keywords:

Power System Stabilizer,

Single Machine Infinite Bus Power
System,

Linear Parameter Varying (LPV),
Linear Matrix Inequality (LMI)
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CFD Analysis of the Most Favorable Gap Between the Main Runner and
Booster Runner of Gravitational Water Vortex Turbine
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PAPER INFO ABSTRACT

P aper history: The Gravitational Water Vortex Power Plant (GWVPP) is a power generation system
Received 20 September 2021 designed for ultralow head and low flow water streams. Energy supply to rural areas using
Revised in revised form: 06 November 2021 fhgrid dels is simple in desi d d inabl 1 ..
Scientific Accepted: 23 November 2021 off-grid models 1s simple 1n design an s.tructure.an sustainable to prom.ote‘e ectr1c1t.y
Published: 19 April 2022 access through renewable energy sources in the villages of Nepal. The objective of this

study is to determine the most favorable gap between the booster and main runners of a
Gravitational Water Vortex Turbine (GWVT) to ensure maximum power output of the
Keywords: GWYVPP. CFD analysis was used to evaluate the 30 mm gap between the main and booster
Low Head MHP, i runners, which was the most favorable gap for enhancing the plant’s power. In this study,
sz:;g;frafr%?iﬂmd Dynamic (CFD), the optimum power and economic analysis of the entire plant was conducted in the case of
Booster Runner', mass flow rates of 4 kg/s, 6 kg/s, and 8 kg/s. The system was modeled in SolidWorks V2016
Main Runner and its Computational Fluid Dynamic (CFD) analysis was performed utilizing ANSYS

R2 2020 with varying multiple gaps between the main and booster runners to determine the
most favorable gap of the plant’s runner. This research concluded that optimum power could
be achieved if the distance of the main runner’s bottom position be fixed at 16.72 %, i.c., the
distance between the top position of the conical basin and the top position of the booster
runner. At a mass flow rate of 8 kg/s, the plant generated maximum electric energy
(3,998,719.6 kWh) comparatively and economically contributed 268,870.10 USD on an
annual basis.
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Sustainability and Environmental Impact of Hydroxy Addition on a Light-Duty
Generator Powered with an Ethanol-Gasoline Blend
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PAPER INFO ABSTRACT

Paper history: Environmental sustainability encompasses various problems including climate change, clean
Received: 11 August 2021 air, renewable energy, non-toxic environments, and capacity to live in a healthy community.
Revised in revised form: 18 October 2021 M h f their attenti It 4 h th 1 and
Scientific Accepted: 26 November 2021 any researchers focus their attention on alternative energy sources, such as ethanol an

Published: 08 May 2022 hydroxy gas, to enhance environmental health and quality of life. The introduction of
hydroxy gas as a clean source of energy is gaining significant traction. Also, ethanol has a
greater octane number than gasoline. Therefore, the ethanol-gasoline blend has a higher
Keywords: octane number than conventional gasoline. A new combination of hydroxy gas, ethanol, and

Gasoline Engine, gasoline is environmentally benign while significantly improving the performance of

]Elt‘%l}:n]g lUty Generator, gasoline engines. This paper tested hydroxy gas in a 197-cc gasoline engine power generator
Hy dmx}'} Gas powered with ethanol-gasoline blend. The results demonstrated that thermal efficiency

increased up to 23.6 % and fuel consumption decreased up to 36 % on a volume basis,
which was a significant improvement over the base engine. Furthermore, the hazardous
carbon monoxide reduction reached 11.45 % and the unburned hydrocarbon emissions
reached 17.6 %.

Emission Characteristics
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PAPER INFO ABSTRACT

Paper history: The purpose of this study is to present a renewable energy policy model in the agricultural
Received: 18 October 2021 sector of Iran. To achieve this goal, a questionnaire consisting of 57 items was designed.
Revised in revised form: 11 January 2022 The reliability of the questionnaire was confirmed by Cronbach's alpha (0.916). Also, to
Scientific Accepted: 25 December 2021 1 lidi d reliabili £ th h 1 .
Published: 10 May 2022 analyze the va 1d1ty'an re 1a.b¥11ty of the research tool, the Ave.:rzflge Variance E?(tractgd

(AVE) and Composite Reliability (CR) were calculated. The validity of the questionnaire

was determined using face validity, Content Validity Ratio (CVR), and Content Validity

Keywords: Index (CVI). The statistical population of the study consists of energy policymaking experts
Renewable Energy, who were estimated at about 80 people. The sampling method was random and 70 samples
Policymaking, answered the questionnaire using the Krejcie and Morgan table. Using structural equation
Policymaking Mode, modeling and the maximum likelihood method and using LISREL software, the model fit
irg]:ircgu}iti(;le}cyy was estimated at a favorable level. Based on the findings, it was found that the priorities of

the agricultural sector and the needs of this sector had not been considered in renewable
energy policymaking. Policymaking is done top-down and stakeholders are not considered.
Renewable equipment market policies are not adequate and the market is not properly
managed. Interaction between policymaking institutions is not in good shape. The results of
this study can help address the various shortcomings of the renewable energy policy as well
as reduce the common inconsistencies in this area. Finally, suggestions were made for the
development and promotion of policies in the field of renewable energy in the agricultural
sector of Iran.
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