


In the Name of God 

Journal of Renewable Energy and Environment 

 
DIRECTOR-IN-CHARGE EDITOR- IN- CHIEF 

A. R. Khavandi 

Iran university Science and Technology, Tehran, Iran 

M. Pazouki 

Materials and Energy Research Center, Karaj, Iran 

 

EDITORIAL BOARD 

M. Ameri, Shahid Beheshti University, Tehran, Iran A. Mostafaeipour, Yazd University, Yazd, Iran  

S. S. Chandel, Shoolini University, Solan, India G. Najafi, Tarbiat Modares University, Tehran, Iran 

J. Chaouki, Polytechnique Montréal, Montreal, Canada M. Omidkhah, Tarbiat Modarres University, Tehran, Iran 

H. Ghadamian, Materials and Energy Research Center, Karaj, Iran M. H. Panjeshahi, Tehran University, Tehran, Iran 

B. Ghobadian, Tarbiat Modares University, Tehran, Iran M. Pazouki, Materials and Energy Research Center, Karaj, Iran 

W.K.H. Hogland, Linnaeus University, Kalmar, Sweden R. Roshandel, Sharif University of Technology, Tehran, Iran 

S. M. Hosseinalipoor, Iran University of Science & Technology, 

Tehran, Iran 

M. B. Shafii, Sharif University of Technology, Tehran, Iran 

J. Shayegan, Sharif University of Technology, Tehran, Iran 

H. A. Kazem, Sohar University, Sohar, Sultanate of Oman T. Yusaf, Federation University Australia, Ballarat, Australia 

K. Kaygusuz, Karadeniz Technical University, Trabzon, Turkey S. A. H. Zamzamian, Materials and Energy Research Center, Karaj, Iran 

 

EDITORIAL ADVISORY BOARD 

N. Azbar, Ege University, Izmir, Turkey M. Mohanraj, Hindusthan College of Engineering and Technology, 

Coimbatore, India M. E. H. Assad, Engineering, University of Sharjeh, Sharjah, UAE  

A. Maheri, King’s College, University of Aberdeen, Aberdeen, UK  A. Sedaghat, Australian College of Kuwait, Kuwait 

 

JOURNAL STAFF 

M. Fouladian 
 

LANGUAGE EDITOR PAGE MAKER 

S. Saberi F. Hajizadeh 

 
EXECUTIVE TEAM 

V. H. Bazzaz. E. Pouladi, R. Chaluei 

 

 

DISCLAIMER 

The publication of articles in Journal of Renewable Energy and Environment does not imply that the editorial board, reviewers, or the 

publisher accept, approve, or endorse the data and conclusions of authors. 

 

Journal of Renewable Energy and Environment (ISSN: 2423-5547) (e-ISSN: 2423-7469) 

Website: www.jree.ir, E-mail: jree@merc.ac.ir 

Tel: (+9826)36280040-49 (Ext. 381), Fax: (+9826)36201888 

Materials and Energy Research Center (MERC); Iranian Association of Chemical Engineers (IAChE) 

http://www.jree.ir/
https://en.merc.ac.ir/


ISSN: 2423-5547; e-ISSN: 2423-7469 
 

Journal of Renewable Energy and Environment (JREE): Vol. 9, No. 3, (Summer 2022), 1-104 

 
 

CONTENTS 
 
 
 

Babak Keyvani 
Bahador Fani 
Hamed Karimi 
Majid Moazzami 
Ghazanfar Shahgholian 

Improved Droop Control Method for Reactive Power Sharing in 
Autonomous Microgrids 

1-9 

   
Rahul Dogra 
Sanjay Kumar 
Nikita Gupta 

Application of Artificial Neural Network to Solar Potential 
Estimation in Hilly Region of India 

10-16 

   
Davar Rezakhani 
Abdol Hamid Jafari 
Mohammad Ali Hajabassi 

Modified Concrete for Impeding Chloride Diffusion from Sea 
Water in the Marine Environment 

17-31 

   
Shokoofeh Bagheri 
Hassan Moradi CheshmehBeigi 

DC Microgrid Voltage Stability through Inertia Enhancement Using 
a Bidirectional DC-DC Converter 

32-44 

   
Ashkan Zolriasatein 
Zahra RajabiMashhadi 
Majid Rezaei Abadchi 
Nastaran Riahi Noori 
Siamak Abyazi 

A New Approach Based on RTV/SiO2 Nano Coating for Tackling 
Environmental Pollution on Electrical Energy Transmission and 
Distributions 

45-51 

   
Mirmahdi Seyedrahimi-Niaraq 
Tohid Nouri 

Investigating the Economic Effects and the Roadmap of Developing 
Geothermal Systems to Generate Electricity 

52-64 

   
Mehran Gheyrati 
Asadollah Akram 
Hassan Ghasemi-Mobtaker 

Optimum Orientation of the Multi-Span Greenhouse for Maximum 
Capture of Solar Energy in Central Region of Iran 

65-74 

   
Mohammad Hosseinpour 
Hassan Ali Ozgoli 
Seyed Alireza Haji Seyed Mirza 
    Hosseini 
Amir Hooman Hemmasi 
Ramin Mehdipour 

Energy Analysis of Utilizing Biomass Gasification to Partially 
Substitution Fossil Fuels in an IBG-GT-ST-Kalina Cycle 

75-86 

   

Amrollah Dehghani Sanij 
Taghi Torabi 
Abbas Khamseh 
Alireza Boshehri 

The Influence of Research and Development Activities and 
NanoFab Centers on Product Development in Nanotechnology: 
Focusing on Solar Thermal Energy and Photovoltaic Technology 

87-100 

   
Shafini Mohd Shafie 
Zakirah Othman 
A. Harits Nu'man 
Nik Nurul Anis Nik Yusuf 

Multi-Criteria Analysis of Biogas Feed Fuel Cell-Based Electricity 
Generation: Economic and Environmental Factors 

101-104 

 



AIMS AND SCOPE 

 
Journal of Renewable Energy and Environment (JREE) publishes original papers, review articles, 
short communications and technical notes in the field of science and technology of renewable energies 
and environmental-related issues including: 
 

• Generation 
• Storage 
• Conversion  
• Distribution 
• Management (economics, policies and planning) 
• Environmental Sustainability 

INSTRUCTIONS FOR AUTHORS 

Submission of manuscript represents that it had neither been published nor submitted for publication 
elsewhere and is result of research carried out by author(s). Only the extended and upgraded articles 
presented in a conference and/or appeared in a symposium proceedings could be evaluated for 
publication. 
Authors are required to include a list describing all the symbols and abbreviations in the paper. Use of 
the international system of measurement units is mandatory. 

•  On-line submission of manuscripts results in faster publication process and is recommended. 
Instructions are given in the JREE web sites: www.jree.ir 

•  References should be numbered in brackets and appear in sequence through the text. List of 
references should be given at the end of the paper. All journal articles listed in the References 
section must follow with article doi. 

•  Figure captions are to be indicated under the illustrations. They should sufficiently explain the 
figures. 

•  Illustrations should appear in their appropriate places in the text. 
•  Tables and diagrams should be submitted in a form suitable for reproduction. 
•  Photographs should be of high quality saved as jpg files. 
•  Tables’ illustrations, figures and diagrams will be normally printed in single column width (8 

cm). Exceptionally large ones may be printed across two columns (17 cm). 
 

http://www.jree.ir/


JREE:  Vol. 9, No. 3, (Summer 2022)   1-9 
 

 

Please cite this article as: Keyvani, B., Fani, B., Karimi, H., Moazzami, M. and Shahgholian, Gh., "Improved droop control method for reactive power sharing in 
autonomous microgrids", Journal of Renewable Energy and Environment (JREE), Vol. 9, No. 3, (2022), 1-9. 
(https://doi.org/10.30501/jree.2021.298138.1235). 

 

2423-7469/© 2022 The Author(s). Published by MERC. This is an open access article under the CC BY license 
(https://creativecommons.org/licenses/by/4.0/).  

 

 

 
MERC 

  

Journal of Renewable 
Energy and Environment 

J o u r n a l  H o m e p a g e :  w w w . j r e e . i r  
 

Research Article 

Improved Droop Control Method for Reactive Power Sharing in Autonomous 
Microgrids 

Babak Keyvani a, Bahador Fani b,c, Hamed Karimi b,c, Majid Moazzami b,c, Ghazanfar Shahgholian b,c* 

a Department of Electrical Engineering, Boroujen Branch, Islamic Azad University, Boroujen, Iran. 
b Smart Microgrid Research Center, Najafabad Branch, Islamic Azad University, Najafabad, Iran. 
c Department of Electrical Engineering, Najafabad Branch, Islamic Azad University, Najafabad, Iran. 

 

P A P E R  I N F O  
 

Paper history: 
Received: 01 September 2021 
Revised in revised form: 18 December 2021 
Scientific Accepted: 07 December 2021 
Published: 23 February 2022 

 
Keywords: 
Autonomous Microgrids, 
Droop Control, 
Power Sharing, 
Stability, 
Control System 
 

A B S T R A C T  
 

Conventional droop control method has been widely adopted for power sharing between Distributed 
Generators (DGs) in microgrids. However, the mismatched feeder impedance of the Voltage-Sourced Inverters 
(VSI) may generate reactive power sharing error during islanding operation of a microgrid. In this paper, an 
improved droop control method is suggested to improve the reactive power sharing accuracy. In the proposed 
method, the slope correction of the droop characteristics is performed in such a way that the reactive power 
sharing error is reduced. In this method, the errors of reactive power sharing are detected by applying a clear 
signal to the microgrids and, then, by adding a new term to the P-ω and correcting the slope of Q-E, the 
reactive power sharing is done. In this way, the proposed method can successfully improve the reactive power 
sharing accuracy even at different X/R ratios. Another feature of this method is its high operation speed 
compared to the other methods of droop feature correction. The simulation results for a prototype microgrid 
point to the efficiency and flexibility of the proposed method. 
 

https://doi.org/10.30501/jree.2021.298138.1235 

1. INTRODUCTION1 

With the technological development of the world and the 
expansion of industries, demand for electric power has been 
continuously increasing over the last years [1-5]. Therefore, 
widespread use of renewable energy sources plays an 
important role in the modern electrical system [6-9]. 
   Microgrid (MG) is an important and necessary part of the 
development of smart grids [10-12]. MGs are becoming more 
and more interesting due to their ability to reduce 
environmental impact of electric supply, reduce investment in 
plant, equipment, and cost, increase energy efficiency and 
stability as well as ride-through capability provided by energy 
storage, and alleviate the consequences of sudden grid outages 
[13, 14]. From the perspective of customers, a microgrid is a 
grid system that supplies reliable and high-quality electric 
power autonomously [15, 16]. The most relevant challenges 
concerning microgrid protection and control include 
modeling, bidirectional power flows, uncertainty, stability 
issues, and low inertia [17, 18]. 
   In summary, the reasons for the popularity of microgrids 
include (a) the ability to combine a variety of energy 
generation methods and (b) uninterrupted power supply in 
areas with unreliable centralized power grids [19, 20]. So far, 

 
*Corresponding Author’s Email: shahgholian@iaun.ac.ir (Gh. Shahgholian) 
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various studies have been done on the microgrid in terms of 
classifications, control, optimization, policy, and stability [21, 
22]. 
   A microgrid can operate in grid connected or standalone 
(islanded) modes [23-26]. It enjoys the capability of operating 
in islanded mode and in an autonomous fashion [27, 28]. 
Separation of microgrids from the distribution network brings 
about a significant change in the performance and control 
objectives of distributed sources within the microgrid [29, 30]. 
   The control in the micro-grid system makes it difficult to 
coordinate various micro-power types to establish stable 
frequency and voltage [31-33]. The microgrid control 
objectives include [34, 35]: (a) reactive and active power can 
be independently controlled; (b) voltage sag and system 
imbalances can be corrected; and (c) the microgrid can meet 
the requirements of the grid’s load dynamics. Microgrid 
control methods and parameters to be controlled are listed in 
Table 1 for the two MG operating modes. 
   Proper harmony among various generation sources should 
be made to prevent any interference. To achieve the control 
objectives, there are two methods of centralized and local 
strategies for microgrid in the autonomous mode [36]. Table 2 
briefly describes the advantages and disadvantages of these 
two methods [37, 38]. 
   The sharing of reactive power in an autonomous microgrid 
is affected by the asymmetry of local loads and the impedance 

https://doi.org/10.30501/jree.2021.298138.1235
https://doi.org/10.30501/jree.2021.298138.1235
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mismatch, which is a challenge [39, 40]. Several methods 
have been proposed for the reactive power sharing in 
autonomous MGs in various pieces of literature [41, 42]. 
   Droop control in stand-alone microgrids is an important 
method for sharing demand power between generators [43, 
44]. However, the analysis of the method indicates the poor 

performance of this control method in reactive power sharing 
[45, 46]. 
   An analytical method for an island microgrid was presented 
to evaluate the full control method in [47]; in order to evaluate 
the performance of the controller, three types of load were 
examined. 

 
Table 1. Control methods for inverter-based MG 

Operation mode The parameters must be controlled Control method Active and reactive power Voltage and frequency 

Grid-connected mode × - Constant current control 
PQ control 

Islanded mode × × P-f control 
Q-V control 

 
 

Table 2. Control methods in mg based on structure 

Control structure Characteristic Advantage Disadvantage 

Centralized 
It has a main controller and 

determines what other controllers 
located in each inverter should do. 

Performs quite well. 

Relying on the proper performance 
of the main controller. 

Requiring active communication 
network. 

Decentralized 

Several inverters work together to 
establish the voltage, frequency, 
and network, which is done only 

on the basis of local measurements 
by each inverter. 

Reliable MG performance does not 
depend on any one unit. 
No need for high-speed 

communications. 
Local information only. 

Possibility of slowing down the 
transient response of inverters after a 

disturbance. 
Dependence of the ability to divide 

loads for inverters on feeder 
impedances and control parameters. 

 
   Also, the simulation results demonstrated that the error 
intensity and the duration of how the microgrid reaches the 
fast frequency convergence and the fast performance of the 
protection system could improve the stability of the system. 
   An auxiliary controller was proposed in [48] to reduce the 
fluctuations due to increase in overlap by analyzing the 
microgrid eigenvalue which does not require network 
impedance monitoring to adjust the controller. It was also 
shown that increasing the reactive power drop causes the 
generated reactive power to be less affected by active charge 
changes. 
   In the islanded operation mode, the conventional method for 
proper load sharing between sources and regulation of the 
voltage and frequency in the local strategy is to employ the  
Q-E and P-ω droop characteristics [49, 50]. In this approach, 
the active power is controlled using the frequency which 
results in proper real power sharing among DGs, while 
utilization of conventional droop voltage characteristic does 
not result in ideal reactive power sharing among DGs because 
the voltage is a local quantity [51]. Considering the intrinsic 
relation between the DG terminal voltage and its reactive 
power generation, it can be easily concluded that changing the 
Q-E curve specifications, which is the slope or y-intercept, 
can have a direct impact on the reactive power generation of 
the DGs and, consequently, power sharing among them [52]. 
The approach of virtual impedance control is capable of 
concurrently reviewing the power control instability and 
power sharing. Given that adding or removing any DG in each 
point of the microgrid, namely plug-and-play, changes the 
configuration of the microgrids, without knowing this 
microgrid configuration in real time, virtual impedance 
control may not operate well or properly. 
   In [53], a strategy was provided to correct the Q-E 
characteristic to improve the ideal reactive power in a 
microgrid with three micro-sources with local controls. In this 

approach, the micro-sources work with the conventional 
curves of Q-E and P-ω in normal conditions and at fixed time 
intervals, the reactive power sharing error decreases by 
adjusting the y-intercept of the Q-E characteristic. 
   Various strategies have been proposed in the literature to 
address the inaccurate reactive power sharing problem in 
islanded microgrids. Virtual impedance-based methods were 
proposed in [54, 55] to enhance the reactive power sharing. 
This methods focus on reducing the feeder impedance 
difference of DGs. The virtual impedance is usually 
considered inductive to increase the X/R ratio of the feeder 
impedance and, consequently, to reduce the coupling between 
active and reactive power controls. In [56, 57], a virtual 
impedance technique was proposed to solve the sharing error 
caused by mismatched feeder impedances; the main idea was 
to reduce the difference in the output impedance of DG units. 
Despite the good performance of these methods, the controller 
requires a communication structure to obtain instantaneous 
information about the MG to adopt the desired virtual 
impedance. In [58, 59], control strategies based on adaptive 
virtual impedance control were proposed. In [59], an adaptive 
virtual impedance control scheme was proposed for 
overcoming the unbalanced and harmonic power sharing in 
islanded microgrids. In [58], an adaptive complex virtual 
impedance method was proposed for ideal reactive power 
sharing in the islanded microgrids. In [54], an improved droop 
control method was applied for power decoupling and 
accurate reactive power sharing. The method functions based 
on virtual power source and composite virtual negative 
impedance for low-voltage microgrids. In [60], an adaptive 
voltage droop control method was proposed to improve the 
reactive power sharing. This method uses two terms to be 
added to the conventional reactive power droop curve: the 
first is added to correct the voltage drop across the 
transmission lines; the second is used to make the system 
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stable under heavy loading conditions. However, this method 
needs detailed information of the network in advancing the 
operation. 
   In this paper, a method for modifying the Q-V characteristic 
was proposed to achieve the ideal reactive power sharing in 
microgrids with local control-based micro-sources. In this 
method, all micro sources operate with theconventional Q-E 
and P-ω characteristics. At certain times, the Q-E droop 
curves are adjusted by modifying the characteristic slope so 
that the reactive power sharing error can be reduced. The 
proposed method first determines the reactive power sharing 
errors by injecting small active-reactive power deviations. 
Then, accurate reactive power sharing is achieved by adding a 
new term in the P-ωcharacteristic and modifying the slope of 
the Q-E droopcurve. By using the proposed scheme, the 
reactive power sharing error is significantly reduced. After 
correction, the proposed droop controller is automatically 
switched to the conventional droop controller. 
   The remainder of the paper is organized as follows: 

   In the second section, the conventional control method for 
the microgrid is mentioned. In the third part, the process of 
correcting the characteristic is stated. In the fourth part, the 
simulation results for a microgrid with three scattered 

production units and two linear loads are given. Finally, the 
conclusion of the article is given in the fifth part. 
 
2. CONVENTIONAL DROOP CONTROL METHOD 
ANALYSIS 

A common method in the case of universal microgrid 
applications is droop control [61]. For low-voltage microgrids, 
typical drop control is unusual, as the line impedance between 
the distributed generation units is usually strong enough to 
connect the active and reactive DG power [62, 63]. The 
performance of conventional drop control needs to be 
improved because the assumption of a drop curve in a part of 
the operating area of capacitive connection inverters is not 
valid [64]. 
   Figure 1 shows the general diagram of an island microgrid 
in which a power line (indicated by solid line) is required to 
trade electrical power, while trade control and status 
information are shown with a communication line (indicated 
by dashed line) [65, 66]. Figure 2 shows the equivalent circuit 
of one DG unit which is connected with an interface filter to 
the common bus of an AC microgrid. VT and VP are the 
voltage of the ends of the filter capacitor and the common bus 
voltage, respectively. Line resistance is ignored. Reactance 
between the inverter and the common bus is denoted by Xi. 

 

 
Figure 1. Illustration of the AC microgrid configuration [66] 

 
 

 
Figure 2. The equivalent circuit of a DG unit connected to a common bus 
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Based on the equivalent circuit of a DG unit connected to a 
common bus, the active and reactive output powers of each 
DG unit are extracted as follows: 

T P
i i

i

V VP sin
X

= δ                                                                              (1) 

T P i P
i

i

V V cos VQ
X
δ −

=                                                                  (2) 

   Neglecting the line resistance and assuming cosδi ≈ 1, the 
active power is proportional to δi (or its derivative ω) and, 
consequently, changing the voltage phase angle of DGs 
impacts their output active power. According to (2), the output 
reactive power of a DG unit can be controlled by voltage 
magnitude of VT [67]. Therefore, the frequency and voltage 
droop characteristics are extracted as follows: 

0 pn .Pω = ω −                                                                                 (3) 

0 qE E n .Q= −                                                                                 (4) 

where ω0 and E0 are no load frequency and voltage, 
respectively, and np and nq are frequency and voltage droop 
coefficients, respectively. 
   It is assumed that DG ith and DG jth are operating in a 
parallel way with the same nominal capacity and droop 
characteristic slope. It should be considered that the phase 
angle changes of δi are very small. Increasing the inductance 
of the network and the slope of the voltage droop 
characteristic are the two main approaches to improving the 
reactive power sharing error. Increase in the impedance is 
usually done by virtual impedance control, which requires the 
control with a higher bandwidth for the inverter [68]. It should 
be noted that increasing the droop slope may increase the 
reactive power sharing error; however, this slope increase 
generates other issues like VP reduction or the required 
reactive power changes (due to voltage changes). Therefore, it 
can be said that increasing the slope is not a good option to 
improve the reactive power sharing error. 
 
3. CHARACTERISTIC CORRECTION PROCESS 

Reactive power sharing error is caused by various factors in 
the microgrid. Most reactive power sharing error correction 
strategies are based on complex circuit models and settings. 
Therefore, in this section, a correction method is proposed to 
eliminate the temporary reactive power sharing error without 
the need for microgrid configuration. Given the frequency is a 
global parameter throughout the network, any quantity placed 
on a characteristic with frequency leads to the ideal sharing of 
that quantity. Therefore, the strategy used to modify the Q-E 
characteristic is based on the same property. Before starting 
the process, the production of all micro sources is considered 
to be approximately the same as the active power P0. Also, the 
production of reactive power by each micro-source in ideal 
sharing conditions is equal to Q0. 
   As the feature correction process starts in all the micro-
sources, the active power in the droop characteristic of P-ω is 
replaced with a linear combination of P and Q as in the 
following to have a new power-frequency characteristic: 

0 pn (a.P b.Q)ω = ω − +                                                                  (5) 

In these conditions, the Q-E curve remains with the same 
conditions as that before the compensation. 

0 qE E n .Q= −                                                                                 (6) 

   In this process, the slope of nq in the above relation is 
corrected to reach the reactive power sharing. 
   By keeping the values of a and b fixed in all the micro-
sources, aP + bQ will have the same values, as the value of aP 
+ bQ is associated with a feature with one frequency. The goal 
is to return the value of P to P0 at the end of the process and 
the value of Q to Q0 in all micro-sources. Assuming that the 
network impedance is mainly inductive, the reactive power is 
mainly dependent on the voltage and it is determined by the 
Q-E characteristic.Therefore, the main goal of the 
characteristic modification process is to modify the slope of 
Relation (6) so that the reactive power generation of the 
micropower reaches Q0. However, Q0 is a function of the 
reactive power of the load and the grid, which is an unknown 
value. If the slope correction of the Q-E characteristic in all 
micro sources takes place in such a way that the active power 
returns to P0 and since aP + bQ are the same in all micro-
sources, it can be concluded that Q has the same value in all 
micro sources and it points to the ideal sharing of reactive 
power. At the end of the character correction process, aP + bQ 
is replaced again with the normal character P-ω. The overall 
process is shown in Figure 3. 

 

 
Figure 3. Flowchart of the proposed method 

 
   Figure 4 shows the process of the given character correction 
to synchronize reactive power. As shown in this figure, the 
character correction process is determined by starting signal 
activation. The timer block measures the process duration. At 
the beginning of the process, the sampling and holding block 
samples and stores the initial amount of active power equal to 
P0 to be used during the process. 
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Figure 4. Reactive power synchronizing correction plan 

 
4. SIMULATION RESULTS AND DISCUSSION 

In order to evaluate the operational accuracy of the algorithm 
for correcting the Q-E feature and power ideal sharing 
between the microgrid sources, the sample microgrid 
composed of some DGs and loads in Figure 5 is used. Each 
DG system includes a power supply and an inverter interfaced 
with the network. In the operation connected to the network, 
the active and reactive reference power is normally supplied 
through the main network and the approach of normal droop 
control can be applied to follow the power. Therefore dividing 
the power in the network connected mode does not make any 
problems for the network [69, 70]. When the microgrid is 
operating autonomously, all the required load of the microgrid 
should be properly shared through DG units. 
   The rated rms voltage (L-L) for microgrid 208 V (60 Hz). 
The active and reactive loads are 3525 W and 1425 Var, 
respectively. 
   The filter parameters in the interface inverter include         
RF = 0.2 Ω, LF = 5 mH, and CF = 40 µF. Sampling-switching 
frequency is 9 KHz ~ 4.5 KHz. Droop coefficients are           
np = 0.00125 and nq = 0.00143. Integration dead-band, 
Integral gain Kc, and LPF time constant are 6 W, 0.0286, and 
0.0158 sec, respectively. 

 

 
Figure 5. The microgrid consists of three DG units and two linear 

loadfor simulation 
 
   The simulation is done in 3 seconds and the feature 
correction process is applied on the network in 1-2 seconds to 
share the reactive power. The simulation results are compared 
with those in [71] to demonstrate the effect of the proposed 
method on the power sharing improvement. 
   To evaluate the robustness of the proposed method to 
network changes, the microgrid shown in Figure 5 is 
simulated with three different X/R ratios of low X/R = 0.66, 

medium X/R = 1, and high X/R = 3.75. Here, power sharing 
scheme between loads 1 and 2 as well as the microgrid 
behavior under this condition are analyzed. Figures 6, 7, and 8 
show the active and reactive power drawn from the DG1 to 
DG3, respectively.The results show that the proposed scheme 
can proportionally share both active and reactive power in the 
microgrid at different X/R ratios. 
   According to the conditions mentioned for the microgrid in 
Figure 5, the output impedance of each DG unit is the most 
important factor in determining the reactive power drawn 
from that DG. Therefore, since DG1 has the smallest output 
impedance with respect to other DGs, it has the lowest voltage 
drop at the output and, consequently, DG1 provides the largest 
part of the microgrid reactive power, as shown in Figures 6(b), 
7(b), and 8(b). As seen, the use of conventional droop 
characteristics before t = 1 s leads to a large difference 
between the reactive powers of the DGs. After starting the 
process of correcting the droop characteristics, the reactive 
power sharing error decreases rapidly in less than 0.5 seconds. 
In other words, all three DGs produce reactive power equal to 
243 Var. 

 

 
(a) Output active power 

 

 
(b) Output reactive power 

Figure 6. Output power of the DG1 before, after, and during the 
reference feature correction process 
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(a) Output active power 

 

 
(b) Output reactive power 

Figure 7. Output power of the DG2 before, after, and during the 
reference feature correction process 

 
 

 
(a) Output active power 

 

 
(b) Output reactive power 

Figure 8. Output power of the DG3 before, after, and during the 
reference feature correction process 

 
   As illustrated in Figures 6(a), 7(a), and 8(a), the output 
active powers of DG units are equal prior to the moment t = 1 

s. In other words, the active power is ideally shared using the 
conventional droop characteristics even though the feeder 
impedances of DGs vary. 
   The performance of the method presented in [70] can be 
compared with that of the proposed method using the 
simulation shown in Figures 9 and 10. As seen, the proposed 
method is much faster and experiences fewer oscillations to 
achieve the proper reactive power sharing. Also, according to 
output power dynamics of the proposed method (see Figures 
6, 7, and 8), the overall time to reach the desired conditions is 
shorter than virtual impedance method. 

 

 
Figure 9. Output active power of the microgrids before, after, and 

during the reference feature correction process 
 
 

 
Figure 10. Output reactive power of the microgrids before, after, and 

during the reference feature correction process 
 
5. CONCLUSIONS 

The purpose of this paper was to improve the reactive power 
sharing error for microgrids with different X/R ratios and any 
type of topology. In this strategy, first, DGs are controlled 
using the conventional droop method. Then, at a certain time, 
the droop characteristics were compensated with a special 
structure. After the correction of the reactive power sharing 
error, the proposed droop controller returned to the 
conventional droop characteristic. To evaluate the method 
dynamics, simulation results were presented for different 
system conditions and it was shown that the proposed method 
was not sensitive to network structure and X/R ratio. The 
simulation results also showed that this method led to the 
appropriate reactive power sharing and the reactive power 
sharing error was minimized. Therefore, the proposed method 
was resilient with respect to the network changes and X/R 
ratio changes. The authors' focus for future work is to provide 
a plan for load sharing in the event of fault. 
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A B S T R A C T  
 

The use of these conventional resources causes continuous depletion of fossil fuels and increased greenhouse 
effect. Solar power is the major renewable resource used for power generation across the globe. Solar energy 
activities depend on the available potential of any geographical location. Therefore, prior to the installation of 
solar technologies for these activities, estimation of solar potential is very important due to costly 
technologies. Data of solar potential is not present at every location in Himachal Pradesh (H. P.) due to the 
high cost of measurement instruments. The objective of this study includes the solar potential estimation for 12 
cities of the H. P. The present study could be divided into two parts. Initially, Artificial Neural Networks 
(ANNs) are utilized to estimate global sun radiation utilizing meteorological and geographical data from 23 
places. The ANN model with seven input parameters including latitude, longitude, altitude, air temperature, 
humidity, pressure, and wind speed were used to estimate the solar irradiation. Statistical indicators including 
Mean Absolute Percentage Error (MAPE) were used for the performance evaluation of these ANNs. The 
minimum MAPE value was obtained to be 2.39 % with Multi-Layer Perception (MLP) architecture 7-11-1. 
For the 12 districts of the H. P., the acquired network 7-11-1 was utilized to estimate Global Solar Radiation 
(GSR). The output of ANN model was implemented in Geographic Information System (GIS) environment to 
obtain the solar potential map for each month. The available map of the present study may be helpful for solar 
application in each district. 
 

https://doi.org/10.30501/jree.2022.307064.1267 

1. INTRODUCTION1 

In recent years, the application of solar technologies has 
become more popular for sustainable development as they are 
environmental-friendly or inexpensive [1]. The usage of these 
traditional resources will not be able to close the gap between 
supply and demand. Solar offers a wide range of applications 
including power plants, water heating, water treatment, 
irrigation pumps, and more [2, 3]. India's solar energy 
potential is estimated to be at 750 GW. The Indian 
government plans to install 100 GW of solar electricity by 
2022, out of a total capacity of 750 GW [4]. To attain this 
target, state-wise solar purchase obligations are given by 
Ministry of New and Renewable Energy (MNRE) in India. In 
this context, Himachal Pradesh (H. P.) state has given 776 
MW generations through solar power. Therefore, it is 
mandatory by the government to have energy mix through 
renewable energy sources. The government of H. P. is looking 
for solar applications in each state. Solar applications, on the 
other hand, required data such as the state's daily or monthly 
average GSR [5]. Due to the high expense of radiation 
 
*Corresponding Author’s Email: guptanikita08@gmail.com (N. Gupta) 
  URL: https://www.jree.ir/article_149613.html 

measuring tools, routine measurements of global sun radiation 
are not practicable for each potential state site. The high cost 
of these instruments motivated the researchers to find other 
alternative techniques like empirical relation, Artificial 
Intelligence (AI), etc. Studies [6-8] used sunshine duration 
parameter to predict GSR using the following equation. 

H
H0

= a + b � S
S0
�                                                                                 (1) 

where H and H0 are monthly average daily GSR and 
extraterrestrial radiation, respectively. S represents monthly 
average daily hours of bright sunshine; S0 is the monthly 
average day length; a and b are the coefficients of correlation 
of regression. To determine solar radiation in any similar 
region, the main theoretical relation can be considered [9]. 
Different researchers have proposed empirical models to 
estimate the solar radiation [7, 10]. 
   Besharat et al. [11] reviewed 78 empirical models in their 
study. The authors made a case study for Yazd, Iran to 
estimate GSR by selecting several models from each group 
and found that sunshine-based model composed of 
exponential relation had the best performance among other 
models. The main disadvantage of these models required the 
values of empirical coefficients. All these empirical 

https://doi.org/10.30501/jree.2022.307064.1267
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coefficients have been location dependent [11]. Therefore, the 
coefficients of one location are not accurate for another 
location for GSR estimation until both locations do not have 
similar meteorological characteristics. Different locations 
have different geographical and metrological parameters that 
affect the GSR. 
   In order to deal with complexity and empirical model 
disadvantages, researchers used Artificial Intelligence (AI) 
techniques to estimate GSRs for the desired location. Among 
empirical and AI methods [12], ANN is the most popular 
machine learning systems due to its capability to handle 
complexity and nonlinearity of the system [13]. Many 
researchers have also reported in the literature that ANN 
models have better accuracy than empirical models [10, 14]. 
   Various parameters including temperature, relative 
humidity, precipitation, clearness index, wind speed, latitude, 
sunshine duration, evaporation, etc. are used as input for 
estimation of GSR. 
   Almaraashi [15] estimated daily global sun radiation in 7 
Saudi Arabian regions using several feature selection 
algorithms such as the Monte Carlo Uninformative Variable 
Elimination algorithm (MCUVE), Relief F algorithm, 
random-frog algorithm, and Laplacian Score algorithm (LS), 
and NN predictor. Then, 31 input parameters were used for 
the study and out of these parameters, the most important 
parameters were selected using feature selection algorithms. 
After that, the NN predictor was employed to calculate GSR 
in various Saudi Arabian locations. 
   Jovic et al. [16] used four-parameter Dry-Bulb Temperature 
(DBT), Wet-Bulb Temperature (WBT), Mean Sea Level 
(MSL), and Relative Humidity (RH) to estimate the GSR. The 
Adaptive Neuro-Fuzzy Inference System (ANFIS) was 
applied to find the most influential parameters responsible for 
GSR prediction. Among these parameters, the DBT and RH 
were found the most influential to estimate GSR. The 
minimum Root Mean Square Error (RMSE) for the DBT and 
RH was found to be 3.25 and 3.92, respectively. 
   Xue [17] used Genetic Algorithm (GA) and Particle Swarm 
Optimization (PSO) to increase the performance of Back 
Propagation Neural Network (BPNN) model for GSR 
estimation in Beijing. The input parameters used for ANN 
were sunshine duration, mean temperature, month of the year, 
rainfall, relative humidity, wind speed, and daily global GSR 
and daily diffuse radiation as output. The results depicted that 
the BPNN optimized by PSO had RMSE 0.78 and BPNN 
optimized by GA model had RMSE value 0.867. Therefore, 
the BPNN optimized by PSO achieved better performance 
accuracy to estimate GSR. 
   Premalatha et al. [18] trained the neural network using 
parameters like minimum, maximum, and difference of 
temperatures (Tmin, Tmax, ΔT); sunshine and theoretical 
sunshine hours (S, So) and extraterrestrial radiation (Ho). Total 
32 numbers of input parameters combinations were employed 
to estimate the monthly mean daily GSR. Authors also 
concluded that two or three variables were sufficient to predict 
GSR. The combination of ΔT, Ho and ΔT, So, Ho parameters 
was found to be most influenced combination for GSR 
estimation. The minimum MAPE obtained for the ΔT, Ho 
combination was 2.61 %. 
   Kumar et al. [8] used rainfall and humidity quantity, 
temperature, sunshine hours, and barometric pressure as input 
parameters to estimate GSR. Different combinations of the 
input parameters and hidden layer neurons effect were 
analyzed by developing three ANN models. According to the 

authors, the model using all of the meteorological input 
factors has the best accuracy. The authors' research has been 
expanded in order to identify the most important parameter for 
calculating solar radiation. An ANN’s synaptic weights were 
analyzed at the synapse level using the connection weight 
approach, which revealed that temperature and humidity, 
followed by pressure, were the most acceptable parameters. 
With these three inputs, the ANN found a minimum MAPE of 
12.15 percent. 
   Satellite-based data have been used to assess the Global 
Horizontal Insolation (GHI) of Himachal Pradesh [19]. Yadav 
et al. (2014) [20] used ANN-based model for solar radiation 
estimation. Authors also find the most suitable parameters for 
solar radiation estimation using Waikato Environment for 
Knowledge Analysis. Authors further extended the study and 
found the solar potential for Himachal region [21]. 
   Adaptive Neuro Fuzzy Inference System (ANFIS) was 
utilized by [22] to estimate the GSR of Tamil Nadu (India). 
To estimate the monthly worldwide GSR (kWh/m2) in Tamil 
Nadu, the model used the following input parameters: ambient 
temperature (°C), atmospheric pressure (kPa), relative 
humidity (%), and wind speed (m/s). There were 372 samples 
in all that were used for both training and testing. A total of 
204 data samples were used for training, with the remaining 
168 data samples for testing. The coefficients of determination 
(R2), RMSE, and Mean Bias Error (MBE) were determined as 
–1.031, 0.0078, and 0.9898, respectively. The obtained results 
were compared with those of other model available in the 
literature for other regions and they exhibited better accuracy. 
From the literature, it can be inferred that ANN can be used 
for the solar potential estimation. However, the solar mapping 
for Indian Context is very limited. In the present study, the 
solar radiation has been estimated using ANN and solar maps 
have been generated for Western region of Himalaya. The 
developed ANN model can also use solar radiation estimation 
for different regions. The generated potential maps can be 
used for site selection of solar plants along with other solar 
applications in the present region. Therefore, the objectives of 
the present study include: a) investigating the solar potential 
for Western Himalayan region of India, especially H. P., 
where state government has mandated 776 MW generations 
through solar power, b) developing the ANN models using 
different combinations of geographical and metrological 
parameters; and c) developing a solar map from the estimated 
GSR for H. P. 
 
2. METHODOLOGY 

The following steps are carried out to investigate the solar 
potential in H. P.: 
 
2.1. Data collection 

The location and atmosphere parameters included longitude 
(Long), latitude (Lat), altitude (H), humidity (RH), pressure 
(P), wind speed (WS), and air temperature (T) [8-27] to 
estimate the GSR in H. P. The meteorological parameters 
namely pressure (kPa), wind speed (m/sec.), humidity (%), 
and temperature (°C) were taken from NASA [23]. Solar 
radiation handbook data was used to compile average daily 
monthly GSR (kWh/m2/day) data for 23 cities. The monthly 
average data were taken for the period of 1986 to 2000 [17]. 
The data on the city, Hamirpur, was obtained from the Centre 
for Energy situated at institute, National Institute of 
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Technology, NIT in Hamirpur, H. P., India. The geographical 
parameters include the latitude, altitude, and longitude of 
these 23 cities given in references. 
 
2.2. ANN-based methodology for GSR estimation 

A neural network is a network of a large number of neurons 
called processing unit, which maps the input and output data. 
Neural networks have an ability to generalize, which eases the 
complex and nonlinear problems. The most commonly used 
neural network in engineering areas is feed forward trained by 
the Back-Propagation (BP) having neurons as the major 
processor. These are divided into three levels: input, output, 
and hidden layers, with no feedback connections in any of 
them [24]. All layers are made up of neurons and all neurons 
are linked together by synaptic weights [25]. Moreover, the 
number of neurons in hidden layers may changed through trial 
and error [26, 27]. Gradient descent and gradient descent with 
a momentum convergence rate are examples of back-
propagation techniques that are overly slow. As a result, the 
Levenberg–Marquardt (LM) method was utilized to train the 
neural network in this study, which has a fast convergence 
rate [28, 29]. The fundamental neural network architecture is 
shown in Figure 1. 

 

 
Figure 1. Basic architecture of the ANN 

 
   The steps taken in this study are illustrated in Figure 2. The 
input and output parameters were defined first in order to 
create the ANN model. For the 23 cities in India, seven 
characteristics were used as inputs, as explained in data 
collection. Several MLP designs were trained and evaluated in 
order to develop an ANN model in this work. The feed 
forward neural network was trained using the LM algorithm. 
Data were allocated at random to train the network. 70 % of 
the data were used for training, 15 % for testing, and the 
remaining 15 % for validation. 
   The number of neurons in the hidden layer is updated and 
the network is trained numerous times to refine the results 
obtained. The 7 inputs, 1 hidden layer, and 1 output layer lead 
to statistical error of MAPE using various experiments. 
MAPE's mathematical equations are as follows: 

MAPE = �1
n
∑ �

SRj(estimated)−SRj(actual)

SRj(actual)
�n

j=1 � × 100                              (2) 

   For estimating GSR, the lowest MAPE value and the 
correlation coefficient value were evaluated. The model with 
the lowest MAPE value was also used to calculate GSR for 12 

districts in H. P., India. The estimated worldwide solar 
radiation was mapped using the ARCGIS software. 

 

 
Figure 2. Flow diagram showing different steps to determine the 

ranking of parameters 
 
   Finally, the estimated GSR using the best proposed model 
by ANN for H. P. was used for mapping solar energy in the 
GIS environment. 
 
3. RESULTS AND DISCUSSION 

3.1. GSR estimation using ANN for 23 cities in India 

This study used data from 23 cities in various climate zones to 
develop an ANN model for global sun radiations. The output 
of the same is estimated using BPLM technique for ANN. 
Neurons of the hidden layer of ANN are modified and 
multiple trainings are executed for achieving an optimum 
solution. Table 1 shows the training and testing data 
accuracies of ANN architectures. 
   Table 1 demonstrates that the estimated and observed values 
of GSR have the best agreement with an error value of less 
than 5 %. The network architecture consisting of 7-11-1 
neurons in the input, hidden, and output layers, respectively, 
obtained a minimal MAPE value of 2.39 percent, as shown in 
Table 1. Figure 3 shows the optimal architectural neural 
network model given by ANN. 
   Figure 4 shows the regression plot for ANN architecture 7-
11-1 that determines the relationship between output 
corresponding to the target values for training and that for 
testing. Scale of 0 to 1 is used to measure the value of R, and 
the values 0.998 and 0.912 are obtained in the training and 
testing periods, respectively. The obtained results show the 
optimal network architecture for calculating GSR with 7-11-1. 
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Table 1. Training and testing data accuracies of ANN architecture 

ANN architecture (No. of neurons) Correlation coefficient MAPE RMSE 
Training Testing 

7-5-1 0.853 0.770 5.210 1.446 

7-6-1 0.958 0.732 2.562 0.731 

7-7-1 0.906 0.868 4.792 0.968 

7-8-1 0.838 0.808 5.856 1.7834 

7-9-1 0.866 0.834 5.291 1.494 

7-10-1 0.971 0.921 3.427 0.853 

7-11-1 0.998 0.912 2.369 0.719 

7-12-1 0.920 0.815 3.768 0.891 

7-13-1 0.889 0.835 4.363 0.913 
7-14-1 0.880 0.783 5.140 1.038 
7-15-1 0.807 0.754 5.879 1.898 

 

 
Figure 3. The best proposed ANN model for the GSR estimation in 

the present study 
 
 

 

 
Figure 4. Regression plot for the best ANN architecture 7-11-1 

Figure 5 shows the convergence plot for 7-11-1. The 
convergence plot signifies that as the mean square error 
increases, epochs continue decreasing. The convergence plot 
depicts that testing and validation have similar characteristics. 
The best performance of the convergence plot takes place at 
Iteration 58 (epoch). 

 

 
Figure 5. Convergence of neural network 7-11-1 

 
3.2. GSR estimation using ANN for 12 cities in 
Himachal Pradesh (H. P.) 

ANN architecture 7-11-1 with the least MAPE of 2.39 % is 
utilized in the study to estimate the global sun radiation of    
H. P. The input parameters taken from NASA include location 
and atmosphere, i.e., altitude, longitude, and latitude; 
temperature pressure, humidity, and speed of wind. These 
parameters are further used to estimate the GSR. 
   Figures 6 and 7 show the estimated GSRs for H. P. over a 
twelve-month period. According to the findings, H. P.’s solar 
potential ranges from 3.7 to 5.8 kWh/m2. The solar potential 
of the district Lahaul Spiti was found to be the lowest. Among 
all the districts in H. P., Kangra has the highest solar potential. 
The field measurement data for GSR were obtained from the 
Centre for Energy and Environment, National Institute of 
Technology, Hamirpur, H. P., India for the validation of the 
suggested model. 
 
3.3. GSR mapping 
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The feasibility of solar power plant needs proper site 
selection. For feasibility analysis, the creation of solar map is 
an essential part. Therefore, the estimated values of GSRs 
were depicted in monthly maps. The solar radiation 
availability for each district was distributed in three classes: 
(i) Low (below 4.0 kWh/m2), (ii) medium (4.0 to 6.0 
kWh/m2), and (ii) high (above 5.25 kWh/m2). The monthly 
solar energy availability digital maps with provincial 
boundaries are depicted in Figures 6 and 7. From Figures 6 
and 7, it can be concluded that there is seasonal variation of 

solar potential in each district and the solar potential for the 
beginning of the months of years has low solar radiation. The 
Kangra and Una districts have medium solar potential during 
January. In February, Chamba has medium solar potential. 
The average value of global solar irradiation in H. P. ranges 
between 1.9 kWh/m2 and 6.9 kWh/m2. In April and May, each 
district exhibits good solar potential. From Figures 6 and 7, It 
is clear that the districts Una, Hamirpur, Kanga, and Chamba 
receive good GSR throughout the year and can be used for 
solar application. 

 

 
Figure 6. The solar energy maps for months of January to July in H. P. 
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Figure 7. The solar energy maps for months of August to December in H. P. 

 
4. CONCLUSIONS 

In the presented work, ANN model was developed to estimate 
the GSR of different geographical and climatic zones of 23 
cities in India. The statistical errors were used for the 
performance of the model. MAPE and R-values were obtained 
by different ANN models. The statistical performance error 
evaluation of accuracy demonstrates that the neural network 
consisting of 7-11-1 MLP architecture has a minimum MAPE 
value of 2.369. The neural network model with the 
architecture 7-11-1 was used to estimate the GSR of Western 
Himalaya region in Himachal Pradesh. The obtained results 

show that the ANN model developed in this study are very 
helpful to find the solar potential where measuring 
instruments are not installed. The solar potential estimated by 
ANN model for 12 districts of H. P. state was used to create a 
solar map of twelve districts of H. P. The obtained solar maps 
in this study are used for site selection of solar plant in future 
work. 
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NOMENCLATURE 
MAPE Mean Absolute Percentage Error 
MLP Multi-Layer Perception 
GSR Global Solar Radiation 
GIS Geographic Information System 
ANN Artificial Neural Networks 
H monthly average daily GSR (W/m2) 
H0 extraterrestrial radiation (W/m2) 
S monthly average daily hours of sunshine 
S0 monthly average day length  
a, b coefficients of correlation of regression 
Long Longitude (°) 
Lat Latitude (°) 
RH Humidity (%) 
P Pressure (kPa) 
WS Wind Speed (m/sec.) 
T Air Temperature (°C) 
BP Back-Propagation 
LM Levenberg–Marquardt 
RMSE Root Mean Square Error 
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A B S T R A C T  
 

The application of nanomaterials to concrete is an innovative approach to enhance mechanical properties and 
durability performances. In this work, the addition of a combination of Graphene Oxide Nano-Platelets 
(GONP) and Ground Granulated Blast Furnace Slag (GGBFS) was studied as admixture in concrete. Tests on 
mechanical and chloride permeation properties were conducted. The results showed that the mix with 0.05 % 
GONP and the mix with 30 % GGBFS obtained better mechanical strength than the rest of the mixes. The 
highest electrical resistivity was achieved for the 90-day cured sample with 50 % GGBFS in CONP-free 
concrete and the 0.01 % GONP in GGBFS-free concrete, which was found to be the most effective in 
increasing concrete resistance to chloride permeation. The mix with 0.1 w % GONP and 50 w % GGBFS 
exhibited considerable performance even with other mechanical and durability performances. The addition of 
0.1 % graphene oxide and 50 % granular slag increased the compressive strength of the concrete sample by 
19.9 % during 28 days and 17.6 % during 90 days compared to the conventional concrete sample. Concrete 
with a combination of 0.1 % graphene oxide and 50 % granular slag experienced an increase in flexural 
strength by 15 % during 28 days and 13.6 % during 90 days. A significant reduction in electrical conductivity 
from 4012C to 1200C was observed for 90-day cured samples containing 0.1 wt % GO and 50 wt % GGBFS 
compared to the conventional sample. Response Surface Method (RSM) applied to the test data presented an 
optimized concrete mix containing 0.08 w % GONP and 50 w % GGBFS, the outcome of which was in close 
agreement with the experimental results. 
 

https://doi.org/10.30501/jree.2022.293613.1227 

1. INTRODUCTION1 

Concrete remains the most widely used industrial material and 
new-found modifiers help improve its durability, mechanical 
properties, and specifically corrosion resistance [1, 2]. An 
important issue about marine structures is chloride permeation 
causing rapid rebar corrosion and interference in protection 
systems including cathodic protection so much so that it has 
been reported to be the main problem in concrete structures 
worldwide [3-8]. Even inland, temperature, and humidity 
fluctuations causing cyclic expansion-contraction and 
hydration-dehydration could cause the initiation and 
propagation of cracks in concrete, instigating rebar corrosion 
and concrete spalling with the subsequent loss of load-bearing 
capacity. In a chloride-containing environment, its permeation 
from solution-filled pores, chlorine contaminated cement, or 
diffusion along paths in the matrix of the concrete may 
exacerbate the rate of deterioration manifold. Total amount of 
chloride in concrete consists of bound and free chlorides and 
the latter is responsible for breaking the passive layer on the 
 
*Corresponding Author’s Email: jafham2020@gmail.com (A.H. Jafari) 
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bars [9, 10]. In effect, the level of chloride bound to concrete 
could directly affect corrosion as these immobile ions 
diminish the overall diffusion rate and accumulation of Cl- at 
the rebar-concrete interface [11, 12]. The rate of chlorine ion 
permeation depends on the materials used and the production 
parameters such as water-to-cement ratio, additives, and 
degree of hydration [13]. 
   The application of nanomaterials to concrete is an 
innovative approach to enhancing its mechanical and 
durability properties. Nanomaterials in concrete have many 
advantages including the enhancement of mechanical strength 
and filling of the voids at a nano level. Concrete has pores on 
both nano (10-9 m) and micro (10-6 m) scales. Compaction of 
concrete reduces the amount of porosity. However, small 
cavities remain in the concrete composite. The strength of 
concrete depends on the formation of calcium hydrate silicate 
products (C-S-H), and the products are pore-dependent at 
nano and micro levels. Filling of these pores with inert or 
reactive materials can increase the strength and durability 
properties, reduce crack formation, and so on. Upon applying 
pozzolanic materials to concrete, it can only fill small cavities. 
Therefore, nanometer pores can be filled using these 
nanomaterials [14, 15]. Nanoparticles react with calcium 
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hydroxide (Ca (OH)2) and CSH gels in the pores. This 
measure creates a denser structure and fills pores on the 
cement [15]. Many researchers have studied the mechanical 
and durability properties of concrete with nano admixtures 
and as usual, it exhibits better results than conventional 
cement composites [16, 17]. A large number of researchers 
have demonstrated the incorporation of nanomaterials. In 
recent years, carbon nanomaterials such as Carbon Nanotubes 
(CNTs), Carbon Nanofibers (CNFs), and Graphene Oxide 
(GO) have attracted the attention of many concrete researchers 
due to their unique mechanical, thermal, chemical, and 
electrical properties [18-20]. However, the application of 
materials such as carbon nanotube is difficult due to their poor 
dispersibility. GO sheets with oxygenated functions are more 
accessible to cement particles, thus allowing nano sheets to act 
as cores for cement phases and increase the reaction of cement 
with water [21]. Graphene oxide nano plates have been 
studied because of their hydrophobic effect at low 
concentrations [22-26]. Graphene oxide contains functional 
oxygen groups in its layered structure that increase the inter-
planar space causing easier thinning out in aqueous 
environments. It has been reported that admixing of GO nano 
plates to cement expedites its hydration process and increases 
the total hydration products [26]. This has been attributed to 
its high surface energy that facilitates the absorption of 
hydration products that acts as nucleation sites for hydration 
reaction [25]. Yang et al. reported that with the addition of  
0.1 wt % GO, cement hydration increased by 10.4 % on Day 
28 [27]. Graphene oxide nano particle effect on cement 
hydration could change the intra-structural porosity with a 
subsequent increase in cement strength and toughness. Wang 
et al. maintained that the microstructure of the GO-reinforced 
cement matrix had a massive crystal structure covering, 
implying that leaching of Calcium Hydroxide (CH) during the 
hydration stages was enhanced on Day 28 (curing age) [28]. 
Addition of GO to cement-based composites has an adverse 
effect on performance due to its large area that tends to absorb 
more water molecules for wetting and its large high-capacity 
lateral size due to the clustering of GO nanoplates [29, 30]. 
Regardless of the disadvantages mentioned above, combining 
a small amount of GO at about 1 % by weight of cement 
improves the compressive strength by 63 % [31]. Lu et al. 
confirmed that the addition of only 0.05 wt % nano-sized 
graphene oxide caused 10.4 % and 12.6 % improvements in 
compressive and flexural strengths after 28 days. Other 
researchers claimed the improvement rates of 78.6 %, 60.7 %, 
and 38.9 % in tensile, flexural, and compressive strengths, 
respectively, by 0.03 % GO addition [32, 33]. Gang Xu et al. 
reported a 29 % increase in the compressive strength of 
cement pastes after 28-day curing by admixing 0.02 wt % GO 
[26]. Hue peng et al. pointed to a 21.86 % increase in flexural 
strength and overall toughness by admixing 0.03 wt % GO 
with the cement [25]. The addition of 0.05 % GO was 
reported to enhance the compressive strength by 15-33 % and 
flexural strength by 41-58 % [17, 34]. Shang et al. stated that 
the compressive strength with the inclusion of 0.04 % GO to 
the cement paste was enhanced by 15.1 % compared to the 
plain cement paste [35]. The compressive and tensile strengths 
increased by over 40 % with the inclusion of 0.03 % GO by 
weight of cement to OPC (Ordinary Portland Cement) paste 
on Day 28 at the curing age [36]. In the research done by Lee 
et al., cementitious composites replaced with conventional 
cement additives, such as Fly Ash (FA), Silica Fume (SF), 
Nano-Silica (NS), and Ground Granulated Blast-furnace Slag 

(GGBS) and graphene oxide were studied for comparison. 
The cementitious composites replaced with GO had 
compressive strength of 10.6–41.5 % higher than that of the 
plain mixture and also, higher than that obtained with other 
cement additives. In this study, the pore structure analysis 
revealed that the majority of pores had micro pores with 
diameters not exceeding 2.5 nm which improved their strength 
[37]. Kudžma et al. studied the effect of graphene oxide with 
low oxygen content on Portland cement based composites. In 
this study, the amounts of GO investigated were 0.02 %,    
0.04 %, and 0.06 % by weight of cement, while for mortars, 
an extra composition with 0.1 % was also prepared. 
According to the results, the fluidity of cement paste and 
mortar increased and the hydration process was slightly 
retarded with the addition of GO. However, improvements in 
compressive and flexural strength were established in the 
mortars containing GO. The maximum effects (~ 22 % and    
~ 6 %, respectively) were obtained with the addition of 0.06 % 
GO [38]. 
   Hassani et al. used a dose of 0.1 to 2 % GO and observed 
that high bond strength was created due to the nuclearization 
of C-S-H by GO shells. As demonstrated by the results, there 
was an increase in the amount of C-S-H gel which helps 
reduce the permeability of concrete and increase the durability 
of concrete structures [39]. Gong et al. studied the effect of 
GO admixture on cement paste with an optimal dose of GO 
0.03 % by weight of cement and found that due to the 
reduction of the cavity structure, the mechanical strength 
increased by more than 40 % compared to the conventional 
matrix [36]. They observed changes in efficiency, heat of 
hydration, and cavity structures. Analysis of pore structure 
indicated that the total porosity and capillary pores were 
reduced by 13.5 % and 27.7 % and gel pores increased. 
According to the results of this study, more C-S-H products 
are produced, leading to a reduction in capillary pores and an 
increase in gel pores. Wang et al. used 0.02, 0.04, 0.06 and 
0.08 % Graphene oxides. At 0.08 % dosage, the flexural 
strength and compressive strength were at maximum, i.e., 
increased by 27 % and 16.4 %, respectively. They observed 
that at low amounts of graphene oxide, hydration products 
bound to each other and remained in specific locations, and 
when the dose increased, the hydration product would tend to 
form clusters such as structure to prevent the propagation of 
small cracks [40]. Kai Guo et al. investigated the impact of 
GO on chloride penetration resistance of concrete and 
demonstrated that the addition of 0.06 wt % GO nano plates 
was enough to achieve the highest chloride penetration 
resistance [23]. Therefore, previous studies have shown that 
the chances of improving the mechanical properties, 
permeability, and durability of cement when using graphene 
oxide are higher. The required dose of GO is lower than other 
nanomaterials to obtain the same effect [41, 42]. 
   Other nano-sized additives such as Ground Granulated Blast 
furnace Slag-GGBFS are mainly used to reduce free chloride 
by binding it to concrete [43-48]. GGBFS is a by-product of 
iron production in the blast furnaces where slag is water or 
steam quenched and ground to a fine mesh powder [49]. 
Researchers report the beneficial effect of GGBFS on 
compressive strength while adversely affecting the hydration 
rate, thus prolonging the time to attain maximum mechanical 
strength [50-52]. Chen et al. reported the effect of around     
45 wt % GGBFS on reducing the chloride penetration [53]. 
Samad et al. found that GGBS concrete gained much more 
strength than the Portland cement concrete until 56 curing 
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days [54]. Khatib and Hibbert et al. reported a significant 
flexural strength increase with up to 60 wt % GGBFS 
admixture; however, additional increases would adversely 
affect it [55]. Dejian Shen et al. investigated the residual 
tensile stress and the cracking potential of concrete and 
reported improvements to both parameters with up to 50 wt % 
GGBFS addition [56]. The beneficial effect of GGBFS was 
reported upon affecting the pore size, hence curtailing 
permeability [52]. Güneyisi et al. observed that only minute 
amounts typically less than 1000 Coulombs of charged 
chloride ion would be detected during the RCPT test when  
20-50 wt % GGBFS was added to concrete. Others reported a 
29 % reduction in passing electrical charge by adding up to  
50 wt % GGBFS [57]. The diffusion coefficient of chloride in 
concrete also decreased with the addition of GGBFS [58, 59]. 
It has been observed that GGBFS can be effectively used to 
reduce the pore sizes and cumulative pore volume 
considerably, leading to more durable and impermeable 
concrete. According to the studies of Hwang and Lin, GGBFS 
has the potential to replace cement in high percentages 
because of its in-built cementitious property. The continued 
use of slag cement in the construction industry requires a 
consideration of the effect of electrochemically reducing pore 
solution on depassivation of steel reinforcement in cement 
system. Studies revealed that the inhibition of corrosion in 
slag concrete resulting from its low electrical conductivity 
caused a refined pore structure [48]. Nowadays, due to 
different environmental conditions, structures do not work as 
expected. Damage in the form of structural cracks due to 
stresses as well as scaling and shrinkage due to loss of fine 
aggregates and high wear, leakage, etc. lead to failure of 
concrete structures, and the use of ordinary concrete leads to 
premature destruction of structures. Therefore, the use of 
high-strength modified concrete as a building material in 
marine structures can be useful. The advantage of using such 
high performance concretes can reduce the cost of materials 
by reducing the thickness of the structure, increasing the 
mechanical, physical, and corrosion properties or saving the 
required materials. The use of GO in concrete is progressing 
due to its exceptional properties. Interest in GO has increased 
in various fields around the world because GO  is more 
inexpensive than multi-walled CNTs, single-walled CNTs, 
and CNFs (which are 250, 1280, and 218 times more 
expensive than GO per 100 g, respectively) [60]. Therefore, 
GO became the best candidate for this research. This 
investigation was carried out to develop a nano-reinforced 
concrete composite in addition to GONP and GGBFS with 
varying percentages by weight of cement. No study has been 
reported on GO and GGBFS inclusion in concrete composites 
with regard to compressive strength, flexural strength, 
chloride permeation, and the cost analysis to get a clear 
picture whether this investigation is helpful for practical 
application in the construction industry. The present study 
focuses on the use of GONP-GGBFS as a nano-filler to 
develop a concrete for industrial applications in marine 
environment. The present research examines the effect of 
GONP and GGBFS addition on mechanical and permeability 
properties of concrete structures in marine environment. The 
optimized pozzolanic composition is achieved through the 
RSM optimization method to test this approach to designing a 
chlorine-resistant concrete for marine environments. The 
following are the specific objectives and scope of the present 
study: 

- To study properties of concrete with the inclusion of 
GONP and GGBFS, thereby obtaining the mechanical 
performance of nano-modified concrete designed for 
industrial applications in marine environment; 

- To determine the durability performance of nano-
modified GONP-GGBFS based concrete mixes;  

- To study the microstructural behavior of selected GONP-
GGBFS-based concrete mixes through SEM and XRD 
analyses. 

 
2. EXPERIMENTAL 

2.1. Meterials 

Type-II Portland cement with the chemical composition of 
Table 1 and the mechanical properties of the cement mortar in 
Table 2, measured per ASTM C109, was used. The sand and 
gravel gradation per ASTM C136 and ASTM C117 is shown 
in Tables 3 and 4. The GGBFS was procured from local 
sources with Blaine fineness of 3500 cm2g-1. The CaO/SiO2 
ratio was 1.4 based on the semi quantitative XRD (Figure 1) 
and XRF analysis (Table 5) corresponding to ASTM E1621-
13. The water-to-cement ratio (W/C) was kept at 0.4. The   
FE-SEM microstructure images of nanoplatelets are shown in 
Figure 2, according to which the particle length varies from    
2 µm to 15 µm and the average thickness is 7.7 nm. The     
FE-SEM images show the morphology of graphene oxide 
nano-sheets to be wrinkled thin lamellar layers interlinked to 
form a three-dimensional porous structure [21, 61, 62]. 
According to previous studies [22, 63-66], the inter-planar 
distance in the crystalline GO structure could be calculated 
from XRD pattern using Bragg's law: λ = 2dsin (Ɵ), where λ is 
the X-ray beam wavelength (in this case, λ = 1.54 A˚), d the 
distance between adjacent layers, Ɵ the diffraction angle. 
According to XRD analysis in Figures 3 and 4, d = λ/2 sin (Ɵ) 
=1.54 A˚ / 2sin (Ɵ) which would come to 6.8 Ả for the initial 
sharp peak. The elemental analysis and physical properties of 
the GO are shown in Tables 6 and 7. 

 
Table 1. The chemical analysis and hydration times of type-II 

cement according to ASTM C114 and ASTM C191 

Constituent % 
SiO2 21 

Al2O3 4.5 
Fe2O3 4 
CaO 65.6 
MgO 2.3 
NaO 0.25 
KO 0.41 

Alkaline equivalent 0.52 
SO3 1.2 
Cl 0.02 

Insoluble residue 0.2 
3CaO.SiO2 66.9 
2CaO.SiO2 9.8 

3CaO·Al2O3 6.2 
4CaO.Al2O3.Fe2O3 12.2 

Initial hydration time (min) 104 
Final hydration time (min) 225 

 



D. Rezakhani et al. / JREE:  Vol. 9, No. 3, (Summer 2022)   17-31 
 

20 

Table 2. Compressive strength of portland type-II cements mortar 
according to ASTM C109 

Age (days) Compressive strength (N.mm-2) 
3 20.60 
7 23.40 

28 25.86 
90 31.03 

 
 

Table 3. Gradation of sand per ASTM C106 and ASTM C117 

Cumulative percentage of 
remained sand on the sieve (%) 

Sieve 
number 

Square mesh 
size (mm) 

0.0 3.8 9.500 
9.6 4.0 4.750 
35.3 8.0 2.360 
58.0 16.0 1.180 
75.0 30.0 0.600 
84.9 50.0 0.300 
95.1 100.0 0.150 
97.7 200.0 0.075 

Table 4. Gradation of gravel per ASTM C106 and ASTM C117 

Cumulative 

percentage of 

remained pea 

gravel on the 

sieve (%) 

Cumulative 

percentage of 

remained oval 

gravel on the 

sieve (%) 

Sieve 

number 

Square 

mesh size 

(mm) 

0.0 0.0 2 50.00 

0.0 0.0 1.5 37.50 

0.0 0.0 1 25.00 

0.0 5.3 3.4 19.00 

31.3 65.7 1.2 12.50 

62.8 93.6 3.8 9.50 

99.6 99.9 4 4.75 

99.9 99.9 8 2.36 

 
 

 
Figure 1. XRD analysis of GGBFS 

 
Table 5. XRF and XRD chemical analysis results of GGBFS 

Constituent wt % 
Na2O 0.55 
P2O5 0.06 
CaO 43.64 
SrO 0.18 

MgO 6.17 
S 1.25 

TiO2 1.81 
BaO 0.32 

Al2O3 9.16 
Cl 0.02 

MnO 1.96 
L.O.I 1.50 
SiO2 31.10 
K2O 1.11 

Fe2O3 1.17 
TOTAL SUM 100.00  
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Figure 2. FE-SEM image of GO nanolayers with an average 

thickness of about 7.7 nm 

 
Figure 3. XRD analysis of dry GO before dispersion in water 

 
 

 
Figure 4. EDS area elemental analysis of GONP 

 
 

Table 6. Elemental EDS analysis of graphene oxide nanoparticles 

Element C N O S Ca 
% 70.87 0.88 27.81 0.28 0.16 

 
 

Table 7. Physical properties of commercially procured GONP 

Purity 
(%) 

Size 
(µm) 

Platelet 
thickness(nm) 

No. of 
layers 

Original 
packaged form 

> 99 2-16  7.5-8.5  5-8 Black powder 
 
2.2. Mortar mixing and curing procedure 

Concrete mixes with compositions shown in Table 8 
containing 30, 40, and 50 wt % of GGBFS and 0.01, 0.05, and 
0.1 wt % of GONP were prepared. The GO solution for each 
mixing design was prepared according to the following: 

1. For 0.01 wt % GO mix; 0.85 g of GO powder was added 
to 170 g water and 42.5 g polycarboxylate as a super 
plasticizer; 

2. For 0.05 wt % GO mix; the total needed amount of GO 
powder (4.25 g) was divided into two equal parts and 
each was added to 508gr water and 21.25 g 
polycarboxylate, 

3. For 0.1 wt % GO mix; the total amount of GO powder 
(8.5 g) was divided into three equal parts and each was 
added to 691.3 g water and 14.16 g polycarboxylate. 

   The weight percentage of GO was kept at 0.4 % in all 
solutions so as to homogenize them. The total dispersion is 
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achieved through sonication using a 300W and 20 kHz 
frequency transducer for 30 minutes. The graphene oxide 
solution and cement and aggregates mortar were mixed in a 
shear mixer for 3 minutes followed by 30 seconds on a shaker. 
The W/C ratio was kept constant by adding just the difference 
between the total water required and the water used to make 

the GO solution. ASTM C192M-16 standard was followed to 
make samples, which were kept in the molds in laboratory 
conditions for 24 hours and then, cured for 28 and 90 days at 
25 °C and relative humidity of > 95 % in a water bath 
containing Lime. Polycarboxylate was used as a Super 
Plasticizer and 0.5 % by weight of cement in all samples. 

 
Table 8. Quantity of materials used in m3 of concrete samples 

MIX GGBFS 
(wt %) 

GO 
(wt %) 

GGBFS 
(kg/ m3) 

GO 
(kg/m3) 

OPC 
(kg/m3) 

Water 
(kg/m3) 

Fine aggregate 
(kg/m3) 

Coarse aggregate 
(kg/m3) 

SP 
(kg/m3) 

C 0.00 0.00 0.0 0.0000 425 170 1005.5 676.5 0.0425 
G1 0.00 0.01 0.0 0.0425 425 170 1005.5 676.5 0.0425 
G2 0.00 0.05 0.0 0.2125 425 170 1005.5 676.5 0.0425 
G3 0.00 0.10 0.0 0.4250 425 170 1005.5 676.5 0.0425 
S1 30 0.00 127.5 0.0000 297.5 170 1005.5 676.5 0.0425 
S2 40 0.00 170.0 0.0000 255 170 1005.5 676.5 0.0425 
S3 50 0.00 212.5 0.0000 212.5 170 1005.5 676.5 0.0425 

SG1 30 0.01 127.5 0.0425 297.5 170 1005.5 676.5 0.0425 
SG2 30 0.05 127.5 0.2125 297.5 170 1005.5 676.5 0.0425 
SG3 30 0.10 127.5 0.4250 297.5 170 1005.5 676.5 0.0425 
SG4 40 0.01 170.0 0.0425 255 170 1005.5 676.5 0.0425 
SG5 40 0.05 170.0 0.2125 255 170 1005.5 676.5 0.0425 
SG6 40 0.10 170.0 0.4250 255 170 1005.5 676.5 0.0425 
SG7 50 0.01 212.5 0.0425 212.5 170 1005.5 676.5 0.0425 
SG8 50 0.05 212.5 0.2125 212.5 170 1005.5 676.5 0.0425 
SG9 50 0.10 212.5 0.4250 212.5 170 1005.5 676.5 0.0425 
� OPC - Ordinary Portland Cement, GO – Graphene Oxide, GGBFS – Ground Granulated Blast Furnace Slag, SP – (Carboxylate based) Super Plasticizer 

 
3. METHOD 

3.1. Mechanical tests 

ASTM C39M-18 and C78M-18 standard tests were followed 
for examining the compression and flexural strength of 
concrete specimens. 
 
3.2. Resistance to chlorine permeation test (RCPT) 

Chloride permeability resistance was evaluated per ASTM 
C1202 accelerated test on cylindrical samples with 10 cm 
diameter and 5 cm length made specifically for the test. An 
electrical current passed through the concrete sample under a 
constant 60 V DC potential difference for six hours on the one 
side and was measured on the other side. One end was 
immersed in 3 % sodium chloride solution and the other in a 
0.3 M solution of sodium hydroxide [67]. The total coulombs 
of electricity passed, becoming proportional to the electrical 
resistance of the specimen which inversely relates to chloride 
ion penetrating the sample. Therefore, the lower the electric 
current,  the higher the resistance to chloride ingress. 
 
3.3. Electrical resistivity of concrete 

Wenner's four-point line array test is a well-established 
technique for measuring the resistivity of soil and 
semiconducting materials. For determining the resistivity of 
concrete, this test is applied with modifications based on 
AASTHO TP 95-11 standard. In a more common form, four 
equally spaced electrodes are arranged linearly to measure the 
electrical resistivity. The two outer electrodes apply an AC 
current to the concrete surface, while the electrical potential is 
measured between the inner probes. The electrodes in a four-
probe square array are arranged in a square position at 50 to 
100 mm spacing [68, 69]. 

3.4. Response surface optimization and statistical 
analysis 

The selection of the optimal concrete composition in terms of 
the highest electrical resistance and mechanical properties was 
done by Response Surface Method (RSM). The experimental 
data were the required input for the Design-Expert software 
version 7.0.1.0 and a Central Composite Face centered Design 
(CCFD) comprising technique was employed. The variables 
considered in the optimization were the weight percentages of 
graphene oxide and granulated blast furnace slag, whereas the 
response variables were the compressive strength, flexural 
strength, RCPT data, and electrical resistance. The software 
assigns the required number of experiments based on the 
number of variables (Percentages of GGBFS and GO) and 
responses measured (RCPT, Electrical resistance, compressive 
strength, and Flexural strength) which comes to 10 runs 
(Table 9).The experimental data were fitted to a polynomial 
model of quadratic equations and the optimization software 
performed an analysis for determining the best combination of 
maximum mechanical properties and electrical resistivity and 
the lowest RCPT possible. For each response, a function that 
related it to the two variables of weight percentages of 
graphene oxide and ground granulated slag was determined 
(Table 10). Finally, a goal function was determined that gave 
the general desirability of the combined four different 
responses. 
 
4. RESULTS AND DISCUSSION 

4.1. Mechanical properties 

Figures 5 and 6 show the results of mechanical tests for 
samples following 28 and 90 curing days demonstrating the 
marginal enhancement of mechanical properties, mainly in 
G1, G2, S1, SG1, and SG3 mixes. 
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Table 9. The designed experimental runs as fed to the software modified for higher accuracy 

Run No. A (GGBFS) 
(wt %)/100 

B(GO) 
(wt %)/100 

Compressive 
strength (R1) 

Flexural 
strength (R2) 

RCPT (R3) Electrical 
resistivity (R4) 

1 0 0.0000 28.4 2.2 7008.46 14 
2 0.40 0.0000 33 2.4 4352.14 38.1 
3 0.50 0.0000 34.1 2.3 3788.19 49 
4 0.30 0.0005 32.4 2.9 7702.52 36.6 
5 0.30 0.0010 35.1 2.9 4250.64 28.9 
6 0.40 0.0005 33.7 2.6 3766.93 36.3 
7 0.40 0.0010 33.8 2.5 2428.01 36.8 
8 0.50 0.0005 34.4 2.5 3460.95 45.6 
9 0.50 0.0010 33.4 2.6 2058.18 40.8 
10 0 0.0010 32.9 2.8 5862.41 12.4 

 
 

Table 10. The models selected for each response (variables are A: GGBFS wt % and B: GO wt %) 

Response Model Final equations for each response R2 
Compressive 
strength (R1) 

Quadratic R1=+28.22493+16.35659 * A +4444.14506* B -10071.42857 *A* B -9.50178* 
A^2+4.33096E+005 * B^2 

0.9273 

Flexural strength 
(R2) 

Quadratic R2=+2.21221+1.89760 * A +1164.36197* B -785.71429 * A * B -3.52313 
* A^2 5.69751E+005 * B^2 

0.8515 

RCPT (R3) Quadratic R3 =+7096.35542 +528.13747 *A  +3.71687E+006 * B -1.39000E+006* A * B 
-16135.60973 * A^2 - 4.88790E +009 * B^2 

0.8388 

Electrical 
resistivity (R4) 

Quadratic R4= +13.91885 +64.69156* A + 5545.50359 * B -9214.28571 * A * 
B+2.73428* A^2-6.72432E+006* B^2 

0.9755 

 

 
Figure 5. Compressive strength of concrete samples on 28 and 90 days (curing time) 

 
 

 
Figure 6. Flextural strength of concrete samples on 28 and 90 days (curing time) 
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These results show that the addition of 30 wt % GGBFS in 
GO-free concrete samples resulted in 21.8 % and 29.0 % 
increases in compressive strength at curing time 28-days and 
90-days, respectively. Literature reports indicate that 
increasing the GGBFS content delays the curing time of 
concrete to reach maximum strength [56-59, 70, 71]. This is 
because of the slow calcium hydroxide-dependent pozzolanic 
reaction of GGBFS (Eq.1): 

CaOH2CH+SiO2S+H2O=CSH-gel                                                     (1) 

   As the Portland cement gradually hardens by forming 
phases such as allite and billet, calcium hydroxide is released, 
which leaches out and deteriorates concrete. When GGBFS is 
added to the cement mixture, the hydrated calcium silicate is 
formed instead by the direct interaction of calcium hydroxide 
and GGBFS [71]. This is a good adhesive and results in 
improved mechanical properties. 
   Figure 7 shows the effect of GONP and GGBFS 
individually on compressive strength. While additions below 
30 wt % GGBFS to GONP-free concrete have good effect on 
mechanical properties (Figure 7b), any addition above that is 
not beneficial either and may lower the compressive strength. 
For example, a 17.8 % reduction in compressive strength on 
Day 28 (curing time) was observed by increasing GGBFS 
from 30 wt % to 50 wt %. in GONP-free samples. However, 
in this study, some cases even after admixes of up to 40 wt % 
did not exhibit significant reductions in compressive strength 
compared to the 30 wt % case. For instance, following 28 
days curing of 0.01 wt % GONP-40 wt % GGBFS concrete 
mixes (SG4), the compressive strength increased by 

approximately 11 % compared to 0.01 wt % GONP-30 wt % 
GGBFS (SG1); however, for most mixtures containing 
GGBFS and GONP, admixing only 30 wt % GGBFS with 
varying amounts of GONP was enough for achieving high 
levels of compressive strength. This is true for 28- and 90-day 
cured samples (SG3) and 90-day cured (SG1) samples; this 
finding is in good agreement with the published literature [54, 
72]. A reduction by nearly 11.7 % of compressive strength 
after 28 days of curing is reported when 50 wt % GGBFS is 
added [54], although the 0.05 wt % GONP-50 wt % GGBFS 
samples (SG8) cured for 90 days exhibited a 6 % increase in 
the compressive strength as compared to 0.05 wt % GONP- 
30 wt % GGBFS (SG2). In the GONP and GGBFS mixes, the 
effect of GONP addition on mechanical properties exhibited 
an uncertain trend. For example, in 30 wt % GGBFS samples, 
the addition between 0.01 and 0.1 % GONP improved the 28-
day compressive and flexural strength by 20.37 % and 8.33 %, 
respectively; however, the GONP addition to 40 % GGBFS 
samples lowered compressive strength. 
   Overall, based on the reports by other researchers, it can be 
concluded that the discrepancies in the mechanical strength 
observed at shorter curing times do not warrant changing the 
limit for the best weight percentage of GGBFS [54, 73]. 
Therefore, if only mechanical strength is aimed at, a 30 wt % 
GGBFS addition is enough to get the desired increase in 
compressive strength. In the GGBFS-free samples, the 
addition of 0.05 wt % of GONP resulted in 30-40 % 
improvement in compressive strength after 28 and 90 curing 
days; however, this declines when over 0.05 % GONP is used 
(Figure 7a). 

 

 
Figure 7. The effect of (a) GONP and (b)GGBFS individually on compressive strength 

 
 

 
Figure 8. The compressive strength of 40 wt % GGBFS-containing samples with different GO additions 

 
   Figure 8 shows the changes in compressive strength upon 
increasing GONP content in 28- and 90-day cured samples 

(S2), (SG4), (SG5), and (SG6). Overall, higher graphene 
oxide content leads to a delay in gaining strength. An increase 
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in the compressive strength of the GONP-containing concretes 
with curing time was reported and in the present work, the 
highest mechanical strengths were obtained for the G1, G2, 
and SG1 samples following 90 curing days (Table 11). 

 
Table 11. The highest mechanical results for different mixes on 90 

days (curing time) 

 
   GONP’s impact is more pronounced in GGBFS free 
samples [74]. Increases of 15-48 % in compressive strength 
have been reported for 0.05 wt % graphene oxide addition [17, 
33, 36]. Mao Li et al. observed a 16 % decrease in 
compressive strength when 0.05 % GO was added in the 
presence of 25 % GGBFS [75]. In the current study, the 
maximum compressive strength was measured for the 28- and 
90-day cured samples with 0.05 % GO, showing 46 % (35.2 

MPa) and 31 % (37.3 MPa) improvements, respectively. The 
strength-giving property of graphene oxide depends to a large 
extent on the quality of its production, its purity, and its 
proper dispersion in the concrete mix, which has given rise to 
the scatter seen in the results seen in some studies [22]. 
 
4.2. Wenner test and RCPT results 

Free chloride is known for fast diffusion into concrete, but 
GGBFS in concrete may reduce this using the chloride 
binding capacity of concrete [76-79]. Figures 9 and 10 show 
Wenner test and RCPT results for 28- and 90-day cured 
samples, respectively. 
   Figure 9 shows the Wenner test results from SG9 samples 
(0.1 wt % GONP and 50 wt % GGBFS), exhibiting high 
surface electrical resistivity and the least electrical charge 
conduction (1200 to 2058 C), a sign of high resistance to 
chloride ingress. The observation that the addition of GGBFS 
in 28- and 90-day cured samples significantly decreases the 
charge conducted in RCPT tests points to the increased 
resistance against chloride penetration. 

 

 
Figure 9. The Wenner test results of 28- and 90-day cured concrete samples 

 
 

 
Figure 10. The RCPT test results of 28- snd 90-day cured concrete samples 

Sample 
code 

Compressive 
strength (MPa) 

Flexural 
strength (MPa) 

Improvement 
(%) 

G1 37.9 2.8 33.4 
G2 37.3 3.2 31.3 

SG1 37.0 2.5 30.2 
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The ASTM 1202-12 Standard [67] designates such charge 
conduction as low chloride permeability (Table 12). Maochieh 
et al. reported conducted currents following 91 days of curing 
for 40 wt % and 60 wt % GGBFS concretes as 1394 C and 
1883 C, respectively, while other published papers exhibited 
conduction in the region of 1659.6 C [58, 59]. 

 
Table 12. Chloride ion penetrability based on charge passed 

according to ASTM 1202-12 Standard [67] 

The charge passed (C) Chloride ion permeability 
>4000 High 

2000-4000 Moderate 
1000-2000 Low 
100-1000 Very low 

<100 Negligible 
 
   Electrical charge transfer during the RCPT test significantly 
declines in the concrete containing higher GGBFS content, 
confirming the positive role of GGBFS in decreasing the 
chloride permeability and movement by immobilizing the free 
chloride. In our study, the 28-day 30 wt % GGBFS concrete 
passed nearly 5452 C and after 90 days, it conducted 3017 C 
which is desirable in terms of chloride permeability. In the 
current study, the addition of GONP to ordinary concrete 
increased the conductivity and decreased electrical resistance, 
although for G1 (0.01 wt % GONP), a reduction of nearly    
9.3 % in electrical conductivity was observed. The highest 
electrical resistivity was achieved (49 kΩ.cm) for 90-day 
cured samples with 50 % GGBFS. Maochieh reports the 
electrical resistivity of the 90-day cured 60 wt % GGBFS 

concerts as 34.8 kΩ.cm [80]. Overall, GONP in GGBFS free 
concrete did not have a positive effect on chloride 
permeability. According to results from Figures 9 and 10, the 
lowest charge was passed when concretes contained GGBFS 
and GONP. For example, the addition of 0.1 wt % GONP with 
50 wt % GGBFS reduced the passing charge from 1642 C to 
1200 C. A significant reduction in electrical conductivity from 
4012 C to 1200 C was observed for 90-day cured samples 
containing 0.1 wt % GO-50 wt % GGBFS (SG9) compared to 
the control sample. Based on these results, the addition of    
0.1 wt % GO and 50 wt % GGBFS could effectively reduce 
the passing current in the conductivity test and enhance the 
resistance of concrete to chloride penetration. Figure 11 shows 
the effect of GONP and GGBFS individually on Wenner test 
and RCPT. 
   Addition of GONP to conventional concrete increased the 
conductivity and decreased electrical resistance, although for 
G1 (0.01 wt % GONP), a reduction of nearly 9.3 % in 
electrical conductivity was observed. The highest electrical 
resistivity was achieved (49 kΩ.cm) for 90-day cured samples 
with 50 % GGBFS and 0.1 % GONP to be highly effective in 
increasing concrete resistance to chloride penetration. 
   The values of electrical conductivity for admixture were 
obtained by other researchers in the same condition are shown 
in Table 13 [23, 35-48], proving that the chloride ion 
penetrability value for 90-day cured samples containing       
0.1 wt % GO-50 wt % GGBFS (SG9) is low and this mix has 
good resistance to chlorine ion permeability compared to other 
admixtures. 

 

  
(a) (b) 

  
(c) (d) 

Figure 11. The effect of (a,b) GGBFS and (c,d) GONP individually on electrical resistance and electrical conductivity 
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Table 13. The charge passed values for admixtures obtained from 
some other studies and this research 

Mix The charge 
passed (C) 

Reference 

5 wt % Silica Fume  850 [72] 
30 wt % Fly Ash 2000 [81] 
50 wt % Fly Ash 2550 [81] 
30 wt % GGBFS 1750 [81] 
40 wt % GGBFS 1394 [72] 
40 wt % GGBFS 6300 [82] 
50 wt % GGBFS 1340 [81] 
50 wt % GGBFS 1600 [72] 
60 wt % GGBFS 1883 [72] 
60 wt % GGBFS 3000 [82] 

0.03 wt %GO 1630 [83] 
0.06 wt %GO 1530 [83] 
0.09 wt %GO 1560 [83] 

0.1 wt % GO-50 wt % GGBFS 1200 This paper 
 
4.3. Cost analysis 

The cost of casting the mixed designed was analyzed, as 
reported in Tables 14 and 15. The cost of concrete composites 
was evaluated using the commercialized market prices of the 
materials. The economic Index for strength (compressive 
strength/cost per m3) was observed to have the maximum 
value at the mix G1 (with 0.01 % GO inclusion) compared to 
the rest of the mixes and the economic index for electrical 
conductivity (electrical conductivity/cost per m3) shows that 
the mix SG9 is a better mix than the rest in terms of chlorine 
ion permeability and economy. Table 15 shows that the cost 
of materials for making SG9 sample is 24.5 % higher than that 
of conventional concrete; however, considering economic 

index for electrical conductivity, use of this mix is cost-
effective. According to this table, the value of this index for 
SG9 decreased by more than 4 times compared to that for the 
conventional concrete. 

 
Table 14. Cost of materials 

Materials Cost (USD/kg) 
OPC 0.1 
GO 16.32 

GGBFS 0.15 
Water 0.0007 

Fine aggregate 0.02 
Coarse aggregate 0.013 

SP 1.6 
� OPC - Ordinary Portland Cement, GO – Graphene Oxide, GGBFS – 
Ground Granulated Blast Furnace Slag, SP – (Carboxylate based) Super 
Plasticizer 

 
4.4. Optimization results 

The levels of the priority given to the responses were RCPT 
(high), Electrical resistance (high), compressive strength 
(moderate), and Flexural strength (low). By feeding the 
experimental data from the mechanical, RCPT, and the Wener 
tests to the response surface method software, the relation 
between each response and GONP and GGBFS alterations 
was modeled, as shown in Figure 12. Optimization results 
helped predict that 0.08 wt % GO and 50 wt % GGBFS and 
90-day curing led to the most desirable mechanical and 
physical properties with a remarkable improvement in 
chlorine ingress resistance. This was shown to be in good 
agreement with the actual results from real-world 
experiments. The desirability level of this composition based 
on the criteria specified for the software was calculated as 
0.831 (Figure 13). 

 
Table 15. Cost analysis of different mixes per m3 of concrete 

Mix Cost (USD) Properties Economic index 
GGBFS GO OPC Water FA CA SP Total cost CS EC EI1 EI2 

C 0 0 42.5 0.119 20.11 8.794 0.068 71.591 28.4 4012 0.397 56.040 
G1 0 0.694 42.5 0.119 20.11 8.794 0.068 72.285 37.9 3636 0.524 50.300 
G2 0 3.468 42.5 0.119 20.11 8.794 0.068 75.059 37.3 3817 0.497 50.853 
G3 0 6.936 42.5 0.119 20.11 8.794 0.068 78.527 32.9 3984 0.418 50.733 
S1 19.125 0 29.75 0.119 20.11 8.794 0.068 77.966 34.6 3017 0.444 38.696 
S2 25.5 0 25.5 0.119 20.11 8.794 0.068 80.091 33 2131 0.412 26.607 
S3 31.875 0 21.25 0.119 20.11 8.794 0.068 82.216 34.1 1642 0.415 19.971 

SG1 19.125 0.694 29.75 0.119 20.11 8.794 0.068 78.6601 37 2939 0.470 37.363 
SG2 19.125 3.468 29.75 0.119 20.11 8.794 0.068 81.434 32.4 2801 0.398 34.395 
SG3 19.125 6.936 29.75 0.119 20.11 8.794 0.068 84.902 35.1 2644 0.413 31.142 
SG4 25.5 0.694 25.5 0.119 20.11 8.794 0.068 80.785 33.8 2010 0.418 24.881 
SG5 25.5 3.468 25.5 0.119 20.11 8.794 0.068 83.559 33.7 1821 0.403 21.793 
SG6 25.5 6.936 25.5 0.119 20.11 8.794 0.068 87.027 33.8 1537 0.388 17.661 
SG7 31.875 0.694 21.25 0.119 20.11 8.794 0.068 82.910 27 1565 0.325 18.876 
SG8 31.875 3.468 21.25 0.119 20.11 8.794 0.068 85.684 34.4 1571 0.401 18.335 
SG9 31.875 6.936 21.25 0.119 20.11 8.794 0.068 89.152 33.4 1200 0.375 13.460 
� OPC - Ordinary Portland Cement, GO – Graphene Oxide, GGBFS – Ground Granulated Blast Furnace Slag, FA - Fine Aggregate, CA - Coarse 
Aggregate,  SP – (Carboxylate based) Super Plasticizer, CS – Compressive Strength, EC – Electrical Conductivity, EI1- The economic Index for 
Strength, EI2 - The economic Index for electrical conductivity 
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Figure 12. The effect of GO and GGBFS variation on (a) compressive strength, (b) flexural strength, (c) RCPT results, and (d) surface electrical 

resistivity 
 
 

 
Figure 13. Desirability contour of different compositions and the selected final mixture 

 
5. CONCLUSIONS 

- The addition of slag up to 30 % by weight was effective in 
improving the compressive and flexural strength of 
graphene oxide-free specimens; however, addition of more 
than 30 % by weight could even reduce the compressive 
and flexural strength of concrete specimens. Therefore, the 
addition of 30 wt % GGBFS to concrete after 90 days 

resulted in the highest mechanical properties; however, to 
improve the resistance against chloride penetration, this 
should be increased to 50 wt %, thus forfeiting some 
mechanical strength. 

- Prolonging the curing duration in concrete samples with 
GONP and GGBFS is essential to achieving higher levels 
of mechanical properties. 
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- GGBFS had a more pronounced role than GONP in 
developing the concrete resistance against chloride 
penetration. 

- In the GGBFS-free samples, addition of 0.05 wt % of 
GONP yielded the improvement of compressive and 
flexural strength after 28 and 90 curing days; however, this 
strength declined when using over 0.05 % GONP. 

- In the GGBFS-free samples, addition of 0.01 wt % of 
GONP was enough to achieve the highest chloride 
penetration resistance. 

- Combined GONP and GGBFS additions enhanced the 
resistance to chloride permeation.  

- The addition of 0.1 % graphene oxide and 50 % granular 
slag increased the compressive strength of concrete sample 
by 19.9% during 28 days and 17.6% during 90 days 
compared to the conventional concrete sample. 

- Concrete with a combination of 0.1 % graphene oxide and 
50 % granular slag caused an increase in flexural strength 
by 15 % during 28 days of curing and by 13.6 % during 90 
days of curing. 

- A high reduction in electrical conductivity from 4012 C to 
1200 C was observed for 90-day cured samples containing 
0.1 wt % GO and 50 wt % GGBFS compared to the 
conventional sample. 

- In the GONP-free samples, the addition of 50 wt % 
GGBFS exhibited the highest surface electrical resistivity 
and the least electrical charge conduction, which is a sign 
of high resistance to chloride ingress. 

- Based on experimental data, 0.1 wt % GONP and 50 wt % 
GGBFS admixtures in concrete were of optimal mixing in 
terms of chlorine ion penetration and corrosion resistance. 

- From the cost analysis and the economic index calculated, 
the economic Index for Strength (compressive 
strength/cost per m3) was observed to have maximum 
value at mix G1 (with 0.01 % GO inclusion) compared to 
the rest of the mixes and the economic Index for electrical 
conductivity (electrical conductivity/cost per m3) showed 
that mix SG9 was the optimum mix. 

   Based on experimental data and optimization as well as 
statistical analysis, a concrete mix containing 0.08 wt % 
GONP and 50 wt % GGBFS combined high mechanical 
properties and excellent resistance against chloride ions 
permeation. 
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A B S T R A C T  
 

Today, the presence of energy storage systems along with the alternative nature of renewable energy sources 
has become undeniable and one of these types of systems is battery energy storage systems. The most 
important factor in studying the stability of DC microgrids (DCMGs) is the stabilization of the DC bus voltage 
when an error occurs on its reference value. Therefore, batteries along with power electronic converters play 
an important role in maintaining DCMG stability. In this paper, the use of Cascaded Buck-Boost Converter 
(CBBC) can be considered as a suitable alternative to bidirectional buck-boost converter due to such 
advantages as high power density, 98 % efficiency, and higher operating temperature in battery. The control 
strategy is applied in the microgrid implemented in the converter system set with storage, and Virtual DC 
Machine (VDCM) is based on charging and discharging battery through CBBC. In the studied control method, 
the theoretical properties of the DC machine, which is responsible for amplifying the virtual inertia in the 
system, are directed to the CBBC for correct switching. VDCM can be changed from motoring to generating 
mode or vice versa, regardless of mechanical machinery. Therefore, the proposed control system is simulated 
in an islanded DCMG in Matlab/Simulink and the stability of the studied system is analyzed according to the 
small-signal model of the proposed control and converter units. According to the simulation results and small-
signal model analysis, the stability of the proposed idea under different scenarios is confirmed. 
 

https://doi.org/10.30501/jree.2021.298032.1233 

1. INTRODUCTION1 

The development of industry in the 21st century compared to 
the 18th century has caused many gaps in electricity 
consumption to the extent that this has led to global energy 
supply problems. Given the declining trend in fossil fuel 
resources, now is the time to take fundamental steps to 
address this major challenge. Also, due to the difficult 
conditions for the transportation of conventional energy 
resources to remote areas that do not have access to the route 
of large power plants and their electricity must be provided 
autonomously [1]; today, the share of power generation for 
these areas is associated with the high penetration of 
Renewable Energy Sources (RESs) [2]. However, on the other 
hand, all RESs have unique performance characteristics and to 
integrate them simultaneously, it is necessary to create a 
suitable method for the optimal use of these resources in the 
system. For example, one of these features is the random and 
alternating nature of renewable energy output, which will 
have a significant impact on system power quality, voltage, 
and frequency. Therefore, to solve this problem, energy 
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CheshmehBeigi) 
  URL: https://www.jree.ir/article_150510.html 

storage technology was provided in the system [3]. In fact, 
energy storage points to a significant improvement in the 
efficiency, stability, and resilience of the power grid [4]. On 
the other hand, due to the remoteness of some areas from the 
utility grid and the location of sources that have units with DC 
output including photovoltaic (PV) systems, Fuel Cell (FC), 
Energy Storage System (ESS), and DC loads, and this has led 
to the wider applicability of DC microgrids (DCMGs) [5]. The 
most important factor studied to analyze the stability of 
DCMGs is to adjust the DC bus voltage to its reference value. 
Factors that cause instability when faults occur in DCMGs are 
fluctuations in the output power of RESs and frequent 
switching of AC or DC loads with different power 
consumption. Therefore, to improve the quality of DCMG 
performance, the implementation of virtual inertia control 
technique through battery energy storage system and Power 
Electronic Converters (PECs) has been proposed. Virtual 
inertia mimicry that results from simulation of the mechanical 
inertia properties of a rotating machine, i.e., synchronous 
generators (SGs) in the power grid, is essential to describing 
the dynamic behavior and stability of the grid [6]. The first 
concept is the proposed control technique of virtual 
synchronous generators [7, 8]. In [9], virtual inertia was 
developed according to the dynamic behavior of the battery 
based on the second-order SG model with the MUltiple signal 
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classification (MUSIC) algorithm technique. To mimic virtual 
inertia in low-voltage islanded DCMGs, the coordinated 
control based on bus signaling was investigated in [10]. The 
authors in [11] proposed adaptive virtual inertia control based 
on the variable droop coefficient. In this method, by changing 
the DC bus voltage, the droop characteristic actually changes, 
that is, the voltage change rate is defined as a variable of the 
droop coefficient function. Continuous virtual inertia with 
predictive control, improved active damping compensation, 
and the use of additional ESSs in [12-14] were studied to 
maintain DC bus voltage stability and reduce the effect of 
constant power load. Negative damping of the DC converter 
immediately creates a positive feedback that causes instability 
in the DC link voltage; thus, a virtual inertia technique is 
proposed by forming a negative feedback loop to improve the 
damping performance and stability of the DC voltage in [15]. 
In order to create DCMG stability, damping amplification was 
proposed by implementing the frequency-dependent virtual 
impedance method when using RESs in [16]. In [17-19], the 
transient response process of the power system was enhanced 
with the help of virtual inertia control and virtual capacitor, 
but the stability analysis of controlling the increase in 
damping of DC link voltage fluctuations and inertia was 
omitted. In [20], the aim was to implement an inertia and 
damping control strategy based on charging and discharging 
capacitors using ESS. This technique was used to control the 
output parameters of DCMG converters. Other implemented 
virtual inertia simulation methods included droop + low pass 
filter control and power management technique based on 
charging and discharging the battery energy storage system 
based on DCMG power flow in [21, 22]. Despite the 
implementation of all the introduced control techniques, the 
introduction of a Virtual DC Machine (VDCM) scheme for 
virtual inertia simulation has recently been welcomed [23] and 
the aim of this paper is to improve the VDCM design using 
accurate real DC machine equations. Using the mechanical 
equations governing the rotor of a real DC machine, the 
inertia properties can be applied to a bidirectional DC-DC 
converter. In order to maintain stability and control DC bus 
voltage disturbances, the connection between the ESS 
converter and the bus is designed to be flexible. On the other 
hand, choosing the Cascaded Buck-Boost Converter (CBBC) 
can be very effective in the performance of the VDCM unit. 
The proposed converter is considered due to the ability to 
reverse the working direction and transfer enough power when 
needed for different modes of operation [24, 25]. The 
objectives of the article are: 

• The problem of inertia deficiency can be solved with the 
presence of battery by presenting virtual inertia 
emulation based on real DC machine equations and 
CBBC; 

• Flexible exchange of VDCM power flow on initial 
transient response and fault moments in DCMG; 

• Optimal battery performance using correct CBBC 
switching for charging and discharging mode; 

• Reducing DC bus voltage drop significantly compared to 
conventional scheme; 

• Checking the performance of the CBBC as an interface 
between battery and DCMG; 

• Evaluation of system stability using the small-signal 
model of the proposed VDCM control scheme and 
CBBC; 

• Simulation of the proposed scheme in an islanded 
DCMG (see Figure 1(a)) under different scenarios and 
comparison with the typical scheme; 

   This article is organized as follows: The structure of an 
islanded DCMG is introduced in Section 2. The concept of 
virtual inertia, VDCM modeling, and control strategy are 
presented in Section 3. Section 4 examines the VDCM 
stability analysis with small-signal modeling. Finally, the 
validation of the simulation results and the final conclusion 
are presented in Sections 5 and 6, respectively. 
 
2. PROPOSED STRUCTURE OF THE STUDIED DCMG 

The structure of the DCMG studied including Wind Turbine 
(WT), PV module, FC stack, battery, and local AC and DC 
loads is shown in Figure 1(a), 1(b). Each unit is connected to 
the DC bus in parallel via PECs. However, it is difficult to 
maintain the bus voltage due to the different nature of the 
mentioned units under momentary changes in sources and 
loads. DCMG can be described in three parts: 1) RESs 
production unit: WT based on the Permanent Magnet 
Synchronous Generator (PMSG) and the PV that are 
connected to the bus via a DC-DC boost converter. However, 
to rectify the output current of the WT, the Gritz 3-phase 
diode bridge is used before the boost converter; 2) Backup 
unit: The FC connected to the boost converter and the lead-
acid battery connected to the bidirectional CBBC are used to 
ensure power balance and continuity in microgrid stability; 3) 
Load unit: The AC and DC loads are connected to the DCMG 
via a Voltage Source Inverter (VSI) and buck converter, 
respectively. Since the main focus of this paper is on the 
concept of inertia amplification via VDCM in DCMG, the 
modeling and design of other component controllers in this 
paper has been omitted. 
 
3. DETAILED DESCRIPTION OF THE PROPOSED 
CONTROLLER STRUCTURE 

3.1. Principle of virtual inertia 

SGs are usually power generators in conventional power 
grids. SGs are rotary machines that, due to their high inertia, 
prevent changes in grid frequency when a sudden error occurs. 
The concept of inertia means the inherent resistance to 
changing the angular velocity of a rotating object. On the 
other hand, although power generation with the help of RESs 
has significant advantages today, the use of this type of 
generators causes problems such as reducing inertia in the 
grid. Now, in order to improve the performance of the grid or 
microgrid, the virtual inertia emulation technique can be used 
in the system. The use of PECs along with the implementation 
of its proper control technique to perform the correct 
switching operation is one of the new methods that has 
recently been considered to emulate virtual inertia in the 
system, whose coordination between this processes proves the 
stability of the grid. 
 
3.2. VDCM modeling 

The battery with a single-phase converter connected to it and 
the implemented control system form the VDCM set, which 
will first introduce the CBBC converter in Figure 2(a). The 
use of 4 active switches in this converter caused the power 
transfer between two DC sources in two different directions. 
According to the figure, the proposed converter has 4 
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operating modes: charge, transfer, discharge, and idle. Under 
these conditions, the DC bus voltage can be adjusted to its 
reference value by the appropriate delivery d to the active 
switches. Therefore, using this converter to change the 
performance of the virtual machine in different operating 
modes of motoring, generating, and standby in the field of 

storage is a good option that motors operation to support the 
required power load using the battery power supply, the 
generating operation is to store additional DCMG power in 
the battery and standby operation occurs when there is a 
power balance between supply and demand in microgrid. 

 

 
(a) 

 

 
(b) 

Figure 1. (a) Structure of the islanded DCMG; (b) Typical scheme of the DCMG controller 
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(b) 

Figure 2. (a) Operating modes of the proposed converter (CBBC), (b) Controller of the virtual inertia part 
 
3.3. Control strategy 

One of the important purposes of inserting an output capacitor 
in a VDCM system is to improve the DC bus voltage transient 
in the event of a DCMG fault. By storing electrical energy 
(equivalent to inertia) in the output capacitor, active power 
support is provided to the system. In this way, Relations 1 and 
2 can be considered equivalent to each other: 

Wr = 1
2

Jvωrv
2                                                                                      (1) 

 
We = 1

2
Cdcvdc2                                                                                    (2) 

   According to Figure 2(b) the implemented control strategy 
based on a separately excited DC machine, which is in fact the 
control of bus voltage, is equivalent to controlling the speed of 
DC machine [26]. The virtual inertia control unit consists of 3 
main blocks, i.e., DC bus voltage controllers, VDCM, current 
regulation and PWM modulation. In the bus voltage control 

unit, first, using the PI controller, based on the amount of 
difference between the bus voltage reference and its measured 
value at any moment, Tmv is obtained. This value is then 
entered into the VDCM controller unit and based on 
Equations 3-5, Iav is determined. In the next block, the 
purpose is to determine the appropriate d for the correct 
switching CBBC for the PWM block. In this section, Iav is 
multiplied by the conversion constant  Vbus

∗

Vbat
∗  to get the I bat∗ . The 

value obtained is compared with the measured value. Finally, 
upon entering the PI controller, the converter is required in the 
operating mode. 

Temv − Tmv = Jv
dωrv

dt
+ Dvωrv                                                        (3) 

 

Pemv = Eav Iav, Temv = Pemv

ωrv
→ Pemv = Temv ωrv                           (4) 

 
Vbus − Eav = Rav Iav                                                                        (5) 

 
Table 1. DCMG system parameters 

VDCM system parameters Other parameters 
Parameter Value Parameter Value Parameter Value Parameter Value 

Vbat∗  96 V φvKav 9.45015 Vbus∗  400 V PDCMG∗  18 KW 
PVDCM∗  4 KW Ci_cbb 1 mF Switches type IGBT/Diode PPMSG∗  5 KW 

Rav 1 Ω Co_cbb 2 mF KVC
P  50 PPV∗  5 KW 

Jv 0.001 Lcbb 50 µH KVC
I  1.5 PFC∗  4 KW 

Dv 0.5 SoC 80 % KCC
P  65 PAC load

∗  7 KW 
Lv 0.5 mH fs 5 KHz KCC

I  8 PDC load
∗  4 KW 

 
 

 
(a) 

 
(b) 

Figure 3. Small-signal model of the VDCM: (a) Small-signal model of the CBBC, (b) Block diagram model of the control VDCM system 
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4. STABILITY ANALYSIS OF THE VDCM SYSTEM 

To evaluate the stability of VDCM implemented in DCMG in 
small disturbances, first, the CBBC small-signal model in 
Figures 3(a), 3(b) and the control system applied to it by 
system linearization are analyzed [27] . 
   In this section, Equations 6 and 7 are first obtained using 
Figure 3(a) and relations KVL and KCL applied to the CBBC. 
(1−Co_cbb)
Co_cbb

[Ib̅us + ıb̂us(t)] − 1
sCo_cbbLcbb2

[V�bat + v�bat(t)] +

2d�

sCo_cbbLcbb2
V�bat + 2D

sCo_cbbLcbb2
v�bat(t) − 1+�sCo_cbbLcbb�

2

sCo_cbbLcbb2
[V�bus +

v�bus(t)] = 0                                                                                      (6) 
 

− 1
Lcbb

[V�bat + v�bat(t)] + 1+�sCo_cbbLcbb�
2

sCo_cbb
2Lcbb

[Ib̅at + ıb̂at(t)] + 2d�

Lcbb
V�bat +

2D
Lcbb

v�bat(t) − (1−Co_cbb)
sCo_cbb

2Lcbb
[Ib̅us + ıb̂us(t)] = 0                                 (7) 

   According to Figure 2(b) in the small-signal model, 
Relationships 8-12 are calculated: 

∆V �KVC
P + KVC

I

s
� = Tmv                                                                     (8) 

 
Tmv − Temv = ∆Tv                                                                            (9) 
 
(∆Tv − Dvωrv) 1

sJv
= ωrv                                                               (10) 

 
ωrvφvKav = Eav                                                                             (11) 
 
Eav �

sJvRav+DvRav+(φvKav)2

φvKavRav
� = ∆V �sKVC

P +KVC
I

s
�                               (12) 

and…: 

Gvv(s) = v�bus
v�bat

= 2D−1
1+(sCo_cbbLcbb)2

                                                      (13) 
 
Gvd(s) = v�bus

d�
= 2V�bat

1+(sCo_cbbLcbb)2
                                                      (14) 

 
Z(s) = v�bus

ı̂bus
= s(1−Co_cbb)Lcbb2

1+(sCo_cbbLcbb)2
                                                         (15) 

 
Giv(s) = ı̂bat

v�bat
= − sCo_cbb

2(2D−1)
1+(sCo_cbbLcbb)2

                                                   (16) 
 
Gii(s) = ı̂bat

ı̂bus
= (1−Co_cbb)

1+(sCo_cbbLcbb)2
                                                        (17) 

 

Gid(s) = ı̂bat
d�

= − 2sCo_cbb
2V�bat

1+(sCo_cbbLcbb)2
                                                    (18) 

 
Gc1(s) = Eav

∆V
= φvKavRav(sKVC

P +KVC
I )

s2JvRav+sDvRav+s(φvKav)2
                                        (19) 

 
Gc2(s) = Ibat

∗

Eav−Vbus
= Vbus

∗

RavVbat
∗                                                             (20) 

 
Gc3(s) = d

∆Ibat
= sKCC

P +KCC
I

s
                                                               (21) 

   Therefore, Gm(s) = 1 and using Equations 13-21, we reach 
Equation 22: 

Gvo(s) = Gc1(s)Gc2(s)Gc3(s)Gm(s)Gvd(s)
1+Gc3(s)Gid(s)+Gc2(s)Gc3(s)Gm(s)Gvd(s)                                (22) 

   It should be noted that the stability of other DCMG 
components at the outset has been demonstrated in previous 
papers; thus, this paper applies the stability analysis to the 
proposed VDCM unit and the analysis of the other units is 
omitted. In the following, according to the explanations given, 
it is clear that by emulation of virtual inertia through the 
proposed strategy, the VDCM unit is stable and, along with 
other components, leads to DCMG stability. Bode, Open Loop 
Step Response, and Root Locus diagrams are shown 
seperately in Figure 4(a)-4(c), respectively. According to the 
obtained figures, the effect of Jv and Dv control parameters on 
VDCM performance can be observed. The value of Jv =
0.001 is assumed according to the Bode diagram (Figure 
4(a)), but selecting other values for Jv can mimic the high 
inertia in the system, which causes the DC bus voltage to 
return to its reference value over a longer period of time when 
power imbalance occurs in the DCMG. Also, by selecting 
Dv = 0.5 according to the response to the unit step input 
(Figure 4(b)), the appropriate response of this parameter to 
disturbances in the system can be seen because considering 
higher values for this parameter, the system performance is 
very slow. Also, the system poles are located to the left of the 
imaginary axis according to the Root Locus diagram (Figure 
4(c)). Thus, we conclude that the proposed VDCM can be 
used as a suitable option to support DCMG in the event of an 
error. 
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(b) 

 

 
(c) 

Figure 4. Stability analysis diagrams of the control system: (a) Bode diagram, (b) Open Loop Step Response diagram, (c) Root Locus diagram 
 
5. SIMULATION RESULTS UNDER DIFFERENT 
SCENARIOS 

Validation and confirmation of the studied DCMG (as shown 
in Figure 1) has been analyzed according to the proposed 
control strategy under four scenarios in different operating 
conditions in Matlab/Simulink environment: 
 
5.1. Virtual inertia control analysis in a system under 
random load fluctuation 

Scenario 1: Evaluate the performance of VDCM in 
three operating modes: generating, standby and 
motoring 

Figure 5(a) shows the amount of power of the microgrid 
components, i.e., generating units, VDCM, and energy 
consumed by the load. In this scenario, the output power of 
WT, PV, and FC is constant. However, the load increases by 
amount of 3 KW at 0.6 s and 1.2 s per step such that at the 
moments between 1.2 s to 1.8 s, microgrid in the amount of 17 
KW provides power consumption and at 1.8 s and 2.4 s, as the 
load added in each step decreases and the load returns to its 
nominal value. Therefore, the output power of the battery at 
each stage is proportional to the power required by the 
microgrid. The proposed control system prevents battery 
overcurrent at load change moments compared to a 
conventional VDCM such that in the following, in the load 
increase and decrease scenario, different parameters of 
VDCM and DC bus in different functions are discussed, as 
shown in Figures 5(b), 5(c), and 5(d). 

As the load increases, the VDCM performance is shown in 
Figure 5 from the beginning of the simulation time to 1.8 s. 
According to Figures 5(a)-5(d), by simulating virtual inertia, it 
is possible to see the improvement of microgrid performance 
in simultaneous supply of AC and DC loads. Figure 5(a)-5(d) 
shows the set of microgrid power and VDCM in microgrid 
power supply, battery output current, DC link side current, 
and DC bus voltage, respectively. According to Figures 5(b) 
and 5(c), which show changes in battery output current and 
DC link current, VDCM initially generates a mode at 0.6 s in 
the standby mode and changes to the motoring mode at 1.2 s. 
As explained in the previous sections, VDCM operation is like 
a real DC machine. In this way, when the first load is added, 
i.e., at a moment of 0.6 s, the output currents of the battery 
and the DC link quickly change from the generating mode to 
the standby mode. Therefore, according to Figure 5(d), virtual 
inertia simulation using the proposed scheme compared to 
VDCM control based on the bidirectional buck-boost 
converter, the DC bus voltage waveform is placed with much 
less fluctuation on its reference value. At 1.2 s, when the 
output current of the battery as well as the current of the DC 
link change due to the increase in load, the VDCM switches 
from the standby mode to the motoring mode, which again 
leads to a slight drop in the DC bus voltage. As shown in 
Figures 5(b) and 5(c), VDCM provides the required microgrid 
power. 
   According to the figure, the microgrid is located at load 
reduction moments 1.8 s and 2.4 s at which according to the 
figures, the three motoring, standby, and generating operations 
occur at the moments before 1.8 s and 2.4 s, respectively. At 
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1.8 s and 2.4 s, the load is reduced by 3 KW at each stage. The 
DC bus voltage increases rapidly and by simulating virtual 
inertia, the bus overvoltage is reduced. Meanwhile, the output 
currents of the battery and the DC link are also negative due to 

the change in load and VDCM is switched from the motoring 
mode to standby and, then, to the generating mode. As a 
result, VDCM performance is significantly improved. 

 

 
(a) Power waveforms of the DCMG components 

 

 
(b) Battery current waveform 

 

 
(c) DC link current waveform 

 

 
(d) DC bus voltage waveform 

Figure 5. The simulation results of the DCMG components power output under constant sources and variable load conditions with 3 KW power in 
each step, according to the proposed VDCM performance and comparison with the conventional scheme 
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Scenario 2: Investigation of VDCM performance under 
load fluctuation changes with increase in 10, 20, and 
30 % of rated load 

In Scenario 1 in the previous section, the performance of 
VDCM in different operating modes was examined. Based on 
the results obtained from the simulation, it is determined that 
the proposed method has significantly improved the DC bus 
voltage compared to the conventional VDCM scheme. In 
addition to improving the bus voltage drop, DCMG's initial 
transient mode is also completely enhanced. Now, in this 
section, the tested scenario is related to the entry of random 
load fluctuations at the moments of 0.4 s, 0.8 s, and 1.2 s. 
According to Figure 6(a), the load at 0.4 s at 10 % of the 
nominal load (11 KW + 1.1 KW), 0.8 s at 20 % of the rated 

load (11 KW + 2.2 KW), and 1.2 s at 30 % of the nominal 
load (11 KW + 3.3 KW) has been added. Therefore, the 
microgrid provides a load of 17.6 KW at its maximum 
capacity at 1.2 s to 1.6 s. In this scenario, VDCM is in two 
modes of generating and motoring operation. According to 
Figure 6(b), depending on the needs of the microgrid, the 
battery is charged at some point (battery output current: 
negative) and at other times in the discharge mode (battery 
output current: positive). Also, changes in DC link current can 
be seen in Figure 6(c). It can be said that the DC link current 
is in different operating modes (negative or positive) due to 
the entry and exit random loads to DCMG. On the other hand, 
the improvement of DC bus voltage changes can also be seen 
in Figure 6(d). 

 

 
(a) Power waveforms of the DCMG components 

 

 
(b) Battery current waveform 

 

 
(c) DC link current waveform 
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(d) DC bus voltage waveform 

Figure 6. The simulation results of the DCMG components power output under constant sources and load fluctuation conditions by increasing 10, 
20, and 30 % of nominal load in each step according to the proposed VDCM performance and comparison with the conventional scheme 
 
5.2. Virtual inertia control analysis in a system under 
the sudden change in generated power and random 
load fluctuation 

Scenario 1: Investigation of VDCM performance under 
PV rated power changes with random load 
fluctuations 

In this scenario, in addition to the changes in random load 
fluctuations at 0.4 s, 0.8 s, and 1.2 s, the output power of the 
PV array according to Figure 7(a) is also equal to 20 % in 

each step at 0.5 s to 1 s and 2.2 s to 2.7 s decreases. In other 
words, the power of the microgrid PV array decreases by 1 
KW at each time interval and returns to its initial state. 
Charging and discharging the battery energy storage system 
can be seen in Figure 7(b) in the conventional scheme 
compared to the proposed technique. In Figure 7(c), the DC 
link current changes according to load fluctuations and PV 
output power. The proposed scheme supports the waves and 
overvoltages generated as well as transient states and keeps 
the bus steady for as fewer changes as possible (Figure 7(d)). 

 

 
(a) Power waveforms of the DCMG components 

 

 
(b) Battery current waveform 
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(c) DC link current waveform 

 

 
(d) DC bus voltage waveform 

Figure 7. The simulation results of the DCMG components power output under 20 % PV source changes in two stages and load fluctuations 
conditions with increasing 10, 20, and 30 % nominal load in each stage according to the proposed VDCM performance and comparison with the 

conventional scheme 
 
Scenario 2: Investigation of VDCM performance under 
rated power changes of PV and PMSG with random 
load fluctuations 

In this scenario, as in the previous scenario, in addition to the 
changes in random load fluctuations at moments 0.4 s, 0.8 s, 
and 1.2 s, the output power of the PV arrays and PMSG 
according to Figure 8(a) as much as 20 % in each step at 
moments 0.6 s to 1 s and 2.2 s to 2.6 s decreases. In other 
words, the power of the PV array of the microgrid is reduced 
by 1 KW in the period of 0.6 s to 1 s and returns to its initial 

state, and the output power of PMSG decreases by 1 KW in 
the period of 2.2 s to 2.6 s and returns to the initial state. The 
transient states of DC bus voltage fluctuations in the 
conventional VDCM scheme are quite obvious during the 
changes made in Figure 8(d). However, the proposed scheme 
supports the waves and overvoltages generated as well as 
transient states and keeps the bus steady in as little change as 
possible, and as in Figures 8(b) and 8(c) which represent 
current waveforms, VDCM proposed is providing the required 
DCMG power. 

 

 
(a) Power waveforms of the DCMG components 

0 0.5 1 1.5 2 2.5 3
Time(S)

-10

-5

0

5

10

Cu
rr

en
t(A

)

Converter side current of the DC link

Proposed VDCM (CBBC)

Conventional VDCM

0 0.5 1 1.5 2 2.5 3
Time(S)

385

390

395

400

405

410

Vo
lta

ge
(V

)

DC bus voltage

Conventional VDCM

Proposed VDCM (CBBC)

0 0.5 1 1.5 2 2.5 3
Time(s)

-5000

0

5000

10000

15000

20000

Po
w

er
(W

)

Power generations and supply to the load

Conventional VDCM power
Proposed VDCM power
FC power
PV power
PMSG power
FC+PV+PMSG power
Load power

Conventional VDCM

Proposed VDCM (CBBC)



Sh. Bagheri and H. Moradi CheshmehBeigi / JREE:  Vol. 9, No. 3, (Summer 2022)   32-44 
 

42 

 
(b) Battery current waveform 

 

 
(c) DC link current waveform 

 

 
(d) DC bus voltage waveform 

Figure 8. The simulation results of the DCMG components under changes of 20 % PV source, 20 % PMSG source, and load fluctuations 
conditions with increasing 10, 20, and 30 % nominal load in each step according to the proposed VDCM performance and comparison with the 

conventional scheme 
 
In this section, according to the simulation results obtained 
during 4 different test scenarios, as can be seen, the 
performance of the VDCM unit in DCMG is similar in all 
scenarios. That is, when the consumer unit demand exceeds 
the output capacity of RESs and FC units, the VDCM unit 
provides the power required by the consumer and its output 
specifications are in the motoring mode (discharging). On the 
other hand, when the consumer demand is less than the 
production capacity of the microgrid, the output specifications 
of the VDCM unit are in generating mode (charging) and the 
extra microgrid power is stored in this unit. Therefore, in the 
proposed scheme, in order to meet the needs of the consumer 

during changes, the DC bus voltage is kept constant at its 
reference value. 
 
6. CONCLUSIONS 

Power fluctuations and DC bus voltage drops in DCMGs have 
become undeniable due to the presence of RESs. Therefore, 
the trend to use RESs at high power levels along with the 
implementation of DCMGs was also welcomed. In order to 
solve this problem, in this paper, a control strategy called 
VDCM was designed through a proposed converter that 
enhanced the inertia of the microgrid. DCMG simulations 
were performed under different scenarios. According to the 
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simulation results, the virtual inertia control technique 
implemented on CBBC improved the voltage stability of the 
400 V bus and suppressed fluctuations during sudden changes 
in sources and load consumption. The effects of Jv and Dv 
were also investigated using the small-signal model CBBC 
and control system. Therefore, the VDCM controller for the 
desired converter had a suitable dynamic characteristic. 
Finally, it can be said that with a suitable VDCM switch 
between different motoring and generatering modes, the 
performance of the microgrid has a significant advantage. 
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NOMENCLATURE 

d Duty cycle (s) 
Wr Kinetic energy stored in the VDCM (j) 
We Electrical energy stored in the output capacitor (j) 
ωrv Virtual rotor speed (rad/s) 
Jv Virtual inertia (kg.m2) 
Dv Virtual damping 
Rav Virtual armature resistance (Ω) 
Lv Virtual inductance (H) 
Temv Virtual electromagnetic torque (N.m) 
Tmv Virtual mechanical torque (N.m) 
Pemv Virtual electromagnetic power (W) 
Eav Inductive armature voltage (V) 
Vbat∗  Battery voltage reference (V) 
Vbus∗  DC bus voltage reference (V) 
I bat∗  Battery current reference (A) 
Iav Virtual armature current (A) 
Cdc Output capacitor DC link (F) 
PDCMG∗  DC microgrid power reference (W) 
PVDCM∗  Virtual DC machine power reference (W) 
PPMSG∗  Wind turbine power reference (W) 
Pemv Virtual electromagnetic power (W) 
Eav Inductive armature voltage (V) 
Vbat∗  Battery voltage reference (V) 
Vbus∗  DC bus voltage reference (V) 
I bat∗  Battery current reference (I) 
Iav Virtual armature current (A) 
Cdc Output capacitor DC link (F) 
PDCMG∗  DC microgrid power reference (W) 
PVDCM∗  Virtual DC machine power reference (W) 
PPMSG∗  Wind turbine power reference (W) 
Pemv Virtual electromagnetic power (W) 
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A B S T R A C T  
 

The crisis of contamination that leads to the accumulation of dust particles on insulation equipment and 
electrical insulators has disrupted the electricity grid. Electric discharge on infected insulators in wet 
conditions is a serious threat to the reliability of the grid, which can lead to grid failure and blackout. In this 
regard, the importance of hydrophobic and dustproof coatings in the electricity industry has increased in recent 
years. In this paper, silica nanoparticles in the silicon rubber matrix were used to coat ceramic insulators to 
decrease the environmental impact of dust and moisture on the insulator’s coatings. One of the essential 
properties of these coatings is their hydrophobicity to prevent possible problems in power transmission. With 
this regard, nanocomposites were applied to 70 kN insulators and the tests were designed according to the 
available standards. The performance of these nanocoatings was evaluated by the implementation of electrical, 
salt fog, and hydrophobicity tests. Finally, the nanocomposite sample containing 3 wt % silica was recognized 
as the best one. 
 

https://doi.org/10.30501/jree.2022.299858.1244 

1. INTRODUCTION1 

The pollution issue is one of the most significant problems in 
the transmission and distribution of electrical lines. Electric 
discharge on infected insulators in wet conditions is a serious 
threat to the reliability of the grid, which can lead to grid 
failure and blackout [1]. One of the newest solutions is to use 
nanocoatings on the porcelain insulator surface. Hydrophobic 
nanocoatings change the surface chemistry and contact angle 
to protect the substrate against environmental contamination, 
sunlight damage, temperature changes, and rainfall. 
Application of these nano coatings can be helpful and 
effective in removing one of the significant weaknesses of 
ceramic insulators that perform poorly in the presence of 
contamination and moisture. If the insulator surface was 
hydrophobic or superhydrophobic by using nanocomposites, it 
would prevent the occurrence of dry sparks on the insulator 
surface due to contamination [2]. The classification of 
commonly used coatings on ceramic insulators is shown in 
Figure 1. Nanocoatings are divided into three general 
categories: 

1- Silicone rubber coatings vulcanized at room temperature 
(RTV) modified by nanoparticles with thicknesses of 
several hundred microns; 

 
*Corresponding Author’s Email: azolriasatein@nri.ac.ir (A. Zolriasatein) 
  URL: https://www.jree.ir/article_150570.html 

2- Nano ceramic thin film coatings with heat treatment 
(these coatings are generally nanometer thick); 

3- Polymeric-ceramic thin film nanocoatings without heat 
treatment. 

   The best performance can be expected from silicone-based 
coatings vulcanized at room temperature modified by 
nanoparticles with thicknesses of several hundred microns 
(Category 1). 
   One of the most critical components of reliability in power 
lines is selecting suitable high voltage insulators. Electrical 
insulators are the essential parts of distribution systems. 
Insulators must have high voltage breakdown, high resistance 
to water absorption, and low Dielectric Loss Factor. 
Therefore, identifying and investigating the destructive factors 
of insulators and the methods to deal with them can 
significantly enhance the power distribution. 
   Ceramic and glass insulators are the most economical 
insulators widely used throughout the world for power 
transmission and distribution. There have been many reports 
of inefficiencies of these types of insulators, such as problems 
with an electrical discharge in ceramic and glass insulators in 
humid and polluted areas. As a result of electric discharge, 
power lines may be cut off for a while, and irreparable 
damage occurs in hospitals, mechanized factories, and various 
industrial centers. Because of this phenomenon, a conductive 
layer is created on the insulators' surface due to the presence 
of dust and moisture, thereby leaking the flow and reducing 
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the breakdown voltage [3, 4]. Different methods have been 
proposed to solve these problems, including cleaning and 
rinsing with water, changing the chemistry of the using 
materials in the insulator, such as using polymer-concrete 
composites and applying self-cleaning coatings on the 
insulator surface. By altering the surface chemistry and 
increasing contact angle, the surface is protected against 
environmental contamination, sunlight damage, temperature 
changes, and rainfall [2-5]. Hydrophobic nano-coatings are 
the most cost-effective, environmentally friendly,               
self-cleaning, UV-resistant, anti-dandruff and dust-proof. 
Thus, utilization of these nano-coatings to remove one of the 
significant weaknesses of ceramic insulators, which is the 
formation of a conductive layer in the presence of 
contamination and moisture, can be very useful. In addition, 
coated insulators require less washing, which is also 
economically and valuable [6]. 
   This paper investigated the application of RTV hydrophobic 
nano coatings reinforced with nano-silica particles on 70 KN 
ceramic insulators. The electrical and hydrophobic properties 
of these coated insulators were examined through different 
tests such as dry and wet leakage current, breakdown voltage, 
salt fog, and the degree of hydrophobicity. 

 

 
Figure 1. Common coatings used on ceramic insulators 

 
2. EXPERIMENTAL 

To investigate the effect of nano-silica on the properties of 
coated insulators, three samples consisting of different 
percentages of nano-silica (1, 3, and 5 %) were prepared. A 
typical coating sample was also prepared with a conventional 
Canadian RTV CSL product (S0 sample). One non-coated 
sample was also considered as the control sample (SH 
sample). 
 
2.1. Ceramic insulator 

A 70 kN plate insulator made by the Iran Insulator Company 
was used to coat and carry out the required tests. These 
electrical insulators made of clay limit the electric current in a 
certain direction. The specifications of these insulators are 
shown in Figure 2 and Table 1. 
 
2.2. Preparing nano coating 

Room Temperature Vulcanized Silicone Rubber (RTV1) was 
obtained from WACKER, USA. (Solid Content = 70 % and 

Viscosity 1500 mPa.s at 25 °C by Brookfield method). Nano 
Silica powder was obtained from FADAK COMPLEX NEW 
TECHNOLOGIES, Iran. (Grade A1 with Purity of 98 %, 
particle size: 20 nm, spherical morphology, and Specific 
Surface Area: 167 m2/g). Toluene, as a solvent, was obtained 
from Dr. Mojallali, Iran. (Grade Laboratory- Extra pure with 
Molecular mass: 98.08 g/mol and Specific density: 1.84 
g/cm3). 

 

 
Figure 2. Ceramic insulators used in this research 

 
 

Table 1. Specifications of used insulators 

Properties (unit) Value 

Weight (kg) 4.4 

Locking device R Clip 
Ball and socket size (mm) 16 

Unit spacing (mm) 146 

Porcelain disc diameter (mm) 255 

Creepage distance (mm) 295 

Electromechanical falling load (kN) 70 

Power frequency puncture voltage (kV) 110 
Power frequency withstand voltage (kV) Wet: 40 

Dry: 70 

50 % Impulse flashover voltage (kV) Positive: 120 
Negative: 125 

 
   First, according to the density of composite components, 
including RTV1 and SiO2, the density of different composites 
including 1, 3, and 5 % silica as well as pure RTV1 sample 
was calculated, according to Eq. 1: 

1
ρcom

= (%wt
ρ

)SiO2 + (%wt
ρ

)RTV1                                                         (1) 

   Then, the required mass for coating insulators with specific 
dimensions was calculated (200 gr) and finally, the precise 
mass of each component was calculated according to the 
percentage of each component. Toluene was also used as a 
solvent in the pure and composite samples (30 wt % of 
RTV1). Subsequently, coatings were prepared as follows: 
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2.2.1. Pure RTV1 

RTV1 and Toluene were thoroughly mixed with a mechanical 
stirrer for 5 minutes and poured into a particular container for 
spraying on the insulator. 
 
2.2.2. Nano composite samples 

SiO2 nanoparticles and Toluene were stirred with the magnetic 
stirrer for 2 minutes. Then, SiO2 nanoparticles were utterly 
dispersed in the solvent by an ultrasonic bath for 2 minutes (1 
% and 3 % samples) and 4 minutes (5 % samples). Afterward, 
RTV1 was added to the above solution and mixed with a 
mechanical stirrer for 1 to 3 minutes until complete 
homogenization. The chemical composition of the samples is 
presented in Table 2. 

 
Table 2. The chemical compositions of the samples 

Sample No. RTV1 (wt %) SiO2 (wt %) Density (g/cm2) 

S0 1 0 1.41 

S1 0.99 0.01 1.4166 

S3 0.97 0.03 1.4300 

S5 0.95 0.05 1.4437 

 
3. METHOD 

3.1. Applying nano coating 

To apply nanocoating on the ceramic insulators, the gun with 
a nozzle diameter of 1.8 mm and a windpump were used to 
spray the coating on the insulator surface. The equipment was 
used for the coating process, as shown in Figure 3. 

 

 
Figure 3. a) Gun used for spraying, b) Nozzles with a diameter of 1.8 

mm, and c) Equipment needed for insulator coating operations 
 
   The coating was sprayed at a distance of 20 cm from the 
insulator and after seven days, subsequent tests were carried 
out. According to the product catalog purchased from Wacker 
Company, RTV1 resin was utterly cured for seven days. One 
evidence is that it has a hardness above 30 Shore A. All of our 
examples passed this hardness level. Figure 4 shows the 
coated samples. 
 
3.2. Performed tests 

Electrical tests including wet and dry leakage current, 
breakdown voltage, salt fog, and hydrophobic class 
determination were performed to evaluate and compare the 
composite samples with the control sample. 

 
Figure 4. Insulation prepared from the exterior and interior views 

 
4. RESULTS AND DISCUSSION 

4.1. Hydrophobicity 

The hydrophobicity class of coatings was investigated by 
spray method according to IECTS 62073 standard. Equipment 
used includes a spray bottle, pure water without chemicals 
such as detergents and solvents, a magnifying device, and a 
lamp. The sample area should be between 50 and 100 cm and 
the spraying process should be performed from 25 ± 10 cm 
and take 20 to 30 seconds. The hydrophobicity class of 
samples should be determined 10 seconds after the spraying 
process has finished. Determination of the hydrophobic class 
with six different modes HC1 to HC6 was performed. HC1 
and HC6 were shown to be wholly hydrophobic and 
hydrophilic, respectively. Results are presented in Table 3. 
HC stands for “Hydrophobicity Class”. 
   A drop of water tends to wet a surface that is chemically 
high in surface energy. If the water droplet's adherence to 
itself is more significant than an outer surface, it is called a 
hydrophobic surface and in this case, the angle of contact is 
greater than 90°. If the chemistry of a surface is hydrophobic, 
the contact angle increases with the surface roughness [6, 7]. 
In order to determine the class of hydrophobicity by spray to 
prove to the surface hydrophobicity, the shape of the water 
droplets from the top view should be circular and the amount 
of hydrophobicity decreases, as the droplets come out of the 
circle shape. As shown in Table 3, some droplets on the 
surface of the control sample SH and the pure sample S0 are 
oval; however, the number of these oval droplets decreased 
with increasing silica content in the S1, S3, and S5 samples. 
By comparing the test results based on existing criteria, the 
hydrophobicity class of samples SH and S0 was determined to 
be HC2 equivalent (high and favorable hydrophobicity), 
whereas for samples containing silica nanoparticles (samples 
S1, S3, and S5), a hydrophobic class equivalent to HC1 was 
determined, which is completely hydrophobic. The accepted 
standard hydrophobicity for this report is HC2 and HC1; thus, 
these samples are approved. 
   The result of this test shows hydrophobicity improvement 
due to the addition of silica nanoparticles to the RTV-SIR. 
The reason for the hydrophobicity difference between pure 
RTV and composite with silica is the low gravity between 
surface and water, as a consequence of low surface energy, 
which is a property of the hydrophobic surfaces. In addition, 
on the hydrophobic surfaces, the droplet/coating intersection 
can be replaced with the droplet/air intersection and it 
significantly reduces tensile strength. Since the hydrophobic 
surfaces create an air layer between the drop surface and the 
solid layer, it is expected that the wet surface area be reduced, 
which also reduces the tensile force between the drop surface 
and the hydrophobic surface. In this case, the water droplet 
automatically moves on the surface of the hydrophobic 



A. Zolriasatein, et al. / JREE:  Vol. 9, No. 3, (Summer 2022)   45-51 
 

48 

surface, while the spontaneous behavior of the water droplet 
motion on the pure RTV coating is limited [7, 8]. 

 
Table 3. Results of hydrophobicity class test 

Sample No. Sample picture Hydrophobicity class 

SH 

 
 
 
 
 
 

HC2 

S0 

 
 
 
 
 

HC2 

S1 

 
 
 
 
 

HC1 

S3 

 
 
 
 
 

HC1 

S5 

 
 
 
 
 

HC1 

 
4.2. Electrical test 

4.2.1. Dry leakage current 

Dry leakage current was measured according to IEC 60060 
standard. According to the standard, the laboratory 
environment was standardized at a temperature of 12.5 °C, 
846.1 hPa, and 54.5 % humidity. The sample was installed in 
an appropriate location for applying voltage. The voltage of 
20 kV was applied to the insulator, and the ammeter noted the 
leakage current after being fixed. As shown in Figure 5, the 
insulator is observed under test conditions. The rods hung at 
the bottom of the insulator are the conductor for the power 
line simulator. 
   The results of the samples dry leakage current test are listed 
in Table 4. Figure 6 also shows changes of dry leakage current 
with an increasing percentage of nano-silica in the coating. 
According to Table 4, the dry leakage current increased more 
than the uncoated sample by applying pure RTV to Sample S0 
(control sample SH). However, it was expected that dry 
leakage would not be reduced by applying coatings because 
the performance of nanocoating on insulators was more 
significant in salt fog or contaminated tests [8-10]. 

 
Table 4. Dry leakage current test results 

Sample No. Dry leakage current (μA) Improvement (%) 
SH 356 - 
S0 364 2.25 
S1 364 2.25 
S3 367 3.09 
S5 354 -0.56 

 
Figure 5. Insulator mounted for electrical testing 

 
 

 
Figure 6. Changes of dry leakage current with an increasing 

percentage of nano silica in the coating 
 
4.2.2. Wet leakage current 

This test was performed according to IEC 60071 standard. 
The wet leakage current test had the exactly dry leakage 
current test conditions. In this test, water (a combination of 
distilled water and municipal water) was sprayed with a 
specific resistance rate of 100 ± 15 μS/sec and an injection 
rate of about 1 to 2 mm/min at an oblique angle of 45°. 
Therefore, water is sprayed to the insulator at an angle of 45° 
and the voltage of 20 kV is applied for two different durations, 
1 and 5 minutes. 
   The results of the wet leakage current test of the samples are 
listed in Table 5. Figure 7 also shows changes of wet leakage 
current with an increasing percentage of nano-silica in the 
coating. According to the table, the worst case is the S3, with 
its leakage rate even higher than the control sample (SH) after 
5 minutes. S1 sample, which has the lowest wet leakage 
current and is considered the best, reduced the current leakage 
rate by 1.02 %. However, the results of all the samples are 
very close together and precise analysis and comparison are 
not possible [10-12]. 
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Table 5. Wet leakage current test results 

Sample 
No. 

Wet leakage 
current after 1 

min (μA) 

Wet leakage 
current after 5 

min (μA) 

Improvement 
after 5 min 

(%) 
SH 383 390 - 
S0 383 388 -0.51 
S1 382 386 -1.02 
S3 383 392 -0.51 
S5 373 388.5 0.38 

 
 

 
Figure 7. Changes of wet leakage current with an increasing 

percentage of nano silica in the coating 
 
4.2.3. Breakdown voltage 

This test was performed according to the IEC60383 standard 
and evaluated the insulator's performance under contamination 
conditions. The test conditions were the same as the leakage 
current tests. However, in this test, the applied voltage to the 
samples increased after exposure to water until the spark on 
the insulator surface was observed and its value was recorded 
at the moment of electrical failure. The breakdown voltage 
was reported by dividing the recorded voltage by the 
correction factor according to the ambient conditions. The 
correction factor for this test was 0.98 % according to 
environmental conditions. The breakdown voltage test results 
of the samples are listed in Table 6. Figure 8 also shows the 
breakdown voltage changes with an increasing percentage of 
nano-silica in the coating [13-15]. 

 
Table 6. Breakdown voltage test results 

Sample No. Breakdown voltage (kV) Improvement (%) 
SH 46 - 
S0 49 6.52 
S1 49 6.52 
S3 48 4.35 
S5 48 4.35 

 
   According to the standard of acceptance, since the minimum 
breakdown voltage of 50 kV is accepted, based on the results, 
none of the coated insulators were accepted. However, the 
results presented in Table 5 are too close and can be 
considered as a fall within the error range of the test. Results 

also show that application of RTV coating and increase of 
nanoparticles percentage improved the breakdown voltage. 
The presence of silica nanoparticles in the composite 
composition increased the number of crosslinks, reduced the 
gap between the polymer chains, ultimately improved the 
hardness of the coatings, and resulted in the presence of 
samples in power lines under environmental conditions, such 
as rainfall and lightning. In addition, electrical properties 
maintain coverage. In the samples with higher nanoparticles 
percentages, such as S5 (samples with 5 % nanoparticles), 
there was a probability of optimum dispersion of the filler in 
the polymeric field [10, 11]. 

 

 
Figure 8. Changes of breakdown voltage with an increasing 

percentage of nano silica in the coating 
 
4.2.4. Salt fog test 

A salt fog test was performed on coated insulators according 
to IEC 62217 standard. In this test, insulators coated with pure 
RTV resin and composite containing 3 % silica nanoparticles 
(S0 and S3 samples) were compared with the control sample 
(SH). Insulators were immersed in a test chamber containing 
800 g of salt in 100 ml of distilled water for 5 h. Then, the 
leakage current was measured at three voltage levels of 12, 20, 
and 24 kV. Figure 9 shows the samples in the salt fog 
chamber. 
   The results of the salt fog test after five hours are shown in 
Table 7. Figure 10 also shows the leakage current changes at 
three voltage levels of 12, 20, and 24 kV. Results show that 
utilizing silica nanoparticles in the coatings of insulators 
reduced the leakage current at different voltages [15-17]. 

 

 
Figure 9. Samples in the salt fog chamber 
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Table 7. Results of the salt fog test for five hours 

Sample No. 
Leakage current (μA) 

12 kV 20 kV 24 kV 

SH 157 258 337 

S0 135 224 275 

S3 135 223 273 
 
 

 
Figure 10. Changes of leakage current at 3 voltage levels of 12, 20 

and 24 kV 
 
5. CONCLUSIONS 

Since the crisis of micro grids in humid areas has caused 
problems in electricity transmission, the use of these 
hydrophobic coatings can prevent the contamination of 
electrical equipment and their disruption. 
   In the test of hydrophobic class determination of spray-
coated insulators, control samples (SH) and pure RTV (S0) of 
HC2 class and optimum hydrophobicity were evaluated. The 
samples containing silica nanoparticles were all evaluated 
with HC1 class and completely hydrophobic. 
   In electrical tests including dry leakage current, wet leakage 
current and breakdown voltage, the presence of silica 
nanoparticles had a normal effect on the electrical properties 
of the coatings and the reported numbers were very close. 
However, the improvement of the electrical properties resulted 
from an increment in the number of crosslinks and the 
decrement in the gap between the polymer chains by the 
addition of nanoparticles. It was also shown that these 
nanocomposite polymer coatings could be used to eliminate 
the adverse effects of dust and other environmental 
contaminants instead of removing ceramic insulators. 
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A B S T R A C T  
 

Geothermal energy is a non-carbon renewable source from the earth's internal energy. This energy is 
considered reliable today and has a high potential to reduce the threat of climate change. The main factor that 
any investor wants to invest in any natural energy source is the resulting economy. In the case of geothermal 
energy, factors that increase the risk of investing in this sector include higher investment costs, longer payback 
times than other renewable power plants, and the uncertainty of the size and quality of the resources before the 
completion of the well drilling operation. The average payback time in geothermal energy systems is 5.7 years, 
longer than wind and solar energy. According to these factors, the risk of investing in geothermal technology 
increases. On the other hand, due to its independence from oil and gas, it increases a country's energy security, 
helps to create direct, indirect, and induced employment, and affects other economic sectors. Also, unlike 
renewable wind and solar energies, it is not dependent on climate change; therefore, it has higher reliability 
than other renewable energies. Also, by combining this energy with other renewable energies, its performance 
can be optimized. For example, in an optimal geothermal-solar hybrid power plant, solar energy provides 48 % 
of the total energy. In this case, the Levelized Cost of Energy (LCOE) is reduced from 225 $ per MWh (only 
with geothermal source) to 165 $ per MWh. In this study, while studying the economic effects of geothermal 
systems, an attempt has been made to address the challenges in this field and present the policies implemented 
in some countries. It is implied that by providing incentive policies and an appropriate roadmap, it is possible 
to help attract investment in the operation of geothermal systems. 
 

https://doi.org/10.30501/jree.2022.317375.1290 

1. INTRODUCTION1 

To increase human well-being, humans need much more 
energy. By 2040, population growth and economic expansion 
will be expected to increase the global energy demand by     
37 % compared to the year 2013 [1, 2]. The use of fossil fuel 
energy leads to threats such as Greenhouse Gas (GHG) 
emissions, hence global climate change and local climate 
pollution [3-6]. Renewable energy is one of the key 
technologies to reduce CO2 emissions [7,8]. This energy 
includes wind, solar, and geothermal energies. Meanwhile, 
geothermal energy is a well-known and reliable energy source 
with high potential [9-12]. For example, deep geothermal 
sources are based on hot fluids that are widely used to 
generate electricity. Figure 1 shows a deep geothermal system. 
Figure 1a shows the cross-section, and Figure 1b shows the 
heat source and its interactions with the water cycle [13]. The 
system has three main components: "magma", which provides 
heat, "precipitation", which provides geothermal fluid, and 
"permeable zone", which acts as a fluid transfer medium from 
 
*Corresponding Author’s Email: m.seyedrahimi@uma.ac.ir (M. Seyedrahimi-
Niaraq) 
  URL: https://www.jree.ir/article_152426.html 

deep to near the surface. In this system, the heat stored in the 
ground is used for the intended purpose, while the shallow 
heat pump systems provide heating and ventilation without 
using the heat stored in the ground. 
   Geothermal energy is generated by a systematic approach 
that begins with surface surveys followed by subsurface 
explorations and experiments to investigate and study the 
geothermal source or reservoir. This process usually takes 
between 2 and 3 years. It will take another 3 to 5 years for the 
well field to be built and installed in the power plant. 
Meanwhile, high investment risk can slow down geothermal 
development and sometimes, prevent the project from 
continuing. However, the growing human need for energy has 
caused greater investment in renewable energy, especially 
geothermal energy. By 2040, with population growth and 
economic expansion, global energy demand is expected to 
increase by 37 % compared to the year 2013 [1]. This study, 
while studying the economic effects of geothermal systems, 
has been made to address the challenges in this field and the 
policies implemented in some countries. The roadmap of 
some European and Asian countries in this field has also been 
reviewed. 
 
2. ECONOMIC ASPECTS 

https://doi.org/10.30501/jree.2022.317375.1290
https://doi.org/10.30501/jree.2022.317375.1290
https://en.merc.ac.ir/
https://creativecommons.org/licenses/by/4.0/
http://journals.merc.ac.ir/?newsCode=1465
http://www.jree.ir/
https://doi.org/10.30501/jree.2022.317375.1290
mailto:m.seyedrahimi@uma.ac.ir
https://www.jree.ir/article_152426.html


M. Seyedrahimi-Niaraq and T. Nouri / JREE:  Vol. 9, No. 3, (Summer 2022)   52-64 
 

53 

The financial results of exploiting an energy source can be a 
significant factor in investing in this sector. Factors increasing 
the investment risk in the field of geothermal energy are given 
below [14]: 

1- Higher investment cost than other renewable power 
plants; 
2- Longer payback time; and 
3- Greater uncertainty in the size and quality of resources 
before completing well drilling operations. 

   On the other hand, due to its independence from oil and gas, 
increases a country's energy security, helps create direct, 
indirect, and induced employment, and affects other economic 
sectors. Some different economic aspects of geothermal 
energy are given below: 
 
2.1. Economic sustainability of geothermal power 
plants 

Economic feasibility must be studied for the development of 
sustainable geothermal systems. There are various methods 
designed for the economic evaluation of geothermal power 
plants. One of the most popular methods is the Levelized Cost 
of Energy (LCOE). This algorithm is used to recover the 
investment, maintenance, and operation costs of a particular 
power plant over its lifetime and is defined as the price of 
electricity. Factors affecting LCOE include investment costs, 
average power generation rate, power plant life, cost reduction 
rate, and availability of facilities [15]. 

A mathematical relation for LCOE is provided by Sheu et al. 
for hybrid fossil fuel-solar thermal systems [16]: 

LCOE =
∑ (It+Mt+Ft+Ht)

(1+r)t
n
t=1

∑ Et
(1+r)t

n
t=1

 (1) 

where 
It: Investment expenditures in the year t 
Mt: Operations and maintenance expenditures in the year t 
Ft : Fuel expenditures in the year t 
Ht: Avoided heat production costs in the year t 
Et: Electricity generation in the year t 
r: Discount rate 
t : Year 
n: An assumed lifetime of the system (integer, in years) 
   Investment costs represent the main factor in the economic 
viability of a geothermal power plant. This cost includes 
surface and subsurface costs. Initial costs and surface 
exploration, infrastructure design, construction, and operation 
and site maintenance are part of the surface costs. At the same 
time, the drilling costs of wells are classified as subsurface 
costs [17]. Figure 2 analyzes the surface and subsurface costs 
for the five geothermal power plants installed in Iceland. 
According to this figure, surface costs are linearly related to 
the size of the power plant. In addition, the investment costs 
for unknown fields are higher than the investment costs for 
known and more informed fields. 

 

 
Figure 1. Origin of the geothermal system (a: the components required to form a geothermal system; b: the depth range and heat transfer. di 

(source depth) and dw (water cycle depth range)) [13] 
 
 

 
Figure 2. Surface and subsurface costs for five geothermal power plants installed in Iceland [17] 
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Table 1 also shows the total cost of exploration for the 
geothermal power plant. This cost varies from one to ten 
million US dollars. 

 
Table 1. The total cost of exploration for two geothermal power 

plants with different capacities 

Type of cost 
Size of power plant 

(MWs) 
Cost Reference 

Total cost 
5 1×106 € [18] 

50 9×106 $ [19] 
 
   The second phase of building a geothermal power plant is 
drilling several wells to obtain energy stored underground to 
generate electricity. At this stage, the geothermal power plant 
infrastructure must be designed and built; in addition, the 
reinjection and production system and the power plant 
installation and connection to the power transmission network 
must be developed. These cases are the three primary 
parameters at this phase of development. The cost of the 
reinjection and production system at this stage is between 2.5 
and 50 million US dollars depending on the size of the plant 
[20]. The temperature and chemistry of geothermal reservoirs 
are also effective in the cost of designing and building the 
infrastructure of each geothermal power plant [21]. The 
geothermal reservoir temperature determines the size and 
price of the geothermal power plant components. Temperature 
also determines the type of power plant. For reservoirs with a 

temperature of less than 176.6 °C, a binary power plant, and a 
geothermal reservoir with a temperature higher than the 
mentioned one, a single flash power plant will be economical. 
In this regard, it is necessary to install high-quality materials 
and apply corrosion resistance, which increases the cost of 
infrastructure [22]. In geothermal power plants, the mass flow 
rate and the temperature of the reinjected water decrease over 
time. This reduction affects the performance of the power 
plant and economic profitability, which should be considered 
in its better design and more accurate economic analysis. 
Also, the ambient temperature of the power plant is constantly 
changing, which affects the performance of the power plant. It 
is better to take these changes into account in the design of the 
power plant. 
 
2.2. Comparison of renewable energies 

The International Renewable Energy Agency has compared 
the costs of different power generation technology with 
installed areas of different colors in Figure 3 [23]. For 
example, pale blue belongs to the continent of Asia, while 
dark blue belongs to the continent of Europe. On the 
horizontal axis, all types of renewable energy given; and on 
the vertical axis, their prices in 2016 in $/kWh are provided. 
As can be seen, the cost of geothermal energy production 
technology is comparable to those of other renewable energy 
technologies, and even the equivalent energy cost of South 
America is lower than those of other renewables. 

 

 
Figure 3. Average levelized costs of different power generation technologies with installed areas [24] 

 
   Table 2 shows the payback time and cost of different types 
of energy [25]. The cost per kilowatt-hour for geothermal 
energy is very close to the wind, and the costs of the two are 
higher than water, coal, and gas. However, these costs are 
significantly lower than photovoltaic (PV) solar power plants. 
 

2.3. Hybrid power plants 

Geothermal power plants emit minimal pollution compared to 
fossil fuels for the same amount of power. Nevertheless, this 

energy suffers low extraction efficiency. Other energy sources 
can be combined with geothermal energy to improve its 
efficiency. This will help reduce operating and investment 
costs as well as shorten the payback period, thus shortening 
geothermal energy installations’ payback period and tackling 
high-peak loads [26]. This can be achieved by creating 
optimal conditions in the composition for each resource. 
Geothermal energy is usually combined with solar energy. 
When solar energy provides 48 % of the total energy, system 
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performance is optimized to generate electricity. Considering 
the LCOE value of 225 $ per MWh only for geothermal 
sources, this combination is reduced to 165 $ per MWh [25]. 
Even though many research projects related to geothermal-
hybrid systems focus on combining geothermal and solar 
technologies, there are also a large number of researches on 
systems using geothermal technology coupled with biomass, 
wind, biogas, and other technologies. Toselli et al. [27] 
combined biogas Waste Heat Recovery (WHR) with a 
geothermal power plant and designed a new hybrid binary 
plant. They considered the Oberhaching geothermal reservoir 
in Germany with a total electric power of 4.3 MWel. One of 
the main objectives of their research was the techno-economic 
assessment of this hybrid system compared to the 
conventional geothermal systems. In addition, financial results 
were provided for the power-only, and power and heat 
configurations were combined. The lowest LCOE value was 
equal to 15.42 €ct/kWh and was provided by the hybrid 
power-only model, while the highest LCOE value was equal 
to 19.13 €ct/kWh and was found in the geothermal CHP case 
study [27]. 

 

Table 2. Payback period and cost of different types of energy [25] 

Type of power 
plant Cost ($/kWh) Payback period (year) 

PV 0.24 1-7.2 
Wind 0.07 0.4-1.4 
Hydro 0.05 11.8 (small), 0.5 (large) 

Geothermal energy 0.07 5.7 
Coal 0.04 3.18 
Gas 0.05 7 

 
2.4. Investment risk 

Figure 4 shows an overview of the different phases of 
geothermal power plant development, project risk level 
changes, and the cumulative investment cost [28]. As can be 
seen, at the early stages of surface surveys and exploratory 
drilling, there is the most significant risk in a new geothermal 
project. There is considerable uncertainty in the early stages of 
power plant development regarding temperature and source 
flow capacity. After drilling and testing the source, this 
uncertainty is significantly reduced, which provides financial 
feasibility of investing at later stages of the development. 

 

 
Figure 4. An overview of the different phases of geothermal power plant development and changes in the level of risk and investment cost [28] 

 
3. POLICIES 

Geothermal energy enhances a country's energy security, 
helps create direct, indirect, and induced employment, and 
affects other sectors of the economy. This energy can improve 
this security due to its independence from oil and gas, as oil 
and gas prices are constantly changing. Also, unlike wind and 
solar energies, it is not dependent on climate change; thus, it 
has higher reliability than other renewable energies. This 
reliability will also improve the energy security of countries. 
Adverse effects of the development of this energy include 
damage to local lands and grasslands, negative impact on 
tourist attractions in historical regions and national parks, and 
the decline of geysers and hot springs. Therefore, it is 
necessary to consider and manage all cases in implementing 
and constructing geothermal power plants. 
   Although geothermal technology has many advantages over 
other power generation technologies, only about 15 % of the 
known geothermal resources are currently exploited for 
electricity production. Two main obstacles that slow down the 
pace of geothermal development are (1) considerable up-front 

capital investment required before earning money through 
electricity sales; (2) the high resource risk at the early steps of 
the multi-step geothermal project. A review of global 
experience shows that government support in this area 
contributes to the success of geothermal development. This 
section discusses some of the approaches and economic 
policies implemented in different countries to support 
geothermal development. 
 
3.1. Program of loan guarantee 

This policy guarantees the loan given by a third party and is 
referred to as the guarantor. In this case, if the borrower does 
not repay the loan on time, the guarantor will pledge to pay 
the debt. One such policy in the United States is the section 
1705 loan program, which was initially financed by 6 billion 
dolors; however, after the reallocation, that amount was 
reduced to 2.5 billion dolors. In Germany, there is a program 
called "Risk of Non-Discovery of Deep Geothermal Energy", 
according to which, in case of exploration failures, a 
maximum of 100 % of the loan money is given [29]. 
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3.2. Drilling operation insurance 

This type of policy is an insurance policy. By ensuring drilling 
operations, the risk of drilling failure is paid from the 
"insurer" to the "insured". Insurance is supported by a 
reputable investor organization. In this case, the probability of 
financing by insurers increases. In France, for example, a 
program called the Geothermal Risk Guarantee System covers 
90 % of the cost of drilling the first well. The GeoFund, 
launched by the World Bank, is designed to facilitate 
geothermal development in Central Asia and Eastern Europe 
[29]. 
 
3.3. Loan support mechanism 

In this case, unlike the previous two cases, loan support 
directly reduces the cost of investment. In this mechanism, 
like the loan guarantee mechanism, three parties share the 
borrower's support: the supporter, the borrower, and the 
lender. For example, under the Deep Geothermal Discovery 
Risk Scheme in Germany, loans of 16,800 million euros, or  
80 % of eligible drilling costs, are paid to developers to accept 
exploratory drilling. In Indonesia, a government loan program 
for exploration operations has been proposed to state-owned 
companies, private sector, and municipalities [29]. 
 
3.4. Grant 

Grants are also one of incentive policies that are subject to 
lower risk than lending and insurance mechanisms. This grant 
can directly cover a certain amount of project costs or include 
a share of exploration costs. In the United States, for example, 
20 % to 90 % of the costs of exploratory drilling operations 
for geothermal projects are covered by this policy. In Iceland, 
up to 50 % of exploration costs are covered by this policy 
[29]. 
 
3.5. Exploration under government supervision 

In this type of policy, part or all of the exploration costs may 
be paid by the government under a government-supervised 
exploration program. In Iran, for example, the Renewable 
Energy and Energy Efficiency Organization (SATBA) has 
contracted or directly conducted with several private 
companies to identify and explore several geothermal sources. 
There are several reasons for government involvement in 
identifying and exploring geothermal resources. One of these 
reasons is the government’s willingness to work on a 
profitable project or investment. Creating energy diversity and 
reducing barriers to private investment can also be other 

reasons. Countries such as Japan, New Zealand, and Indonesia 
have presented various programs in this field [29]. 
 
4. GEOTHERMAL ENERGY ROADMAP 

A roadmap is an essential tool for the development and 
maintenance of research activities, as well as an ideal, 
integrated, and beneficial mechanism for geothermal 
resources. The roadmap is usually used by DOE technology 
agencies to create investment, research, and development 
strategies [30]. DOE's Energy Efficiency and Renewable 
Energy Office (EERE) emphasizes the improvement of the 
performance of renewable technologies. The basics of the 
EERE road map have been modified according to the needs 
and limitations that geothermal has raised. Given that the 
ultimate goal of EERE is investment through 
commercialization in a competitive market, the roadmap is 
usually based on cost reduction strategies, which define 
“waterfall” charts to determine key development areas. In 
particular, this document identifies technological advances 
that can play an essential role in optimizing and 
commercializing geothermal. This roadmap builds and 
evaluates operational techniques/techniques and routes that 
are relevant to future developments [30]. 
   According to the Hi-RENS BLUE scenario released by 
International Energy Agency (IEA) in 2011, it is projected 
that about 3.5 % of the total electricity generation (equivalent 
to 1,400 TWh) worldwide will be provided by geothermal. 
More than 50 % of these methods are used for hot dry rock 
EGS (Figure 5A) [31]. The result of the predictions is that 
EGS technology and low-temperature sources are the future of 
geothermal energy. EGS is also expected to play an important 
role, focusing on research activities [31]. The heat and energy 
from geothermal in the cold regions are vital. In tropical areas, 
this energy is also used for industrial applications and spatial 
cooling using adsorption chillers [31]. Non-electrical 
applications, or direct use of geothermal energy in northern 
Europe, are increasing because of the increasing number of 
geothermal power plants as well as the dual Combination of 
Heat and Power (CHP) [31]. The use of heat and power is an 
economical and reliable mix with a clear perspective for the 
future of geothermal. Figure 5B extrapolates the growth of 
geothermal heat in various regions by 2050 (total direct use of 
5.8 EJ) by removing geothermal heat pumps. CHP and direct 
use are appropriate for North America, China, and Europe due 
to their large population; therefore, the most significant 
developments in geothermal plants are expected to occur in 
these areas. In general, hot rock EGS technology is expected 
to be acceptable by 2030 [31]. 
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Figure 5. (A) IEA roadmap’s vision for geothermal power production until 2050; (B) Future of direct-use geothermal energy until 2050 [31] 

 
In the following, the geothermal energy roadmap for some 
countries in continents of Europe and Asia is discussed. 
 
4.1. Europe 

A pilot study was concluded in 2010 for long-term scenarios 
and renewable energy development strategies in Germany 
(BMU 2010 [32]). One of the achievements of this study for 
the development of geothermal energy was the definition of a 
scenario for developing the installed geothermal capacity of 
nearly 300 megawatts by 2020 and 1 GW in 2030. The 
estimated geothermal heat will reach 8,000 GWh in 2020 (29 
PJ) and will be approximately 25,000 GWh (89 PJ) by 2030 
[32]. Figure 6 summarizes research and development efforts 
directed at exploiting geothermal resources for electricity 
production over ten years for Switzerland, in other words, a 
geothermal roadmap. Wide exploitation of geothermal energy 

was achieved by solving two questions: (1) How can an 
efficient heat exchanger underground generate energy for 
decades? Moreover, (2) At the same time, is it acceptable to 
maintain the interference and the risks of earthquakes on the 
surface? While the public agrees with the possibility of 
controlling underground resources, these goals are endorsed. 
The answer to these questions as soon as possible creates three 
initiatives and innovations: 

(A) Advance the ability to model the stimulation process and 
reservoir operation quantitatively; 
(B) Advance process understanding and validation in 
underground lab experiments; 
(C) Perform a petrothermal P&D project, supported by a 
central scientific monitoring and assessment initiative [34]. 

 

 
Figure 6. A geothermal roadmap for Switzerland over ten years [34] 

 
   A study published by Unione Geotermica Italiana (UGI) in 
December 2011 concluded that by limiting development to 
such systems, geothermal electricity of no more than 1,500 
MWe and 9 TWh/yr will be obtained in Italy in 2030 (Figure 
7); however, if the technology of Unconventional Geothermal 
Systems (UGS) becomes mature by 2025, it should rise to a 
maximum of 2000 MW and 12 TWh/yr by 2030 (Figure 8). In 

such cases, UGS will contribute to the total geothermal energy 
of Italy in 2030 by more than 25 % [35, 36]. 
   Recent studies by UGI on the possibility of geothermal 
energy growth in Italy up to the year 2050 have demonstrated 
that only by using hydrothermal systems in 1500 km2 above 
high-temperature areas without the help of the UGS, the 
projected average increase for the future would disappear by 
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around 2030, after which it would begin to decrease gradually, 
resulting in a capacity of about 1,200 MW and producing 
about 7.5 TWh/yr by 2050. On the contrary, the UGS must be 
technically mature by 2025 and their commercial exploitation 
begins to generate electricity; they will primarily deal with the 
reduced production of hydrothermal systems and the 
production of a combination of hydrothermal systems plus 

UGS to by 2050, about 3000 MWe and 18 Wh/yr. Of this 
total, ~ 1800 MWe and ~ 10.5 TWh/yr belong to UGS only. 
That is thre reason why the long-term increase in geothermal 
energy in Italy depends mainly on the technical-economic 
feasibility of exploiting geothermal systems other than 
traditional hydrothermal systems [35]. 

 

 
Figure 7. (A), (B). Development of installable capacity and producible energy until 2050 by harnessing hydrothermal systems only according to 

the best possible growth scenario in Italy [35] 
 
 

 
Figure 8. (A), (B). Development of installable capacity and producible energy until 2050 by harnessing hydrothermal systems according to the 

best possible scenario, jointly with one or more UGS/Unconventional Geothermal systems [35] 
 
   The trends in the geothermal market (electricity generation 
and heating) in 2010-2020 are shown in Table 3 for the 
European continent. This information is provided by the 

Member States at the NREAP. The latest update (data for 
2015 and 2014) is provided by European Coal and Steel 
Community (EGEC) [37]. 

 
Table 3. 2010-2020 Trends in geothermal power installed capacity (GPIC) (MWe), geothermal heat production (GHP) (ktoe), and geothermal heat 

pumps (G-HP) (ktoe) in the EU. Countries not reported in the figure have not reported [38] 

Item 
 

Country 
Year GPIC Year GHP G-HP 

Item 
 

Country 
Year GPIC GHP G-HP 

France 
2010 26.5 2010 98.2 271.1 

United 
Kingdom 

2010 N.A. 0.8 21.7 
2017 17.1 2014 125.7 261.6 2014 N.A. 0.8 56.6 
2020 80 2020 500 570 2020 N.A. 0 95.3 

Spain 
2010 0 2010 16 N.A. 

Bulgaria 
2010 N.A. 32.7 N.A. 

2017 0 2014 18.8 16.4 2014 N.A. 33.4 N.A. 
2020 50 2020 9.5 40.5 2020 N.A. 9 N.A. 

Germany 
2010 10 2010 51.7 246.2 

Romania 
2010 N.A. 21.1 N.A. 

2017 38.19 2014 91 334 2014 N.A. 25.1 N.A. 
2020 298 2020 686 521 2020 N.A. 80 8 

Italy 
2010 754 2010 139.3 44.2 

Poland 
2010 N.A. 13.4 3.1 

2017 915.5 2014 129.6 70.18 2014 N.A. 20.2 8.4 
2020 920 2020 300 522 2020 N.A. 178 N.A. 
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Austria 
2010 1 2010 20.5 N.A. 

Sweden 
2010 N.A. N.A. N.A. 

2017 1.2 2014 19.4 N.A. 2014 N.A. N.A. 8.03.3 
2020 1 2020 40 26 2020 N.A. N.A. 815 

Greece 
2010 0 2010 16 N.A. 

Finland 
2010 N.A. N.A. N.A. 

2017 0 2014 11.7 N.A. 2014 N.A. N.A. 133.8 
2020 120 2020 51 50 2020 N.A. N.A. N.A. 

Croatia 
2010 N.A. 2010 6.8 N.A. 

Ireland 
2010 0 N.A. N.A. 

2017 N.A. 2014 10.7 N.A. 2017 0 N.A. N.A. 
2020 10 2020 15.7 N.A. 2020 5 N.A. N.A. 

 
4.2. Asia 

The distribution of low-temperature geothermal resources in 
China is more than other sources. Therefore, it is essential that 
energy be generated at a low cost and on a large scale. In the 
five-year Chinese geothermal plan, a significant progress has 
been made in low-temperature geothermal technology. The 

next step, which is vital to this five-year program, is 
improving system performance and expansion. In addition, the 
cost of construction and operations is reduced [39]. The 
geothermal energy roadmap for the 15 years in China is 
depicted in Figure 9. 

 

 
Figure 9. Geothermal power generation roadmap in China [39] 
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In Iran, since 1995, several promising areas (Figure 10) have 
been identified by SUNA (Center for Renewable Energy 
Research and Application) throughout the country [40, 41]. 
The country's national electricity grid is close to 85 GW, of 
which about 95 % is due to the burning of fossil fuels. Given 
this level, it will not be easy to achieve a significant share of 

the country's total energy production by geothermal energy. 
The Iranian government welcomes the development of 
renewable energy and geothermal resources to offset the solid 
economic dependence on the export of fossil fuels. Given that 
geothermal resources can be adjusted and developed, they can 
play an essential role in the future of Iranian energy. 

 

 
Figure 10. Map of the geothermal prospected area in Iran [55] 

 
   According to the above description, due to the geological 
conditions and the presence of many potentialities of 
geothermal energy, the lack of high-tech equipment inhibits 
the growth of this energy source. The association studies in 
northwestern Iran point to the ability of Meshkinshahr to 
install a geothermal power plant. The main objective of the 
project is the discovery and construction of a 55 MW 
geothermal power plant, which is expected to be operational 
in the coming years and will produce 410 GW by using high 
technology [42-50]. The latest information shows that the 
construction of the first pilot plant is now running with a 
capacity of 5 MWe, the produced fluid temperature of 86 °C, 
and a maximum flow rate of 58 l/s (average flow rate: 46 L/s) 
in the NW Sabalan Site [51-54]. 
   The active subsidy program and special mandatory law in 
Korea allow geothermal applications and GHP utilization to 
increase to over 100 megawatts a year in the next few years 
[56]. Geothermal power generation is expected to increase by 
EGS over five years. The active participation of industries and 
commercialization is on the rise. However, it is currently 
under the influence of the lack of a legal framework to support 
the production of geothermal power. The regulatory 
framework of the Renewable Portfolio Standard (RPS) with 
Renewable Energy Certificates (RECs) monitors geothermal 

activities. A technical solution to reducing GHGs in Korea 
will produce 200 megawatts of geothermal capacity by 2030, 
one percent of the technical capacity [57]. The result of the 
EGS project, if successful, is a milestone to building a 
roadmap which is expected to increase from 5 to 10 MW over 
the next few years. 2000 MW is the estimated geothermal 
resource potential of Japan. Currently, the total power 
generation is 500 MW. Experts have provided a roadmap for 
various ways to overcome the barriers to geothermal energy 
development [58]. Technologies expected to reach over 1,000 
MW of geothermal power in Japan by 2050 include 
commercialization of magma power generation and hot dry 
rock (HDR) power generation. It is necessary to increase the 
number of researchers for enhancing electricity production. 
Technical development and road mapping can help secure 
geothermal energy and prevent accidents (Figure 11) [58]. 
   The MEMR (Ministry of Energy and Mineral Resources, 
2012) of Indonesia has established a geothermal development 
roadmap from 2006 to 2025. Its goal is to develop 9,500 MW 
in total by 2025. The government has issued EMR No. 
21/2013 administrative regulations as an incentive for the 
development of geothermal energy based on geothermal 
power plants projects [59]. 
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Figure 11. Technical development and road mapping for geothermal energy in Japan [58] 

 
5. CONCLUSIONS AND FUTURE RECOMMENDATION 
Various studies related to the economic analysis of geothermal 
systems were reviewed in this study. Geothermal power plant 
construction consists of several phases, each with different 
costs. The highest cost is related to the well drilling operation 
phase, while the lowest is related to the prospecting and 
exploration phases. There are two main barriers for slowing 
the development of the geothermal resources: 1. significant 
pre-earnings investment; 2. high resource risk at the early 
stages of a geothermal project. While the environmental 
damage caused by fossil fuels has not been accounted for, 
geothermal and other renewables such as bioenergy, onshore 

wind, and hydroelectric power are able to compete with fossil 
fuels. Furthermore, geothermal energy has a more extended 
payback period than wind, PV, hydro (large), and coal. 
Geothermal energy projects have positive and negative 
effects. They can positively affect energy security as well as 
direct, indirect, and induced employment. They can also have 
adverse effects by altering local lands used for grazing or 
hunting, damaging local historical areas or national parks, and 
destroying natural features such as hot springs and geysers. 
Considerable up-front capital investment, high drilling costs, 
and high resource risk are the main obstacles that slow down 
the pace of geothermal development. 
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By providing incentive policies to investors and researchers in 
this field, the development of geothermal resources can be 
promoted. Some of the most crucial incentive policies that 
currently exist in some countries and international forums 
include "Loan Guarantee Program", "Drilling Operations 
Insurance", "Loan Support Mechanisms", "Grant", and 
"Exploration under government supervision". It seems that by 
presenting other encouraging and profound policies in this 
field, it is possible to help attract investment in the operation 
of geothermal systems. A roadmap is an essential tool for the 
development and maintenance of research activities. Also, it is 
an ideal, integrated, and beneficial mechanism for geothermal 
resources. The roadmap is usually used by DOE technology 
agencies to create investment, research, and development 
strategies. In this study, the roadmaps of several countries 
from Europe and Asia, including Switzerland, Italy, China, 
and Japan, were presented schematically, and an overview of 
the geothermal potentials of several countries from these two 
continents was presented. Along with proper management, it 
is necessary to prepare a proper roadmap to illuminate the 
future of geothermal energy so that appropriate decisions can 
be made. The roadmap provides a strategy for advancing 
geothermal systems and sets goals for optimizing energy with 
the technical advancement required. The development of 
geothermal energy with current technologies shows that 
technological advances are associated with improving the 
economic sector of the geothermal project and reducing risk. 
Consideration of cost reduction, technical development of 
geothermal projects, and sustainable production of geothermal 
reservoirs are all essential to achieving sustainable 
development in geothermal energy. Exploring geothermal 
resources, global investment, and feasibility of projects 
depends on technology development in the next few years. 
Using the suggestions of other researchers active in this field 
and investing in Research and Development (R&D) in the 
next few years can pave the way for the development and 
progress of geothermal projects. Geothermal energy 
technology is expected to be economically competitive with 
other energy sources by 2050. 
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A B S T R A C T  
 

The orientation of greenhouses is one of the effective factors in terms of radiation they receive. In the present 
study, a multi-span greenhouse (40 m × 93.5 m with a coverage area of 5457.44 m2) located in the central 
region of Iran was investigated in three orientations including: North-South (N-S), East-West (E-W), and 
Northeast-Southwest (NE-SW: the most frequent orientation of the existing greenhouses in the study area). 
The solar irradiation received on the outside surface of the greenhouse cover and the amount of irradiation 
captured inside the greenhouse for each orientation during the cold season were calculated using mathematical 
modeling and the results were compared. According to the results, in the E-W orientation, the main sections of 
receiving solar irradiation, such as the south and north roofs, have a better angle toward the sun; therefore, the 
quantity of solar irradiation captured inside the greenhouse with the E-W orientation was on average 361.48 
MJ day-1 more than that with the N-S orientation. The north wall of the greenhouse could not receive the beam 
radiation for all the orientations investigated, and the total irradiation captured by this section was composed 
of the diffused radiation and the ground-reflected radiation, which is an important result for insulation of some 
surfaces of greenhouses. 
 

https://doi.org/10.30501/jree.2022.305780.1259 

1. INTRODUCTION1 

Achieving food security and reducing environmental pressures 
require convergence towards healthy and adequate diets. Such 
a convergence would require increasing the quantity and 
quality of food supply for many areas [1]. However, 30 % of 
the world's food is lost due to transportation because of the 
distance of food production centers from consumers. 
Controlled Environment Agriculture (CEA), including 
greenhouse crop production, enables the production of crops 
outside the climate and their seasons. Prolonging of seasonal 
crops cultivation periods allows for agricultural crops to be 
produced beside consumption locations which, in turn, 
decrease transportation distances [2]. Greenhouse cultivation 
is one of the main and popular methods to meet the growing 
need for food universal because compared with field 
cultivation, it has a so great production [3]. Greenhouse is a 
structure that provides a suitable environment for plants' 
production, especially in cold weather. 
   Due to Iran’s locations in arid and semi-arid climates, the 
development of greenhouses is one of the main programs of 
the agricultural sector. In recent years, the development of 
greenhouses in Iran has been seriously pursued and the 
covered area by the greenhouses has increased from 8,000 ha 
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to 18,500 ha [4]. Yazd province with more than 1970 
greenhouse holdings is one of the most important centers for 
greenhouse crop production in Iran [5]. 
   The high output requires investment cost, labor, fertilizers, 
and energy input [6]. The high cost of input energy in 
greenhouse cultivation is one of the main issues. For 
greenhouse cultivation in cold weather, the main operating 
cost after labor is related to energy cost. The major portion of 
the total energy used in greenhouses (65-85 %) is consumed 
for heating, and the remainder is used for transportation and 
electrical equipment [7]. 
   In addition to increasing operating costs, energy supply 
through fossil fuels also raises environmental issues. About  
14 % of the world's net CO2 emissions come from the 
agriculture sector [8]. For sustainable energy consumption 
management, three significant aspects should be considered: 
energy use, environmental effects, and economic efficiency 
[9]. Hence, there is a need to use clean energy to reduce 
environmental impact and operating costs. Solar radiation, as 
a renewable energy origin, is one of the main sources of clean 
energy in Iran. In Yazd province, the solar irradiation on the 
horizontal surface is about 7787 MJ/m2 yr [10]. This great 
amount of solar irradiation can be applied to greenhouse 
heating and reduction of fossil fuel consumption. 
   There are some studies carried out on enhancing the 
greenhouse heating systems and improve use of solar energy 

https://doi.org/10.30501/jree.2021.240562.1132
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https://creativecommons.org/licenses/by/4.0/
http://journals.merc.ac.ir/?newsCode=1465
http://www.jree.ir/
https://doi.org/10.30501/jree.2022.305780.1259
mailto:mobtaker@ut.ac.ir
https://www.jree.ir/article_152883.html


M. Gheyrati et al. / JREE:  Vol. 9, No. 3, (Summer 2022)   65-74 
 

66 

inside the greenhouse [11-20]. Yildirim and Bilir [21] 
modeled a greenhouse in Izmir, Turkey to survey the 
feasibility of using renewable energy to meet greenhouse 
energy needs. The greenhouse with an area of 150 m2 and 
three different crops (lettuce, tomato, and cucumber) was 
investigated. According to the results, with a 21510.4 kWh 
total electrical energy production of solar cell system, annual 
coverage ratio values for energy demand of lettuce, tomato, 
and cucumber are estimated as 104.5 %, 95.7 %, and 86.8 %, 
respectively. Wei et al. [22] studied two greenhouses types 
with mobile behind walls to enhance the thermal efficiency of 
popular single-span greenhouses in China. The mobile behind 
walls were built of jute fiber boards and were fixed in winter 
for heat maintenance. The results demonstrated that two types 
of greenhouses with mobile behind walls could be a better 
alternative to the popular greenhouse. Also, studies on design 
principles including the shape and optimal orientation of 
greenhouses have been conducted for receiving maximum 
solar radiation. Von Elsner et al. [23] examined the structural 
requirements of greenhouses in Europe. They reported that 
compared with N-S orientation, in E-W orientation toward 
solar radiation passing through greenhouse cover is more in 
winter and lower in summer. The transmission of solar 
radiation depends on the sun elevation. Kendirli [24] analyzed 
greenhouse structures in Turkey. Among the greenhouses 
studied, 85 % were situated in the E-W orientation and 15 % 
in the N-S orientation. According to the results, because most 
of the small family enterprises in the area have single rows, 
construction of greenhouses in E-W orientation enhances the 
efficiency of solar energy. 
   Sethi [25] investigated five popular single-span greenhouses 
to determine the most appropriate greenhouse shape and 
orientation. To this end, a mathematical model was developed 
for computing total transmitted solar radiation through walls, 
roofs, and inclined surfaces. Greenhouses were investigated 
for both E-W and N-S orientations. The results showed that 
uneven-span greenhouse captured the maximum solar energy. 
In addition, the E-W orientation was the best direction of the 
greenhouse, because this orientation receives less energy in 
summer and more energy in winter (except for regions near 
the equator). Also, for the same greenhouse shape, the amount 
and pattern of solar radiation availability vary at different 
latitudes. In another study, the five popular greenhouses were 
investigated with the aim of optimizing energy consumption 
in the colder months of the year for a composite climate. To 
this end, the steady state analysis was developed and 
numerical calculations were performed for the Delhi climate 
of India. The greenhouses were single-span shapes and 
studied in an E-W orientation. According to the results, in the 
composite climate, the uneven span greenhouse is the best 
selection and LPG remains the most appropriate fuel for 
providing additional fuel needs for the given condition [26]. 
   Çakır and Şahin [27] investigated the feasibility of 
greenhouses use in cold regions. They studied five different 
shapes of single-span greenhouses and developed a model in 
MATLAB software for estimating the availability of solar 
energy. Evaluation comparison was conducted for a 
greenhouse located in Bayburt, northeastern Anatolia, Turkey. 
The results indicated that the optimum shape of greenhouse 
for Bayburt conditions was elliptic. Type shape and of the 
roof was also the most important parameter affecting the 
amount of solar radiation received by greenhouses. The 
greenhouse roof shape and orientation play an important role 
in using the maximum possible received energy. In another 

study in the north tropical region (latitude: 24° to 31.2°) for 
the single-span greenhouse, the value of solar energy that can 
be captured by the greenhouse was calculated. According to 
the results, the ellipse aspect ratio has a great effect on the 
received solar radiation. In addition, the greenhouse 
orientation was recommended with respect to south direction 
because this orientation captured the maximum heat value 
[28]. 
   The heat demand of the greenhouse depends on its location 
and shape. Therefore, a local survey is of major significance 
to modeling the greenhouse loads and supplying portion of the 
needed energy from renewable energy sources. Accordingly, a 
study was conducted in Romania (latitude 44.25°N) with the 
aim of making a comparison between two different 
orientations of an even-span shape greenhouse. Based on the 
simulation results, the E-W orientation was advantageous all 
year along from the energy loads standpoint [29]. 
   In the regions located in the northern hemisphere, the 
orientation of solar greenhouses has a great effect on the 
amount of captured solar radiation. Thus, applying Extreme 
Value Theory, Chen et al. [30] proposed a method to assess 
the best orientation for Chinese solar greenhouses considering 
the impact of geographical latitude. They reported that the 
best orientation depended on the solar greenhouse latitude and 
for northern China, the solar greenhouse orientation must be 
from South to West. Ghasemi-Mobtaker et al. [31] compared 
the solar radiation availability for six different shapes of 
single-span greenhouses in Tabriz, Iran (latitude 38°N). A 
dynamic model was used to model all the greenhouse internal 
temperatures. According to the modeling results, the E-W 
orientated single-span greenhouse captured the highest 
amount of solar radiation in winter. In addition, using a 
northern brick wall can greatly reduce entered radiation loss. 
Chen et al. [32] established a mathematical model to choose 
the optimal shape and orientation of the greenhouse in cold 
season with the aim of receiving the maximum solar energy. 
The results demonstrated that the greenhouse orientation had a 
significant effect on the total solar irradiation captured by the 
greenhouse and that the E-W orientation in southern China 
was an optimal selection. The latitude also had a significant 
effect on the greenhouse solar radiation availability, such that 
upon the increasing latitude, the global solar radiation 
received in greenhouse decreased gradually in cold season. 
   Research in different parts of the world indicates that it is 
not possible to comprehensively make a single 
recommendation for all latitudes. Thus, for important and 
developing areas of greenhouse cultivation, the optimal 
orientation of structures with respect to latitude, climate, and 
environmental factors specific to the same area should be 
studied in order to ensure a safe and sustainable investment. 
Most of the reviewed studies targeted single-span 
greenhouses, while commercial greenhouses are multi-span 
and large-scale. Therefore, the findings on solar radiation 
captured in this group of greenhouses can be important to the 
agricultural operators. In addition, the study of radiation 
received for each surface of the structure and the type of 
radiation is important for researchers and is, also, useful to 
continue research on the study of energy saving techniques. 
   In this study, mathematical modeling for the multi-span 
greenhouse was performed with the aim of determining the 
optimum orientation in terms of the maximum solar energy 
captured. Hourly irradiation received on the outer surface of 
the cover and the irradiation captured inside were calculated 
for each surface of the structure using total solar radiation 
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measured on the horizontal surface. For a more detailed study 
and considering the environmental conditions of the study 
area, the received solar irradiation was calculated for the 
dominant orientation of the greenhouses in this region and the 
results was compared with the two main orientations (E-W 
and N-S). Moreover, this study investigated the effect of north 
wall insulation on the amount of energy received inside 
greenhouses. 
 
2. MATERIALS AND METHODS 

2.1. Region of study 

This study was conducted in the Hemmatabad region, Yazd 
province, located at the center of Iran, at a geographical 
location of 54°8′ east longitude and 32°2′ north latitude. 
Hemmatabad region with an area of 75 ha under greenhouse 
cultivation and an average annual production of 22,500 ton of 
greenhouse crops is one of the most important areas for the 
collection of greenhouse units in Yazd province [4]. The 
experimental site with hyper arid-cold (according to De 
Martonne climate classification) is 1140 m above the sea level 
[33]. As shown in Figure 1, the northeast-southwest direction 
is the dominant orientation of the greenhouses in the 
Hemmatabad region. 

 

 
Figure 1. Aerial view of greenhouses in Hemmatabad district 

 
2.2. Greenhouse model 

In this study, the effect of orientation on solar irradiation 
received inside the greenhouses is investigated. For this 
purpose, a greenhouse with the specifications given in Table 1 
was considered in three directions: north-south (N-S), east-
west (E-W), and northeast-southwest (NE-SW). In addition, 
the received radiation was calculated for each orientation and 
the results were compared with each other. Due to the type 
and dimensions of most of the existing structures built in the 
last few years in the study region, a greenhouse with the 
assumptions of Table 1 was modeled in this study. 
Considering the latitude of the study region, arch height, and 
its ratio to the center height (2

7
) and due to the lack of effective 

shading of the roofs on each other, it is assumed that the 
shadow of the roof does not occur. 
   For computation purposes, the small curved section surfaces 
(canopy) have been considered as flat surfaces [25]. The 
conversion of all surfaces of the greenhouse curve into flat 
plates, along with their naming for one span, is shown in 
Figure 2 for E-W orientation greenhouse. Moreover, the 
specifications of each section are given in Table 2. For each of 
the surfaces introduced in Figure 2, the surface slope angle (B: 
the angle between the plane of the surface in question and the 
horizontal) and surface azimuth angle (Y: the deviation of the 
projection on the horizontal plane of the normal to the surface 
from the local meridian) for the studied greenhouses are 
shown in Table 2. 

 
Table 1. Model greenhouse specifications 

Parameter  Value 
Geometry Arch / Multi-span 

Length 40 m 
Arch span 8.5 m 

Number of spans 11 
Total width 93.5 m 

Area 3740 m2 
Column height 4 m 

Arch height 1.6 m 
Center height 5.6 m 

Cover polyethylene 
Total coverage area 5457.44 m2 

 

 

 
Figure 2. Conversion of curved surfaces into flat plates and assigning them for one span of the greenhouse (E-W) 
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Table 2. Sectional specifications of one span of the greenhouse in the investigated orientations 

Sectional specifications in the E-W orientation 

 SW SR 1 SR 2 R NW NR 1 NR 2 EW WW 

Area (m2) 160 76 76 76 160 76 76 43.52 43.52 

β (°) 90 33 16 0 90 33 16 90 90 

γ (°) 0 0 0 ― 180 180 180 -90 90 

Sectional specifications in the N-S orientation 

 EW ER 1 ER 2 R WW WR 1 WR 2 NW SW 

Area (m2) 160 76 76 76 160 76 76 43.52 43.52 

β (°) 90 33 16 0 90 33 16 90 90 

γ (°) -90 -90 -90 ― 90 90 90 180 0 

Sectional specifications in the NE-SW orientation 

 SE.W* SE.R 1 SE.R 2 R NW.W NW.R 1 NW.R 2 NE.W SW.W 

Area (m2) 160 76 76 76 160 76 76 43.52 43.52 

β (°) 90 33 16 0 90 33 16 90 90 

γ (°) -45 -45 -45 ― 135 135 135 -135 45 

* SE.W: Southeast wall, SE.R: Southeast roof, R: Horizontal roof, NW.W: Northwest wall, NW.R: Northwest roof, NE.W: 

Northeast wall, SW.W: Southwest wall 

 
2.3. Beam and diffuse components of hourly 
irradiation 

The hourly solar irradiation received on the horizontal surface 
on a day of three colder months of the year (December, 
January, and February) from 2009 to 2019 was gathered from 

the Islamic Republic of Iran Meteorological Office data center 
(IRIMO) in Yazd province. 
   To calculate the irradiation receiving the inclined surfaces, 
the contributions of diffuse and beam irradiation of global 
radiation on the horizontal surface must first be determined, 
for which purpose Eq. (1) was used [34, 35]: 

 

Id
I = �

1.0 − 0.09kt                                                                                     kt ≤ 0.22              
0.9511 − 0.1604kt + 4.388kt2 − 16.638kt3 + 12.366kt4   0.22 < kt ≤ 0.80
0.165                                                                                                 kt > 0.80               

 
 

(1) 

 
   The hourly clearness index (kt) is the ratio of particular 
hourly irradiation received on the horizontal surface to the 
extraterrestrial irradiation for that hour [35]. 
 
2.4. Solar radiation on inclined surfaces 

The total radiation received on greenhouse roofs and walls 
was considered to be having 3 components: beam radiation, 
diffuse radiation, and radiation reflected from the ground. 
Based on this concept and by applying Eq. (2), the total solar 
irradiation on any surfaces of greenhouse per square meter 
were calculated [36]: 
 

Si(t) = IbRb,ave + IdRd + (Ib + Id)ρRr (2) 
 
   Each of the components of this expression is as follows: 
 
2.4.1. Beam radiation availability on greenhouse cover 

The relation between the beam radiation on the horizontal 
surface and that on the tilted surface (Rb) can be computed as 
follows [26, 35]: 
 

Rb =
cosθi
cosθz

 (3) 

 
   To extend Eq. (3) to an integrated form from an 
instantaneous equation (limits ω1 and ω2 defined in an hour) 
over a time period of ω1 to ω2, the average Rb is given by [35]: 

Rb,ave =
∫ cosθi dω
ω2
ω1

∫ cosθz dωω2
ω1

 
(4) 

 
where 
 

� cosθi dω
ω2

ω1

= (sin δ sinΦ cosβ

− sin δ cosΦ sin β cos γ)
1

180
(ω2

− ω1)π
+  (cos δ cosΦ cosβ
+ cos δ sinΦ sin β cos γ)(sinω2
− sinω1)  
− (cos δ sin β sin γ)(cosω2
− cosω1) 

(5) 

 
and: 
 

� cos θz dω
ω2

ω1

= (cosΦ cos δ)(sinω2 − sinω1)

+ (sinΦ sin δ)
1

180
(ω2 − ω1)π 

(6) 

 
2.4.2.Diffuse radiation and radiation reflected from 
the earth's ground 

Some parts of the solar radiation reach the earth's surface after 
scattering in the atmosphere. The current study assumes that 
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the solar diffuse radiation in the atmosphere is isotropic (the 
diffuse radiation from the whole sky is of the same strength 
approximately). Thus, to determine the diffuse radiation 
received by a face tilted from the horizontal at slope β, first, 
the view factor of surface to the sky was calculated [26, 35]: 
 

Rd =
1 + cos β

2
 

(7) 

 
   To calculate the solar radiation diffusely reflected from the 
earth’s surface and received by a surface with a slope β 
relative to the horizontal, the view factor for the earth’s 
surface was calculated: 
 

Rr =
1 − cosβ

2
 

(8) 

 
   Each type of ground reflects radiation differently; thus, the 
ground reflection factor (ρ) is used. ρ is the so-called albedo 
value (ALB) and its value for heath surfaces is 0.10 to 0.25 
[37]. In the present case, in terms of the land type and 
vegetation of the investigated region, the value of 0.25 has 
been applied. 
 
2.5. Solar radiation received on greenhouse cover 

Total solar radiation falling on the outer surface of greenhouse 
cover is thus calculated as follows [31]: 
 

St = � Si(t)Ai 
(9) 

 
   In the case of the multi-span greenhouse under investigation, 
there are several roofs and walls whose factors mentioned in 
Table 2 (depending on the orientation) are the same for some 
of their surfaces. Therefore, calculations are performed for 
one of these surfaces and the result is multiplied by their 
number. As shown in Figure 2, the flat plates that receive 
equal radiation are shown in the same color. 
 
2.6. Solar radiation transmission from greenhouse 
cover 

The entire radiation on the outer surface of the greenhouse 
cover does not reach the environment; instead, some of it is 
reflected by the greenhouse cover, some is absorbed by the 
cover while the remainder is transferred to the inside 
environment of the greenhouse. The initially transmitted solar 
radiation (regardless of the absorption factor of cover) 
dependent on parallel component (𝑟𝑟||) and perpendicular 
component (𝑟𝑟⊥) [19] is given below: 
 

τr =
1
2 �

1 − r||

1 + r||
+

1 − r⊥
1 + r⊥

� 
(10) 

 
where: 
 

r|| =
tan2(θr − θi)
tan2(θr + θi)

 
(11) 

  

r⊥ =
sin2(θr − θi)
sin2(θr + θi)

 
(12) 

 
   θi is the incidence angle of the unpolarized radiation and 
considered equal to the average value at the one-hour interval. 
θr is the refraction angle. These angles are dependent on the 
refraction indices in the cover medium as follows: 

ni
nr

=
sin θr
sin θi

 (13) 

 
   The values of refractive indices of air (ni) and polyethylene 
(nr) are taken as 1 and 1.37, respectively [25]. The absorption 
of solar radiation in a semi-transparent medium can be 
calculated based on Bouguer's law. For this reason, the 
following function was used [35]: 
 

τa =
Itransmitted

Iincident
= exp �−

KL
cosθr

� (14) 

 
where K is the extinction coefficient (assumed to be a fixed in 
the solar spectrum) and its value was considered to be 400 m-1 

for the polyethylene sheet [38]. The cover thickness (L) of 0.2 
mm was used for polyethylene case [25]. Finally, the 
transmittance coefficient of a single cover is calculated as 
follows: 
 
τ = τrτa (15) 

 
   Equations (10)-(15) can be applied only to the solar beam 
radiation because its incidence angle (θi) is calculated. 
However, for diffuse and reflected radiation, this angle is 
unknown. The results presentation can be facilitated by 
determining an equivalent angle for solar beam radiation. 
Thus, for incident isotropic radiation, it is assumed that a 
cover has equal transmittance for reflected and diffuse 
radiation as it does for beam radiation event at an angle of 60° 
[35]. 
 
3. RESULTS AND DISCUSSION 

Based on the meteorological data (from 2009 to 2019), the 
average of solar energy on the average day of each month was 
calculated for Yazd province. The average daily irradiation of 
solar energy for this province was about 25 MJ m-2. 
 
3.1. The portion of beam and diffuse irradiation 

The portion of beam and diffuse components of hourly 
irradiation for the mean of the average days of the investigated 
months is illustrated in Figure 3. At Hour 12 (noon, local 
meridian), the maximum beam radiation occurs due to the 
position of the sun perpendicular to the earth and traversing of 
the shortest distance in the atmosphere by the sun's rays. 

 

 
Figure 3. Share of beam and diffuse radiation of global solar 

radiation 

0

100

200

300

400

500

600

700

800

900

So
la

r 
ra

di
at

io
n 

(W
 m

-2
)

Time (h)

Total solar radiation
Diffuse radiation
Beam radiation



M. Gheyrati et al. / JREE:  Vol. 9, No. 3, (Summer 2022)   65-74 
 

70 

3.2. Irradiation received on the outer surface of the 
cover 

The most important factors in the solar irradiation captured by 
the greenhouse are the position of the plates relative to the sun 
and their view factor to the sky. The average of solar 
irradiation captured by the greenhouse for each orientation is 
illustrated in Figure 4. 

 
Figure 4. Total solar irradiation captured by the greenhouse for each 

orientation 

The N-S orientation received more irradiation on the outer 
surface of the cover, compared to other two orientations. 
However, not all of this irradiation is incorporated into the 
inside environment of the greenhouse and the changes occur 
as a result of the cover transmittance. 
 
3.3. Total irradiation captured inside the greenhouse 

In this study, hourly transmissivity (τ) for each greenhouse 
surface on the average day (for each month) was computed. 
Table 3 shows this coefficient for surfaces of the greenhouse 
in E-W orientation on the average day of January. 
   According to Table 3, the West Wall (WW) in the morning 
and the East Wall (EW) in the afternoon did not receive beam 
radiation due to the sun location. Figure 5 shows the total 
solar radiation that the greenhouse received in each 
orientation. 
   The greenhouse captured the maximum solar irradiation in 
E-W orientation. Kendirli [24] reported that the east-west 
orientation for greenhouses in Turkey increased the solar 
energy efficiency. According to Table 4, the greenhouse 
located in the E-W orientation on 10 December captured 
424.8 MJ more radiation than N-S orientation. The energy 
value of the natural gas is 49.5 MJ m-3 [39]. Thus, in 
December, the E-W orientation captured more energy 
equivalent to 257.4 m3 of natural gas than the N-S orientation. 

 
Table 3. Transmittance coefficient for surfaces of east-west greenhouse on 17 January 

 
Beam radiation 

Diffuse radiation and 
ground-reflected 

Time 
 

Section 
7:00 8:00 9:00 10:00 11:00 12:00 13:00 14:00 15:00 16:00 17:00 - - -  

SW 0.33 0.40 0.45 0.48 0.50 0.50 0.48 0.45 0.40 0.33 0.00 0.80 
SR1 0.25 0.38 0.47 0.53 0.56 0.56 0.53 0.47 0.38 0.25 0.00 0.80 
SR2 0.17 0.30 0.40 0.46 0.49 0.49 0.46 0.40 0.30 0.17 0.00 0.80 

R 0.08 0.20 0.30 0.36 0.39 0.39 0.36 0.30 0.20 0.08 0.00 0.80 
NW 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.80 
NR1 0.00 0.00 0.00 0.03 0.05 0.05 0.03 0.00 0.00 0.00 0.00 0.80 
NR2 0.00 0.08 0.16 0.22 0.24 0.24 0.22 0.16 0.08 0.00 0.00 0.80 
EW 0.53 0.47 0.38 0.25 0.09 0.00 0.00 0.00 0.00 0.00 0.00 0.80 
WW 0.00 0.00 0.00 0.00 0.00 0.09 0.25 0.38 0.47 0.53 0.55 0.80 

 

 
Figure 5. Total solar irradiation captured inside the greenhouse for 

each orientation 

Table 4. Total irradiation captured in the greenhouse on average days 
in each orientation (MJ) 

 N-S E-W NE-SW 
10 December 59941.2 60366.0 60032.5 
17 January 64985.4 65517.2 65063.0 
16 February 68018.3 68146.2 67910.0 

Mean of the average 
days 

64315.0 64676.5 64335.2 

 
   Sethi [25] and Chen et al. [32] reported that the E-W 
orientation captured maximum solar irradiation in winter. In 
another study conducted at 44°N latitude, for the E-W 
orientation, energy saving was reported at about 125 kWh day-1 
in June and 87 kWh day-1 in January [29]. 
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3.3.1. The types of irradiation received inside the 
greenhouse 

Each type of irradiation captured inside the greenhouse is 
shown for each orientation and surface of the structure in 
Figure 6. 
   The west and east roofs in the N-S orientation captured 
greater irradiation than other parts of the greenhouse due to 
their good position relative to the sun during the day and the 
large area of these surfaces (1672 m2 for each group of roofs 
in the total of structure). In Argentina, for an even span 
greenhouse with N-S orientation, the east roof received the 
highest solar irradiation in winter [13]. 
   Figure 6 (b) shows that in the E-W orientation, the north 
roofs (red and green surfaces in Figure 2) and south roofs 
(purple and orange surfaces in Figure 2) received greater 
irradiation. This was due to the large area of these surfaces 
and their wide view factor to the sky. The horizontal roofs 
also received a lot of diffuse irradiation due to their maximum 
view factor to the sky (Rd=1). The beam radiation was not 
captured by north wall of the greenhouse. Table 3 shows that 
the transmissivity coefficient (τ) of beam radiation from the 
north wall (for E-W orientation) was zero during the day and 
the total radiation received by this section consisted of diffuse 
and reflected irradiation. In the NE-SW orientation, the 
phenomenon of non-capturing of beam radiation by the north 
wall occurred for both northeast and northwest walls. 
   The reason for the high amount of diffuse radiation, as 
shown in Figure 6, is that the study was conducted for the cold 
season. According to Figure 3, in this season, the diffuse 
irradiation received on the ground's surface was much more 
than beam radiation. 

 

 
(a) 

 
(b) 

 
(c) 

Figure 6. Components of total irradiation received inside the three 
orientations (a: N-S; b: E-W; c: NE-SW) for each surface of the 

greenhouse 
 
3.4. Hourly analysis of irradiation captured for each 
surface 

The hourly variations of irradiation captured by each section 
(walls and roofs) of the greenhouse for N-S orientation are 
shown in Figure 7. 
   As can be seen from Figure 7, according to the direction of 
the east and west roofs and the path of the sun, the irradiation 
captured by the eastern roofs is reduced during the day and 
added to the irradiation received by the western roofs. Thus, it 
can be concluded that the sun is inclined toward these surfaces 
during the day. Due to this angle of inclination (solar 
incidence angle), not all of the irradiation received on the 
outer surface of the cover is added to the greenhouse and the 
large amount of it is wasted. Therefore, the greenhouse with 
N-S orientation in the cold season, despite having greater 
irradiation received (on the outer surface of the cover) than the 
E-W orientation, captured less irradiation inside the 
greenhouse. 

 

 
Figure 7. Hourly variations of irradiation received on each section of 

the greenhouse for the N-S orientation 
 
   Figure 8 shows that in the E-W orientation, the movement of 
the sun from east to west had a significant effect on the 
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irradiation captured by the southern roofs, and this section of 
the greenhouse received irradiation on a horizontal surface. 
Therefore, the large amount of irradiation received on the 
outer surface of the southern roofs was transferred from the 
cover and captured inside the greenhouse. In other words, the 
main section of the irradiation receiver in the greenhouse with 
E-W orientation was perpendicular to the sun; thus, greater 
irradiation spread into the environment, compared to the N-S 
orientation. Finally, it can be concluded that the solar 
transmittance of cover was affected by incidence angle and 
sun elevation. Von Elsner et al. [23] reported that for 
greenhouses in European Union countries, the transmittance 
through multi-span pitched-roof structures was lower in 
winter for the N-S than that for the E-W orientation. 

 

 
Figure 8. Hourly variations of irradiation captured by each surface of 

the greenhouse for the E-W orientation 
 
   Figure 9 shows that in the NE-SW orientation, the southeast 
and northwest roofs received greater irradiation. In general, it 
can be said that the greenhouse conditions with this 
orientation were in the middle of the E-W and N-S 
orientation. Therefore, in order to correctly understand the 
pattern and amount of radiation received for a greenhouse 
with the NE-SW orientation, calculations should be done for 
the whole year to evaluate its suitability than other two 
orientations. 

 

 
Figure 9. Hourly variations of irradiation captured by each surface of 

the greenhouse for the NE-SW orientation 

In the NE-SW orientation, if the northeast wall was insulated 
despite the large area of this wall (478.72 m2), only 5.6 % of 
the total irradiation captured during the day would be reduced. 
Ignoring this amount of captured irradiation can be justified in 
comparison with energy savings caused by the insulation of 
this surface of the greenhouse. In general, due to the non-
capturing of the beam irradiation by the north wall for the 
three orientations, its insulation can be effective in saving 
energy consumption. Gupta and Chandra [12] reported that 
insulation of north wall in E-W oriented greenhouse could 
reduce 30 % of the structure’s heating requirements. Also, 
another study demonstrated that the use of brick wall on the 
northern side of greenhouse with E-W orientation could 
reduce 31.7 % of heating demand in winter [19]. 
 
3.5. Importance of time of receiving maximum 
irradiation 

According to Figure 8, the maximum solar irradiation 
received inside the E-W oriented greenhouse was at noon. 
Although this amount of energy is greater than what the 
greenhouse needs at noon, a large portion of it must be 
removed from the greenhouse by ventilation system [19]. 
Therefore, use of energy storage methods can be useful. 
Berroug et al. [40] reported that on winter nights, the 
application of phase change material placed in the north wall 
of the E-W oriented greenhouse could increase the 
temperature of plants and the air inside by 6–12 °C. On the 
other hand, Figure 7 shows that the maximum solar energy 
received inside the greenhouse for the N-S orientation was at 
10:00 AM by the eastern roofs and at 13:00 to 14:00 by the 
western roofs. Thus, compared to the E-W orientation, there is 
better concordance between the time of receiving maximum 
radiation and heating needs of the greenhouse. At solar noon, 
the intensity of the total radiation and possible surplus energy 
were reduced. 
 
4. CONCLUSIONS 

This study managed to determine the optimum orientation of 
the greenhouses for Hemmatabad region located in the central 
part of Iran. For this purpose, a comparison was made 
between the irradiation received on the outer surface of the 
greenhouse cover and the irradiation captured inside the multi-
span greenhouse with three different orientations (N-S, E-W 
and NE-SW). The main findings of this research are given 
below. 

1. The greenhouse in the N-S orientation received greater 
irradiation on the outer surface of the cover in winter. 
However, the irradiation captured inside the greenhouse 
for the E-W orientation was more than that in other 
orientations, pointing to the significance of the solar 
incidence angle in the rate of radiation transmission 
through the cover and their penetration into the 
greenhouse. 

2. The E-W orientation was the best selection for 
greenhouses in the study area because in the cold season, 
it captured an average of 361.48 MJ day-1 more energy 
than that in the N-S orientation and 341.29 MJ day-1 

more energy than that in the NE-SW orientation. In 
addition, energy saving methods such as insulating some 
greenhouse surfaces and storing surplus solar energy can 
also be useful in this regard. 
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3. The north wall could not receive the beam radiation for 
all the orientations investigated, and the total irradiation 
captured by this section was the diffuse radiation and the 
ground-reflected radiation. 

4. In the N-S orientation, compared to the E-W orientation, 
there was better concordance between the time of 
receiving maximum radiation and heating needs of the 
greenhouse. 

   The method used in the current study can be used to model 
and study different shapes of greenhouses at all latitudes and 
other seasons of the year. 
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NOMENCLATURE 

Ai Area of walls and roofs (m2) 
I Total radiation on a horizontal surface (Wm-2) 
Ib Beam radiation (Wm-2) 
Id Diffuse radiation (Wm-2) 
Rd View factor of tilted surface to the sky 
Rr View factor of tilted surface to the ground 
Si(t) Total solar radiation on various walls and roofs (Wm-2) 
St Total solar radiation falling on the greenhouse cover (W) 
Greek letters 
β Slope of the surface with horizontal (°) 
γ Surface azimuth angle (°) 
δ Declination angle of the sun (°) 
θi Angle of incidence (°) 
θz Zenith angle (°) 
ρ Reflectivity of the ground 
τ Transmissivity of the greenhouse cover 
ω Hour angle (°) 
Φ Latitude angle of a place (°) 
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A B S T R A C T  
 

In this study, the partial alteration of fuel consumption of combined cycle power plants was investigated and 
analyzed using an innovative model. This system is applicable using the fuel derived from the biomass 
gasification process. For this purpose, energy modeling of an advanced gasification system to supply a share of 
the gas fuel was fulfilled. The results demonstrated that by considering the reasonable capacities for the 
design, up to 10 % of natural gas fuel could be replaced with syngas. In addition, heat recovery of the plant 
stack in the Kalina low-temperature cycle enhanced the total efficiency by up to 1.7 %. Therefore, the 
competitive advantage of the proposed cycle was enhanced compared to conventional power generation 
systems. A parametric study of the components affecting the integrated cycle performance including 
alternative biomass fuels, moisture content of biomass fuel, steam-to-biomass ratio, and equivalence ratio of 
the gasifier was performed, and the permissible values of each factor were obtained. Thus, by utilizing the 
proposed approach, it is possible to gradually substitute the consumed fossil fuels of power plants with 
renewable resources to achieve the objectives of sustainable energy development. 
 

https://doi.org/10.30501/jree.2022.321835.1307 

1. INTRODUCTION1 

Gasification, considered a significantly high-efficiency 
technology for thermo-chemical conversion of biomass, has 
been converted into a promising approach to generating 
energy from solid waste [1-3]. Gasification is implemented 
using a gasifying agent (oxygen, air, or steam) to convert 
biomass into combustible synthesis gas through the reduction 
process at high temperatures (around 800-1000 °C) [1, 4]. 
Syngas includes methane, hydrogen, carbon monoxide, carbon 
dioxide, water steam, and unfortunate by-products. Each 
component concentration pertains to oxidant (i.e., gasifying 
agent), conditions of the process such as temperature and 
pressure, use or non-use of catalysts or sorbents like CO2 
capturing process, design of the gasifier, residence time of 
components, and feedstock composition [1, 5-9]. Furthermore, 
several types of gasifiers are used depending on the operating 
conditions and the type of biomass fuel. For instance, Rahman 
et al. [10] designed and implemented a low-tar downdraft 
biomass gasifier connected to a power generation system. The 
optimum equivalence ratio lies between 0.29 and 0.41 for the 
best performance of the mentioned gasifier. Using mass and 
 
*Corresponding Author’s Email: a.ozgoli@irost.org (H.A. Ozgoli) 
  URL: https://www.jree.ir/article_152884.html 

energy balances, the average gasifier capacity and cold gas 
efficiency are about 23.1 kW and 82.7 % for wood chips, 
whereas they are 33.1 kW and 60.5 % for wood pellets. 
Sorbents in the shape of CaO might cause a shift to the 
thermodynamic equilibrium and increase the H2 content up to 
90 %. Therefore, different efforts have been made through 
simulation models such as mathematical programming to 
achieve a significant progress in performance prediction. An 
accurate presentation of the chemical and physical attributes 
of various gasifier types facilitates an evaluation of syngas 
composition or formation of an optimized biomass gasifier 
plant for green power supply prospects [11-13]. 
   Figure 1 shows how to technically design and implement the 
concept of Fast Internal Circulated Fluidized Bed (FICFB) 
gasifier. Biomass is first gasified in the gasification reactor 
and the ungasified char is combusted in the FB combustion 
reactor. Therefore, biomass is burned to heat the substrate 
material. Particles of hotbed material are separated from the 
flue gas in the cyclone separator. Hot particles are transported 
to the gasifier through a sealed tube. The sealing of this area is 
to prevent gas leakage between the gasification and the 
combustion zone and to provide a desirable solid exit of the 
system . 

https://doi.org/10.30501/jree.2022.321835.1307
https://doi.org/10.30501/jree.2022.321835.1307
https://en.merc.ac.ir/
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The input biomass is transferred directly to a bubble fluidized 
bed gasification reactor by screw conveyors. In this chamber, 
several processes are performed in parallel. These processes 
include drying, volatilization, heat decomposition, and 
somewhat heterogeneous gasification. The bed temperature is 
set at 850 to 900 °C. The remaining char from the gasifier and 
the bed material is removed from the combustion zone in this 
system through a sloping channel [14-16]. 

 

 
Figure 1. Fast Internal Circulating Fluidized Bed (FICFB) steam 

gasifier [14] 
 

According to the study results (as shown in Table 1), the 
electricity generation potential of municipal waste, solid 
biomass (wood), and agricultural residues were calculated for 
Iran until 2050. Its results indicate that the full potential will 
be around 23.7 TWh y-1, equivalent to 3390 MW of power 
plants [17]. Moreover, Azizaddini et al. [18] demonstrated 
that the potential of available biomass resources in Iran was 
about 51 TWh, which is applicable to about 1400 MW of rural 
gasification power plants to 2300 MW of advanced 
gasification power plants. 
   In addition, low-temperature cycles that operate with 
different working fluids are conveniently suitable for 
recovering heat from steam turbines at small and medium 
power plants in the capacity range of hundreds of kilowatts. In 
fact, instead of water, organic chemicals with desirable 
thermodynamic properties are used in these cycles so that the 
enthalpy drop is much lower. Therefore, the flow can be 
expanded in several stages in the turbine [19, 20]. 
   Rentizelas et al. [21] compared two types of power 
generation systems including biomass-fueled boiler-ORC and 
biomass gasifier-stirling engine. Their results indicate that the 
generated electricity in the gasification cycle is more than 
three times that of the boiler cycle. Moreover, they indicate 
that the application of gasification instead of a biomass 
combustion system woud lead to many economic advantages. 
   In another study, Kalina [22] examined three arrangements 
for a small-scale power generation cycle including the 
downdraft biomass gasifier, gas engine, and organic Rankine 
cycle. The results indicated that the lowest energy efficiency 
of 23.6 % was obtained for the simple cycle, while the highest 
efficiency of 28.3 % was calculated for the dual ORC 
configuration. 
   Puig-Arnavat et al. [23] presented and compared five 
different arrangements for trigeneration cycles including 
electricity generation, heating, and cooling applying biomass 
gasification. The capacity of the studied cycles in the range of 
250 kW to 2 MW was considered. The highest equivalent 
energy efficiency of 42.7 % was obtained for an arrangement 
that used the generated steam by the heat recovery system in a 
double-effect absorption chiller. 

 
Table 1. The biomass electricity potential from agricultural waste (mainly bagasse), wood, and municipal waste in Iran until 2050 

 Municipal wastes Wood wastes Agricultural wastes Total 
Year 2000 2010 2020 2030 2040 2050 2050 2050 2050 

Biomass electricity 
potential (TWh y-1) 7.44 9.33 11.46 13.03 14.69 15.94 7.3 0.46 23.7 

 
   Fortunato et al. [24] proposed some schemes of the 
integrated power plant using biomass gasification as an 
alternative fuel. The presented solutions were based on two 
different regeneration scenarios and their results were 
compared. The results demonstrated the ineffectivenss of the 
extra combustor for regeneration. This study suffers from the 
simplicity of the mathematical model to solve complex 
thermodynamic cycles and the failure to consider essential 
components in the parametric analysis of gasifier, providing 
the entire system capacity with biomass fuel (in some months 
of the year), the feasibility of more efficient heat recovery, 
and use of low-temperature cycles for the cogeneration 
system. 
   As can be deduced from the findings mentioned above, it is 
not possible to replace biomass fuels with fossil fuels at 

conventional power plants at once. Therefore, the present 
study investigates the use of biomass fuels (with a reasonable 
and practical share) in the case of conventional power 
generation systems, especially for regions like Iran that 
benefit from natural gas. Previous studies have failed to 
comprehensively address this issue in countries with 
enormous oil and natural gas resources. Thus, gradual 
elimination of fossil fuels and development of renewable 
resources, as the objectives of sustainable energy 
development, can be considered two of the innovative 
research achievements. 
   In addition, this study investigated the increase in the power 
of the proposed power plant using a low-temperature Kalina 
cycle. This point is essential because upon increasing the 
power and output efficiency of power generation systems 
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using renewable energies, their competitiveness and 
acceptance will grow. Hence, another innovation of the 
present study is the proposition of an integrated cycle 
alongside the attempt at analyzing its capacity, constraints, 
and technical aspects. 
 
2. SYSTEM DESCRIPTION 

2.1. Base cycle 
Figure 2 shows the base combined cycle consisting of a 
fluidized bed biomass gasifier, a gas turbine, and a steam 
turbine. The produced syngas from the biomass gasification 
process is consumed as fuel in the combustion chamber of the 
gas turbine. An auxiliary fuel source is also considered in this 
study to be used in insufficient syngas to produce power with 

the capacity intended for the combined cycle. Flue gases from 
gasifier and gas turbine generate the required steam of the 
steam turbine in the Heat Recovery Steam Generator (HRSG). 
 
2.2. Biomass choice and characteristics 

The chosen biomass is wood chips due to waste biomass. It is 
of low price (20-60 € t-1) and shows a favorable agricultural 
and industrial by-product in diverse climate conditions [25]. 
The chemical characteristics of wood chips point to the 
sizeable lignocellulosic sector of the biomass. Generally, a dry 
and ash-free basis composition consists of 40-55 % of C,     
35-45 % of O2, 5-7 % of H2, less than 1 % of N2, Cl, and S, 
and less than 10 % ashes [26]. The composition values of the 
selected wood chips are shown in Table 2. 

 

 
Figure 2. Schematic of the main proposed IBG-GT-ST cycle 

 
Table 2. Dry composition of the selected wood chip biomass used in 

this study [27] 

Component Mole Fraction 
C 50.6 % 
H 6.5 % 
O 42.0 % 
N 0.2 % 
S 0.0 % 

Ash 0.7 % 
HHV 19.6 MJ kg-1 

 
2.3. IBG-GT-ST-Kalina cycle 

In this cogeneration scenario, the heat recovered from the 
exhaust of the topping combined cycle is consumed to 
generate electricity in the Kalina cycle as a low-temperature 
power system. According to Figure 3, the working fluid, a 
binary ammonia-water mixture, absorbs the flue gas heat in 
the evaporator. The working fluid at the evaporator outlet 
(State 5) is biphasic and therefore, separates into liquid (state 
7) and vapor (state 6) at the separator. The vapor leaving the 

separator expands to generate electricity in the turbine. The 
liquid leaving the separator transfers its heat in the regenerator 
to the working fluid before entering the evaporator (State 4). 
Then, the pressure of the regenerator outlet fluid in the throttle 
valve is reduced (State 9) and mixed with the turbine outlet 
fluid in the absorber (State 1). The temperature of the mixture 
is reduced in the condenser and it returns to the required 
operating pressure by the pump. 
 
3. MODELING APPROACH AND ASSUMPTIONS 

Mathematical modeling of the proposed cycles was performed 
using thermodynamic relations to calculate mass and energy 
balance, output power and efficiencies, and other principal 
parameters in EES software. 
   Equilibrium modeling of the gasification process is divided 
into two methods: stoichiometric and non-stoichiometric 
forms. The stoichiometric approach requires a reference 
reaction that covers all available reactions and gases and is 
modeled based on this reaction. In the non-stoichiometric 
method, there is no reference reaction. The only input required 
by the model is the final biomass analysis to find the 
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composition and calorific value of the produced synthesis gas. 
Many researchers believe that stoichiometric and non-
stoichiometric methods are equivalent in modeling value. 
   In this research, the non-stoichiometric method is used and 
in a thermodynamic model, the following are assumed: 

1. The circulating fluidized bed reactor is assumed to be 
dimensionless and it does not need to be designed. 

2. Heat loss in the reactor is negligible. 

3. Temperature distribution is uniform and complete mixing 
of materials occurs. 

4. Sufficient residence time is considered to reach 
equilibrium. 

 

 
Figure 3. Schematic of the modeled Kalina cycle 

 
   A Siemens twin-shaft industrial gas turbine SGT-400 and a 
Siemens steam turbine SST-110 have been considered in this 
study with the nominal power generation capacities of 12.9 
MWe and 7 MWe, respectively [28, 29]. 
   The following assumptions are defined to implement the 
energy model: 

1. All the proposed cycles operate in a steady-state 
condition; 
2. Pressure drops in all heat exchangers and pipes are 
ignored. 
3. The isentropic efficiencies of pumps and turbines are 
constant. 
4. Changes in potential and kinetic energies are ignored. 

   The produced gas’s Lower Heating Value (LHV) is 
estimated from the standard low calorific values (MJ kg-1) of 
the syngas characteristics. For instance, 120 MJ kg-1, 10 MJ 
kg-1, and 50 MJ kg-1 for H2, CO, and CH4 are mainly 
considered based on their mass concentrations in the whole 
produced gas. 
   The gasifier model operation conditions are presented in 
Table 3. 

 
Table 3. Input parameters of the proposed biomass gasifier 

Parameter Value Unit 

Biomass moisture content 14 [wt %] 

Steam-to-biomass ratio 0.5 - 

The temperature of biomass fuel at 
feedstock 

298 [K] 

Biomass inlet flowrate 0.1 [kg s-1] 

   The considered reactions in the proposed simulation are 
shown in Table 4. The gasifying agent is steam in this study. 
Steam gasification is usually implemented via a fluidized bed 
gasifier that can provide material recirculation to prepare the 
required heat of gasification reactions. Afterward, the design 
of the gasifier reactor might be a regular cylinder. Other 
descriptions could be found in the research executed by Di 
Carlo et al. [30]. 
   The governing equations of a gasifier with air or steam 
agent are presented. The ratios of biomass chemical 
components can be expressed as CxHyOzNwSv, where v, w, z, 
y are the molar ratios of hydrogen to carbon, oxygen to 
carbon, and nitrogen to carbon, and sulfur to carbon in the 
biomass, respectively [32]. 

CxHyOzNwSv +  αH2O + β(O2 + 3.75N2)
→ a1CO2 +  a2 CO + a3H2
+ a4H2O + a5CH4 + a6N2 + a7SO2 + tar 

(1) 

   ai represents the number of moles of gaseous components 
leaving the gas generator, β is the amount of air per kilomole 
of biomass feed, and α the kilogram of moisture per kilomole 
of biomass feed. Tar production calculations are neglected in 
the present study. 
   The coefficients of the products of production a 
(a1. a2. a3. … . a7) are unknown, and to obtain them, the Gibbs 
function of the products must reach the minimum possible 
value. On the other hand, the following equations are accepted 
according to the mass balance. 

x = a1 + a2 + a5 Carbon balance (2) 
   

y + 2α = 2a3 + 2a4 + 4a5 Hydrogen balance (3) 
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z + α + 2β = 2a1 + a2 + a4 + 2a7  Oxygen balance (4) 
   

w + 7.5β = 2a6 Nitrogen balance (5) 
   

v = a7 Sulfur balance (6) 
   

x = 1  (7) 
   

a8 =  a1 + a2 + a3 + a4 + a5 + a6  (8) 

   There are a total of 7 equations and ten unknowns. 
Therefore, the function must be minimized for several 
dependent variables, which can be three of (a1. a2. a3. … . a7). 

The Gibbs function for SO2, H2O, H2, CO2, CO is obtained 
and finally, the relation is calculated through the following 
equation. 

Gibbsfun = a1 gC02 + a2gCO + a3gH2 + a4gH2O + a5gCH4 +
a6gN2 + a7gSO2                                                                                (9) 

   This general function must be minimized for the three 
independent variables a1, a2, a3. 
   It should be noted that minimizing the Gibbs function can be 
used only when the temperature of the products is known. 

∆G
RT

= −ln (K)                                                                                  (10) 

 
Table 4. Gasification reactions [31] 

Reaction Reaction name Heat of reaction Reaction number 
Combustion reactions 

C + 0.5 O2  → CO Char partial combustion -111 MJ kmol-1 R1 
CO + 0.5 O2  → CO2 CO partial combustion -283 MJ kmol-1 R2 
H2 + 0.5 O2  → H2O H2 partial combustion -283 MJ kmol-1 R3 

Heterogeneous reactions 
C + H2O ↔ CO + H2 Water-gas +131 MJ kmol-1 R4 
C + CO2 ↔ 2CO Boudouard +172 MJ kmol-1 R5 
C + 2H2 ↔ CH4 Methanation -75 MJ kmol-1 R6 

Homogeneous reactions 
CO + H2O ↔ CO2 +  H2 Water gas-shift -41 MJ kmol-1 R7 
CH4 + H2O → CO + 3H2 Steam-methane reforming +206 MJ kmol-1 R8 

 
   In this case, another indeterminate variable, temperature, is 
added to the equations and the dimension ∆G is written for the 
significant gas equations including the Baudouard reaction 
equation, the water-gas reaction, and the methane reactions. 
This method assigns a value to the Gibbs function in standard 
conditions (pressure and temperature). The enthalpy value is 
also obtained using this method. Finally, the energy balance is 
obtained by solving the following equation. 

hr = hfBiomass + αhH2 O + βhO2 + β(3.76hN2)                           (11) 
 
hp = a1hCO2 + a2hCO + a3hH2 + a4hH2O + a5hCH4 + a6hN2 +
a7hSO2                                                                                             (12) 
 
hr = hp                                                                                           (13) 

   hr is the enthalpy of the reactants and hp is the enthalpy of 
the products. 
   The two thermodynamic parameters commonly used to 
investigate gasification operations are the calorific value of 
the synthesis gas and the cold gas efficiency, obtained from 
the following equations. 

hfBiomass = LHVdry + � 1
Mbio

� �a1 hCO + a2hCO2 + a3hH2 + a4hH20 +

a5hCH4 + a6hN2 + a7hSO2�                                                            (14) 
 

LHVgas = �� a1
Mbio

� LHVCO + � a3
Mbio

� LHVH2 + � a5
Mbio

� LHVCH4�     (15) 

 

CGE =
a8 RT0
p0  LHVgas

MbioLHVbio
 (%)                                                                 (16) 

Hydrogen is the desired product in this process and the 
efficiency of hydrogen production can be described as system 
efficiency in general or Equation 17: 

ηH2 = ṁH2LHVH2
MbioLHVbio

 (%)                                                                     (17) 

   Equivalence Ratio (ER) indicates air-to-biomass ratio and 
plays an essential role in biomass gasification. When the ER 
value is reduced, the share of H2 and CO in the synthesized 
gas increases [33]. 
   Higher ER leads to less H2 and CO and more CO2, which 
increases the amount of heat in the synthesized gas due to 
increased oxygen reactions. ER is also affected by moisture 
and raw biomass volatiles. If biomass water is higher than    
15 %, it increases the ER and the amount of gas. More 
volatiles in biomass increase tar production. 
   Steam to biomass ratio (S/B) is an essential parameter in 
gasification because it affects the volume of synthesized gas 
and its calorific value. Increasing the vapor ratio increases H2 
and increases the calorific value of the synthesized gas. It also 
reduces bitumen production due to water-gas change 
reactions, but the value of S/B can be increased to some extent 
because this increase causes excess steam vapor in the 
synthesized gas. Reducing the enthalpy in the production of 
this excess steam reduces the efficiency of this process; ths, 
this ratio should be optimal. 
   The modeling process for solving the gasification equations 
is presented in Figure 4. 
   The electrical efficiency of the integrated cycle is obtained 
by Equation 18: 
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GC SC BC
Electrical,IC

in

W +W +Wη =
Q

  

  (18) 

where ηElectrical,IC presents the electrical efficiency of the 
integrated cycle, ẆGC, ẆSC, and ẆBC are the gas cycle, steam 

cycle, and bottoming cycle delivered power, and Q̇in is the 
supplied heat by fuels (biomass and natural gas). 
   Some of the critical equations of gas cycle calculations are 
presented in Table 5 [34]. 
   The main equations of steam cycle calculations are given in 
Table 6 [35]. Table 7 shows the initial values for base 
combined cycle modeling. 

 

 
Figure 4. The modeling process of the gasification equations in the present study 

 
 

Table 5. The main equations of the gas cycle 

Parameter Equation Description No. 

Heat rate 
Prime

3412( Btu kWh)Heat rate=
η

 Primeη is the GC thermal efficiency 

defined by manufacture 
(19) 

Actual air flow rate theori iactua c ll t am =m ×Excess Air   Excess air is defined as input data (20) 

GC net delivered power GC,net turbine compressorW =W -W    - (21) 

GC net efficiency GC,net
GC,net

in

W
η =

Q




 

inQ  is the supplied heat by fuel (22) 

 
 

Table 6. The main equations of the steam cycle 

Parameter Equation Description No. 

Flue gas enthalpy 
Fluegas Fluegas GT,out GT,out

gasifier combustor,out gasifier combustor,out

m .h =(m .h )+

(m .h )

 



 

Gasifier combustor components are 
H2O, CO2, N2, SO2 

(23) 

Duct burner outlet flow rate 
Duct burner,out Fluegas

Fresh air Auxiliaryfuel

m =(m

+m +m )

 

 
 

The duct burner is activated if the flue 
gas enthalpy is not enough. 

(24) 

SC net delivered power SC,net turbine pumpW =W -W    - (25) 

SC net efficiency SC,net
SC,net

in

W
η =

Q




 inQ  is the supplied heat by flue gas (26) 
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Table 7. Initial values of the base combined cycle 

Parameter Value Unit 
Specific heat capacity of flue gas in GC [36] 1.185 [kJ (kg K)-1] 

Reference temperature when the enthalpy and entropy are assumed zero 273 [K] 
Reference pressure when the enthalpy and entropy are assumed zero 1.013 [bar] 

Specific heat capacity of air 1.005 [kJ (kg K)-1] 
Specific heat capacity of fuel 1.148 [kJ (kg K)-1] 

Air heat capacity ratio 1.4 - 
Natural gas heat capacity ratio 1.333 - 

Universal gas constant 8314 [J (kmol K)-1] 
The pressure of inlet water into the cycle 101.3 [kPa] 

The temperature of inlet water into the cycle 20 [°C] 
The outlet temperature of the steam turbine 54 [°C] 

 
To calculate natural gas fuel conservation by biomass 
consumption in the combined cycle, the equivalence biomass 
flow rate has been considered in Equation 27. Therefore, 
fossil fuel conservation could be obtained. 

syngas syngas
eq,biomass

fuel,GC

(m ×LHV )
m =

LHV


  (27) 

  

eq,biomass
fuelconservation

fuel,GC

(m )
m =

LHV


  (28) 

   Then, by placing the integrated cycle flow rate in Equation 
30, the combined cycle efficiency is calculated. 

IC fuel,GC eq,biomassm =(m -m )    (29) 
  

net,CC
IC

biomass biomass IC fuel,GC

(W )
η =

(LHV ×m ×1000)+(m ×LHV )



 
 (30) 

   The mass balance of the Kalina cycle working fluid is 
represented by Equation 31: 

in out(m .x)= (m .x)∑ ∑   (31) 

   In this equation, x represents the amount of ammonia 
concentration in the ammonia-water mixture. 
   The absorbed heat in the evaporator is obtained by Equation 
32: 

Evaporator Evaporator,out Evaporator,inq =h -h  (32) 

   Also, dissipated heat in the condenser is presented by the 
following equation: 

Condenser Condenser,out Condenser,inq =h -h  (33) 

   The net Kalina delivered power can be evaluated by 
Equation 34: 

Kalina,net Turbine PumpsW =W -W    (34) 

   Furthermore, the energy efficiency of the Kalina cycle is 
shown in Equation 35 [22]: 

net,Kalina
Kalina

Evaporator

W
η =

Q




 (35) 

 
4. RESULTS AND DISCUSSION 

4.1. Biomass gasifier 

Syngas composition is compared in Table 8 with the 
generated results of the previous studies according to the 
literature data including findings of Fercher et al. and 
Hofbauer et al. [37-39] at an S/B of 0.5. It should be noted 
that all components of the produced gas have been considered 
in modeling pertainig to the written values in this Table. 

 
Table 8. Comparison of syngas characteristics with experimental and mathematical studies 

S/B = 0.5 (𝐤𝐤𝐤𝐤𝐬𝐬𝐬𝐬𝐬𝐬𝐬𝐬𝐬𝐬 𝐤𝐤𝐤𝐤𝐛𝐛𝐢𝐢𝐨𝐨𝐨𝐨𝐨𝐨𝐨𝐨𝐨𝐨⁄ ) Literature Data [37, 38] Literature Data [40] Current Study 
H2 (% dry mole fraction) 30-40 42.2 41.9 
CO (% dry mole fraction) 20-30 22.9 23.3 
CO2 (% dry mole fraction) 15-25 21.8 21.7 
CH4 (% dry mole fraction) 8-12 13.1 7.3 

LHV (MJ kg-1) 14.1-15.2 14.2 15.8 

 
   According to the comparison made in Table 8, it is 
discussed that due to the use of catalysts in the experimental 
study of References 37 and 38, the water-gas shift reactions 
and steam methane reforming are presented in relations, R7 
and R8, producing less carbon monoxide and carbon dioxide. 
However, the results obtained from this study and Reference 
40 have been adjusted based on the equilibrium conditions of 
gasification and the correction coefficients of the FICFB 

biomass gasifier system, causing a slight difference between 
the results. Thus, it is clear that the model proposed in the 
present study has acceptable validity. 
   Of note, fluidized bed gasifiers operate in unstable 
temperature conditions due to their turbulent conditions, and 
simple models cannot achieve high-precision responses. 
Therefore, the reasonable accuracy of the model presented in 
this study is confirmed. 
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4.2. Combined cycle 
The results of the main parameters of the base cycle are 
presented in Table 9. The total delivered power of the cycle is 
17.94 kW. The results indicate acceptable conformity to the 
details published by the manufacturer of gas and steam 
turbines [28, 29]. 

 
Table 9. Results of the base proposed combined cycle 

Parameter [Unit] Value 
Gas cycle 

Heat rate [Btu kWh-1] 9805 
Inlet GC fuel flowrate [kg s-1] 0.8147 
Inlet GC air flowrate [kg s-1] 37.14 

Compressor outlet temperature [K] 661.3 
Flue gas mass flow rate [kg s-1] 38.08 

Steam cycle 
Inlet feed water pump flowrate [kg s-1] 5.1 

HP steam demand [kg s-1] 5 
HP steam produced [kg s-1] 6.122 

Temperature in A [K] 837 
Temperature in C [K] 538.5 

Power and Efficiencies 
Gas cycle net delivered power [kW] 12,850 

Steam cycle net delivered power [kW] 5090 
Gas cycle efficiency [%] 34.67 

Steam cycle efficiency [%] 13.74 
 
4.3. Kalina cycle 

The proposed integrated power system results based on the 
Kalina cycle are presented in Table 10. Also, the 
thermodynamic values for all nodes of the Kalina cycle are 
shown in Table 11. 
   According to the modeling results given in Table 10, the 
utilization of the Kalina cycle leads to the improvement of the 
total cycle power by approximately 1.7 %. 

 
Table 10. The results of the IBG-CC-Kalina modeling 

Parameter Value Unit 
Integrated cycle efficiency 52.58 [%] 

Kalina cycle efficiency 19.82 [%] 
Integrated cycle net delivered power 18,535 [kW] 

Kalina expander delivered power 620 [kW] 
Kalina cycle net delivered power 592 [kW] 

 
 

Table 11. The thermodynamic values of each node of the Kalina 
cycle in the proposed integrated cycle 

State T (K) P (bar) x (%) m (kg s-1) 
1 315.3 10.74 95 2.5 
2 302 10.74 95 2.5 
3 303.8 80 95 2.5 
4 309.8 80 95 2.5 
5 426.2 80 95 2.5 
6 426.2 80 96.54 2.38 
7 426.2 80 64.31 0.1195 
8 307.8 80 64.31 0.1195 
9 308.9 10.74 64.31 0.1195 
10 314.2 10.74 96.54 2.38 
11 433.5 1 - 38.08 
12 423.5 1 - 38.08 

4.4. Parametric study 

4.4.1. Steam to biomass ratio 

Figure 5 shows the outcome of parametric analysis for the 
proposed model by changing the S/B ratio from 0.1 to 0.9 and 
the gasifier temperature is 820 °C. 

 

 
Figure 5. Syngas composition and LHV changes relative to steam-

to-biomass ratio variation in the proposed combined cycle 
 
   Given the formula observed for calculating LHV (Equation 
(15)) [41], the coefficient corresponding to the molar fraction 
of CO is higher than that of H2. Therefore, the LHV decreases 
as SB increases, as shown in Figure 5, in a wide range of SB 
ratios. It can be seen that increase in H2 is always followed by 
a decrease in CO and an increase in CO2. Hence, the value of 
the SB ratio should not be too large, especially at high 
gasification temperatures. 
 
4.4.2. Alternative fuels 

To conduct a technical feasibility study and compare the 
effectiveness of alternative biomass fuels, three agricultural 
and horticultural biomass fuels were considered as the input of 
the proposed gasifier system in this study. These fuels include 
two types of gardens pruning wastes and sugarcane bagasse. 
The specifications of alternative fuels and the results obtained 
for the base cycle are given in Table 12 [42]. 

 
Table 12. Mole fraction of the selected alternative biomass fuels 

Component 
Garden 

Prunings #1 
Garden 

Prunings #2 
Bagasse 

C (% dry mole fraction) 51.02 50.38 46.96 
H (% dry mole fraction) 6.41 6.2 5.72 
O (% dry mole fraction) 35.63 35.38 44.05 
N (% dry mole fraction) 0.64 0.86 0.27 
S (% dry mole fraction) 0.0 0.0 0.02 

Cl (% dry mole 
fraction) 

0.0 0.0 0.04 

Ash (% dry mole 
fraction) 

6.3 7.18 2.94 

Moisture Content (%) 10 10 10 
HHV (MJ kg-1) 19.48 19.26 18.5 
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The results obtained from modeling the base cycle for the 
primary and alternative fuels are shown in Table 13. The use 
of wood chip fuel in the gasifier exhibits better results than 
other alternative fuels due to its higher calorific value. 

However, the results of this study prove that the application of 
biomass fuels will save more than 8 % in natural gas 
consumption at the proposed power plant. 
 

 
Table 13. Results of the base proposed combined cycle for the selected biomass fuels 

Parameter [Unit] Wood Chips Garden Prunings #1 Garden Prunings #2 Bagasse 

Natural Gas fuel conservation by using biomass [kg s-1] 0.08288 0.07754 0.07447 0.07011 

Natural Gas fuel conservation rate [%] 10.17 8.51 8.14 8.60 

Duct burner fuel flowrate [kg s-1] -0.0428 -0.0424 -0.0429 -0.0428 

Duct burner input air flowrate [kg s-1] -0.5397 -0.5416 -0.5418 -0.5401 

High heating value of biomass [MJ kg-1] 20.96 20.14 19.72 17.27 

Low heating value of cold gas [kJ kg-1] 15,867 13,117 15,733 16,203 

Low heating value of syngas (CO+CH4+H2) [kJ kg-1] 52,352 49,524 49,522 48,434 

Biomass molar weight [kg kmol-1] 23.57 22.06 22.13 24.81 

Produced gas molar weight [kg kmol-1] 8.873 8.409 8.282 8.12 

Syngas mass flowrate (CO+CH4+H2) [kg s-1] 0.07908 0.07124 0.06842 0.06587 

Gasification temperature [°C] 821 714 696 797 

Gasifier cold-gas efficiency [%] 79.75 75.46 74.85 78.22 

Hydrogen production energy efficiency [%] 20.67 10.46 8.99 18.91 

Combined cycle efficiency [%] 50.90 48.47 48.33 49.40 

 
4.4.3. Fuel conservation 

Figure 6 shows the rate of changes in natural gas consumption 
savings relative to the evolution of steam-to-biomass ratio in 
the studied combined cycle using the proposed biomass 
gasification system. Increasing the amount of hydrogen 
produced by Reactions R4, R7, and R8 will increase the 
calorific value of the syngas and make it possible to reduce 
the share of natural gas. 

 

 
Figure 6. Natural gas fuel conservation relative to steam-to-biomass 

ratio changes in the proposed combined cycle 
 
   Changes in the molar percentage of each component of the 
synthesized gas due to the variation of the biomass fuel water 
content entering the system are given in Figure 7. Moisture 
content increase has a positive effect on the water gasification 
process, and gas shift reaction in the gasifier and hydrogen 
content increase is expectable. As can be seen, despite the rise 

in the amount of moisture in the fuel, the amount of hydrogen 
in the syngas composition increases; it is not desirable due to 
the increased production of carbon dioxide. The temperature 
in the gasifier reactor decreases with fuel moisture content 
growth. There is some critical point when the temperature at 
the reactor is too low and the intensity of hydrogen production 
is down. Therefore, the amount of 10 % humidity can be the 
acceptable level of biomass bulb content for consumption in 
this cycle and it will cause, unfavorably, more production of 
environmental pollutants. 

 

 
Figure 7. Syngas composition changes relative to biomass moisture 

variation in the proposed combined cycle 
 
   The curve of changes in the syngas components relative to 
the changes in the equilibrium rate is presented in Figure 8. 
Based on the results, the equilibrium rate in the range of 0.15 
to 0.35 can be acceptable. In this range, the concentrations of 
major combustible gases, including H2, CH4, and CO, are 
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reduced because of oxidation reactions (R1-R3). Higher 
values lead to a decrease in the share of hydrogen and 
consequently, reduction of the calorific value of the gas 
produced. Thus, it is understood that the value considered in 
this research is a suitable and permissible value according to 
other parameters affecting the gasification process. 

 

 
Figure 8. Syngas composition changes relative to equivalence ratio 

variation in the proposed combined cycle 
 
   The effect of the equivalence ratio on lower heating value 
and cold gas efficiency is presented in Figure 9. As can be 
seen in the curves of this figure, by increasing the equivalence 
ratio by more than 0.3, the amount of cold gas efficiency of 
the gasifier decreases significantly, which is not desirable. 
Based on what was stated in Section 3, an excessive increase 
in the amount of air compared to the biomass fuel entering the 
system will have a negative effect on the production of 
valuable syngas. 

 

 
Figure 9. Syngas LHV and gasifier cold gas efficiency changes 

relative to equivalence ratio variation in the proposed combined cycle 
 
   The reduction of the natural gas consumption rate due to the 
replacement of the syngas in the proposed cycle, compared to 
the equivalence ratio changes greater than 0.35, is shown in 
Figure 10. Reducing the amount of syngas production in the 
gasifier will increase the system's share of natural gas 
consumption. Therefore, adjusting the cycle fuel system in the 

declared range for the equivalence ratio is necessary to 
achieve the goals mentioned in this cycle. 

 

 
Figure 10. Natural gas consumption and syngas production change 

relative to equivalence ratio variation in the proposed combined cycle 
 
5. CONCLUSIONS 

The present study investigated and analyzed the application of 
FICFB as an advanced biomass gasification system in a small-
scale combined cycle power plant to generate the required fuel 
fraction. For this purpose, first, thermodynamic study of a 
combined cycle power plant consisting of two accessible types 
of gas and steam turbines with nominal capacities of 12.9 and 
7 MW was performed. Then, based on the amount of biomass 
fuel available in Iran, calculations related to the mass and 
energy balance of the biomass gasifier were fulfilled. The 
energy modeling results in the proposed power plant indicate 
that syngas produced by the gasifier could supply about 10 % 
of the share of fuel consumed. 
   To increase the competitiveness of the studied cycle, the 
utilization of a low-temperature cycle to recover the stack heat 
of the topping combined cycle was proposed. The results 
demonstrate that the application of the Kalina cycle increased 
the total efficiency by about 1.7 % . 
   A parametric study on four biomass fuels of the agricultural 
type illustrated that wood chips were more desirable in 
producing syngas with a higher calorific value. Also, 
parametric analyses were performed on the influential factors 
of the studied biomass gasifier, and the maximum permissible 
equivalence ratio was 0.35. In addition, the need to dry the 
biomass fuel before gasifier feeding and having a maximum 
of 10 % moisture content were other achievements of this 
study. 
   Based on the present study results, gradual elimination of 
fossil fuels is possible in a step-by-step fashion with 
renewable energy technologies. Therefore, more steps can be 
taken for sustainable energy development by adopting a policy 
of sequential replacement of fossil fuels in regions with 
adequate biomass fuel capacities. 
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NOMENCLATURE 
Cp Specific heat capacity (J kg-1 K-1) 
ER Equivalence ratio 
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LHV Lower heating value (kJ kg-1) 
HHV Higher heating value (kJ kg-1) 
ṁ Mass (kg) 
P Pressure (bar) 
Q̇ Heat (W) 
S/T Steam to biomass ratio 
T Temperature (K) 
Ẇ Power (W) 
Abbreviations 
BC Bottoming Cycle 
CHP Combined Heat and Power 
CGE Cold Gas Efficiency 
FB Fluidized Bed 
FICFB Fast Internal Circulating Fluidized Bed 
GC Gas Cycle 
GT Gas Turbine 
HRSG Heat Recovery Steam Generator 
IBG Integrated Biomass Gasification 
IC Integrated Cycle 
ORC Organic Rankine Cycle 
ST Steam Turbine 
Greek letters 
η Efficiency 
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A B S T R A C T  
 

This research aims to determine the influence of fundamental, applied, developmental research and 
Nanofabrication (NanoFab) centers on the final outcomes achieved by research and development activities, 
implying product development and value creation in nanotechnology. Data were collected through library 
studies and field studies in this study and research factors were also identified. To confirm the collected 
factors, structural equation technique and Smart PLS software were used and after confirming the research 
factors, the collected data were analyzed using fuzzy inference method and MATLAB software. The achieved 
results indicated that this field had the most performance despite the minimal influence of fundamental 
research on the final results of research and development activities and developmental research, while 
NanoFabs had the poorest performance with the highest influence on the final results of research activities. It 
is possible to conclude according to the research results that research and development activities at the 
fundamental and applied levels cannot easily be connected to the end ring, i.e., industry without NanoFab 
centers, and provide the final product and create value. Furthermore, providing NanoFab or NanoFabs with 
emphasis on the development of nanomaterial can significantly affect the development of renewable energies. 
 

https://doi.org/10.30501/jree.2022.292097.1222 

1. INTRODUCTION1 

Fossil fuel-based energy sources such as gas, coal, and diesel 
are the main energy resources of traditional generators in the 
power system and, fossil fuel energy production leads to air 
pollution by increasing the load demands. Thus, development 
of a Renewable Energy Sources (RES) based system is 
essential to ensure a reliable, low-pollution and inexpensive 
energy production [1]. Of course, the high penetration of 
Renewable Energy Resources (RERs) increases the fault 
current level of Direct Current (DC) microgrids, and it may 
cause miscoordination between protection devices [2]. In this 
regard, nanotechnology as a new wave of technology has a 
high capacity to transform industries. Many experts call 
nanotechnology the next industrial revolution that will 
influence all sciences [3]. Developing and applying 
nanotechnology is a comparatively new but quickly growing 
development in the field of renewable energy Achieved 
advancements indicate that nanotechnology plays a significant 
role in all fields of renewable energy. In fact, it is possible to 
 
*Corresponding Author’s Email: ttttorabi@gmail.com (T. Torabi) 
  URL: https://www.jree.ir/article_153080.html 

state that nanotechnology can play a crucial role in achieving 
higher and more efficient energy storage and supply [4]. 
   A special headquarter to develop nanotechnology was 
established in 2003 in Iran because of the significance and 
application of this technology and the necessity to help 
develop it. According to the strategic document on 
nanotechnology development, Iran should have ranked 15th in 
the three indices of science, technology, and market 
production during a period of ten years and by the end of 
2013. Realizing the fourth rank in science production in 2013 
indicates that this plan had been considered highly successful 
in the science index; however, the other two indices, despite 
all efforts, had no good global ranking. Iran has 44th rank in 
the Technology Development Index in the same year with a 
share of 0.03 % of the global market share. Failing to achieve 
the objectives determined in technology and market indices as 
well as the slow speed of innovation in this field, despite the 
high rate of scientific production, represent a complex issue 
that required greater investigation [5]. In fact, the companies 
active in the field of nanotechnology and their market share 
have not grown in accordance with the growth of fundamental 
research in this field. It is possible to conclude that the 
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improvements made in fundamental research that have taken 
place frequently at universities have failed to facilitate 
development of the technology, to present a product and 
create wealth, and to ensure effective coherence and 
relationship among fundamental, applied, and developmental 
researches. Accordingly, this research aims to investigate the 
strengths and weaknesses of fundamental, applied, and 
developmental researches in the field of nanotechnology in 
Iran and to calculate the influence rate of each factor on the 
final results of research and development activities. Also, this 
research aims to examine the type of the requirements to 
create a connection among fundamental, applied, and 
developmental researches in the field of nanotechnology so 
that fundamental research conducted at universities yield 
developmental research in the industrial sector . 
   Accordingly, Therefore, two questions can be asked for this 
research: 

1 - Why do the industrial sector fail to apply the results of 
academic research to develop products and create value in the 
field of nanotechnology ? 
2- What are the strengths and weaknesses of research and 
development activities in nanotechnology? 
 
2. LITERATURE REVIEW 

Global experience confirms that the countries that have 
dedicated the greatest costs to conduct different kinds of 
research are those that enjoy advanced technology and 
industry [6]. Table 1 shows the top 15 countries in terms of 
research and development expenditure in 2019. In this table, 
the United States, China, and Japan are ranked first to third. 
Another important indicator of R&D is the percentage of 
R&D expenditures of the Gross Domestic Product (GDP). As 
shown in this table, South Korea ranks 5th in terms of R&D 
after Germany. 4.6 % of its GDP is dedicated to research and 
development, which is the highest value among the 15 
countries evaluated [7]. 

 
Table 1. Top 15 countries in terms of research and development 

expenditures 

% of GDP 
PPP 

Expenditures on 
R&D (billions of 

US$, PPP)  
Country 

 
Rank 

3.1  612.714  United States 1 
2.2  514.798  China 2 
3.2  172.614  Japan 3 
3.2  131.932  Germany 4 
4.6  100.055  South Korea 5 
2.2  63.658  France 6 
1.8  51.702  United Kingdom 7 
3.5  42.945  Taiwan 8 
1.0  38.549  Russia 9 

1.4  33.840  Italy 10 
1.5  26.636  Canada 11 
1.1  24.827  Turkey 12 
1.3  22.468  Spain 13 

2.2  20.167  Netherlands 14 

3.4  17.722  Sweden 15 

The remarkable thing about emerging technologies, such as 
nanotechnology, is that these technologies have often been 
initially developed out of intense research by government 
research institutes and have gradually encouraged commercial 
companies to conduct applied and developmental research. In 
this respect, it is possible to distinguish between the roles of 
universities, government research institutes, and private 
companies in the field of developing these technologies [8], 
but the essential point is that research and development is a 
dynamic and continuous process of fundamental, applied, and 
developmental researches. Therefore, it is required that the 
scientific results related to each stage be used as valuable 
reserves as input to the next stage [9]. Accordingly, Research 
& Technology Organizations (RTOs) are the links between 
scientific research findings on the one hand and technical 
application on the other, and they are the link that connects 
universities to industry [10]. NanoFabs centers are the link 
between academic and industrial researches in 
nanotechnology and play the role of research and technology 
organizations in this field. NanoFabs are national, educational, 
and service centers with free access that have centered on 
academic and industrial applications to produce 
nanotechnology products [11]. 
 
2.1. Types of research and development activities 

It is possible to classify the research and development 
activities into three main classes: fundamental research, 
applied research, and development. Therefore, it is required 
that nearly every activity be performed in particular 
environments and centers. Also, one should expect specific 
outputs from each of these centers. In fact, the direct path of 
research results in universities to end-users has not been 
defined [12]. Burns & Rajcan [13] stated the most outstanding 
output of the university in published articles. Ivanˇcevi´c & 
Lukovi´c [14] introduced factors including the number of 
articles, number of references, professors, and graduates as the 
main criteria to evaluate at the academic centers. Also, Zarei 
et al. [15] stated that universities, research institutes, and the 
industrial sector were responsible for conducting research and 
development activities. This study stated the results of 
research and development activities in universities as the 
number of articles as well as the indices of research 
organizations as the costs spent on conducting the research 
and development, product development, and process or 
technology development. Furthermore, the output of research 
and development in the industry has been considered to be 
patent registration and market development. Maghferati et al. 
[16] considered the evaluation indices of the research and 
development department of industrial units as product 
development, new process and technology, reduction of the 
production costs, patenting and optimization of the current 
products, and market development. 
   Unfortunately, the government has not been significantly 
successful in promoting commercialization activities in 
universities after spending large amounts in Malaysia. The 
Ministry of Higher Education reported in 2008 that only 58 
products were successfully commercialized (i.e., 18 %) among 
313 projects recognized with commercial potential.  This 
amount was decreased to 6 % in the report published in 2010 
[17]. Ali & Sinha [18] expressed the improvement of 
performance, reduced production costs of commercialized 
products, and also explained that by presenting new products 
as an achievement of nanotechnology, the gap between 
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fundamental research and applying the nanotechnology in the 
industry is one of the current difficulties. Shamsi and Noor 
Mohammadi [19] considered factors such as the number of 
patents and the costs spent on conducting the research and 
development among the evaluation indices of the industrial 
sector. Chen et al. [20] also mentioned the number of articles 
and patents as the output of these activities at the national 
level. Shapira et al. [21] conducted a study on research and 
development activities in various countries from the stages of 
exploration to commercialization and considered the articles 
and patents as research and development indices in 
universities and industrial centers, respectively, and also 
considered the number of nanotechnology companies as an 
index to develop the nanotechnology. Wang & Guan [22] 
introduced patents as output indices of universities, research 
institutes, and industry in nanotechnology and concluded that 
the share of industry in patients was higher than the other two 
sectors in industrialized countries. Iran Nanotechnology 
Innovation Council (INIC) [23] has presented indices such as 
the number of articles, related references, the number of 
companies, and nanotechnology products separately in various 
industrial fields. Additionally, Stat Nano [24] statistics and 
information database produced indices such as the amount of 
investment, the number of companies, and Nano products in 
different countries in order to evaluate the final output of 
research and development activities. 

2.2. The role of research and technology organizations 
in research and development 

Research and technology organizations have an intermediary 
role between industry and university, particularly in 
developing countries. These organizations form a significant 
part of the infrastructure to develop science, technology, and 
innovation and play an intermediary role between research 
and production sections [25]. In general, research and 
development organizations are the ones that provide research 
and development, technology, and innovation services to the 
government, industry, markets, and other customers. These 
organizations are mission-oriented which make it possible to 
increase economic competitiveness and support innovation 
and small- and large-sized companies in all fields of the 
economy in order to assist the government [26]. 
   Aleman et al [27] believed that research and technology 
organizations had a significant intermediate role in innovation 
systems and concentrated on applied research. Furthermore, 
the Research Center of the Islamic Consultative Assembly 
[28] introduced these organizations as mission-oriented 
groups that try to solve real-world problems and despite the 
diversity of their activities, emphasize particularly applied 
research. Figure 1 shows the functions of research and 
technology organizations in developing and developed 
countries. 

 

Figure 1. Function of research and technology organizations in developing and developed countries [22] 
 
2.3. NanoFabs or research and technology 
organizations in the field of nanotechnology 

NanoFabs play the role of research and technology 
organizations in nanotechnology, and various countries have 
created research and development centers in the field of 
nanotechnology in order to develop nanotechnology. 
Nanotechnology can create significant outcomes for industry 
and economics, but it still is an emerging technology at the 
university level [29]. NanoFabs are required to transfer 
technical knowledge and industrial research results to 
companies that are able to use nanotechnology. NanoFabs 
cooperated with the universities and the private sector to 
perform the research activities in nanotechnology and present 

a diverse range of high-tech services to satisfy the 
requirements of companies [30]. Chung et al. [31] established 
one of the strategies for developing nanotechnology in South 
Korea and there were also two NanoFab centers called the 
National NanoFab Center (NNFC) and the Korea Advanced 
NanoFab Center. The National Research Council (NRC) [32] 
has evaluated the Center for Nano Science and 
Nanotechnology (CNSNT) in a report as one of the main 
NanoFabs in the United States. This evaluation introduces this 
NanoFab as unique organization to provide services to users 
in all industrial, academic, and government sections and 
recommends: it is required to increase its focus on the industry 
as its main customer. The Center for Nano science and 
Nanotechnology [33] in the United States also declares that 



A. Dehghani Sanij et al. / JREE:  Vol. 9, No. 3, (Summer 2022)   87-100 
 

90 

this NanoFab is responsible for supporting companies active 
in nanotechnology in different stages of research and 
development to manufacturing the product. 
 
2.4. Application of nanotechnology in renewable 
energies 

The materials with nanostructure provide potential advantages 
for a wide range of renewable energy applications that rely 
principally on connecters to separate the loads such as 
photovoltaic, thermoelectric, and electrochemical energy 
storage. Applying nanostructures enables scientists and 
engineers to increase the chemical active level for any 
determined volume in electrochemical systems and increases 
energy and power density [34]. Also, nanomaterial includes a 
wide range of materials including Nano crystals, Nano 
composites, carbon nanotube (CNT), and metal-based 
nanomaterial that are possible for use to improve renewable 
energy sources; for example, it is possible that wind energy 
efficiency be improved using lighter nanomaterial with greater 
resistance in the rotor blades. Nano-coatings can be used to 
prevent corrosion in tidal energy equipment, and it is possible 
to use Nano composites in order to provide higher resistance 
to drilling machine wear in geothermal energy. Nano crystals 
have a significant role in increasing the efficiency of solar 
cells [35]. It appears in this field that nanotechnology is 
mostly applied in the field of efficient use of solar energy 
applying photovoltaic (PV) cells. The PV system has a high 
potential to win energy supply challenges in developing 

countries. Also, batteries and capacitors are the most 
significant energy storage systems in energy storage. Carbon 
nanotube (CNT) is presently applied to replace regular 
batteries with graphite electrodes [36]. The National 
Nanotechnology Initiative (NNI) was established in 2001 in 
the United States to coordinate research and development 
activities at three levels: science, technology, and 
nanotechnology. NNI has created national infrastructure using 
advanced equipment that is required to conduct research, but 
all groups or institutions cannot afford its cost to purchase it. 
NNI has also produced NanoFabs in which each one has 
special features and expertise that can be used to solve 
complex problems if required [37]. NNI defined the Solar 
Nanotechnology Project in 2010 in order to understand the 
phenomena of energy conversion and storage on the Nano 
scale and improve the properties and features of nanomaterial 
for solar technology. The following three axes were identified 
to concentrate on research and development in this project: 

1. Improving the production of photovoltaic solar power with 
nanotechnology; 
2. Improving the production of solar thermal energy and its 
conversion with nanotechnology; and 
3. Improving the conversion of solar energy into fuel with 
nanotechnology [38]. 

   Table 2 presents the summary of factors and indices 
identified in Section 2. 

 
Table 2. Indices that define the research factors 

Factor(variable) Index 
 
 
 

Basic research 

Number of articles published in international journals 
H-index of published articles 

Number of professors in the field of nanotechnology 
Number of nanotechnology majors in universities 

Number of nanotechnology graduates 
Laboratories and university equipment 

 
 

Applied research 

Defining the academic theses based on industry requirements 
Producing Prototype 

Number of patents by research centers 
Simulation of a system, product, or process 

 
 

Developmentl research 

Presence of R&D unit in the industry sector 
R&D costs in the industrial sector 

Number of patents by industrial centers 
Reducing the costs for production 

Pilot production (industrial product sample) 
 
 
 

NanoFab 

Producing the prototypes for a new product according to the requirements related to the industry 
Establishing the specialized laboratories for the final product 

Providing standards and achieving domestic and international approvals 
Granting R&D facilities for startups and knowledge-based companies 

Access to measuring equipment 
Production equipment and methods for production 

Number of researchers 
 
 
 

Developing the product 
and creating value 

Increasing the market share 
Number of commercialized products 

Producing nanomaterial 
Producing intermediate nanomaterial 

Number of companies active in producing the nano products 
Longer life of products 

Improving the performance of available products 
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3. METHODOLOGY 

First of all, this study emphasizes the main factors affecting 
the value creation from research and development activities in 
the nanotechnology field and also, extracts the characteristics 
of these factors by the study of research literature, theoretical 
basis, and exploratory interviews and the related indices have 
been confirmed from the viewpoint of experts. Thereafter, on 
the basis of the confirmed factors and indices, the 
questionnaire of the inquiry was compiled and the validity and 
stability of it were tested using the Confirmatory Factorial 
Analysis method and the employment of the Smart PLS3 
software. Afterwards, the conceptual method of the research 
was prepared on the basis of the literature of the subject and 
confirmed factors. In the final phase, the extracted model was 
validated under the employment of the fuzzy interference 

method and the MATLAB software. Also, in terms of 
purpose, considering the viability of the results and the special 
nanotechnology development, staff and companies are active 
and the nanotechnology field this research is of a practical 
type. Since the purpose of the study is to obtain a model for 
accomplishing research and development activities. By 
considering the unanimity of a group of professors and experts 
in the field of nanotechnology, the proposed methodology is a 
development methodology and our research is indeed of 
survey research type. 
 
3.1. Administrative model of the study 

Considering what was mentioned in the previous section, the 
administrative model of the inquiry can be described in Figure 
2. 

 

Figure 2. Executive model 
 
3.2. Methods and tools of data collection 
In order to collect data in this study besides library studies, 
interview with experts, field investigations, and collection of 
information using a questionnaire were conducted. The most 
important methods of data collection are given below: 

Library studies: In this section, librarian sources, Farsi and 
English articles as well as books that are relevant to the 
subject of inquiry and some related websites were employed 
in order to collect information in the field of theoretical basis 
and the literature of the subject of inquiry. 

Start 

Extracting special nanotechnology 
variables by interviewing experts 

Extracting general variables from 
the literature of the conducted study 

Round up and classification of indies 
with the commentary of experts 

Planning, distributing, and 
collecting the questionnaire 

Factor analysis by structural 
equations and Smart PLS 

software 

Model extraction by 
confirmatory factor analysis 

Model accreditation by Fuzzy 
interference and MATLAB 

(FSI) software 

Conclusion and proposals 

Finish 
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Field researches: Considering that the purpose of this 
research is to study the effect of research and development 
activities and NanoFab centers on the development of the 
product in nanotechnology, a narrow rationalist viewpoint 
cannot be the loan basis of research. Hence, the compound 
quantitative and qualitative approach was added to the work 
formula. First of all, in this research, the viewpoint of experts 
that was obtained by interviews in terms of factors and indices 
related to the subject of research, which was extracted by 
librarian studies, was improved and confirmed. At the next 
stage, a questionnaire was employed to collect information. 

Questionnaire: The type and nature of this study were added 
to the questionnaires or conducted as explained below. Data 
collection was achieved through the use of mansion 
questionnaires. The first questionnaire computed the effect 
level of each index related to research factor and the second 
questionnaire determined the function level of each of the 
mentioned indices in the field of nanotechnology. According 
to these two questionnaires, 22 indices were distributed in the 
form of five factors within the intended sample and the 
respondents assessed the indices. 
 
3.3. Statistical population and determination of research 
sample size 

In this study, limitation of access to experts and the low 
possibility of their response determine the statistical 
population; in this state, judgment sampling can be used to 
determine the sample size. 
   Judgment sampling is the choosing of test subjects that are 
highly qualified to provide necessary information and it is 
used when a limited category of individuals has the intended 
information within grasp. The statistical population of this 

research is composed of special staff managers of 
nanotechnology development, president and managers of 
Nano companies who possessed experience and research and 
development activities and product development. Thus, 
employing the judgment sampling method and number of 32 
individuals were selected as sample size with the two 
following characteristics: 

1. Experts and managers of nanotechnology development staff 
holding Master’s or higher degrees in education with over 5 
years of occupational proceedings and being familiar with 
nano companies’ research and development activities. 

2. Managers of nano companies with an age rank higher than 
5 years possessing experience and research and development 
activities and product development. 

   Table 3 shows the information on the indices of population 
description of sample size. 

 
Table 3. Population properties of the respondents 

Education Master’s degree 62 % Doctorates 38 % 
Sex Male 75 % Female 25 % 

Occupation Nano staff managers 
21 % 

Nano company 
managers 79 % 

Occupational 
precedence 

Over 5 years 

 
3.4. Conceptual model of the study 

Figure 3 shows the conceptual model, which is the outcome of 
literature review and variable effects of the study on each 
other. 

 

Figure 3. Conceptual model of research 
 
3.5. Methods and tools of data analysis 

In this inquiry, the results obtained from the questionnaire are 
classified and rounded up. Necessary diagrams are drawn 
based on descriptive statistics. To this end, task Exel and 

SPSS software were put to use. Moreover, to assess the 
stability of the questionnaire, Cronbach's alpha coefficient in 
the SPSS software was used. In the following, to obtain the 
final model of the research and its fitting, the smart PLS 3 
software was employed to perform confirmatory factor 
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analysis with the purpose of confirming the construct of 
research factors, and the integrity of the buoys used in the 
questionnaire should be ensured to measure the relevant 
variable. Finally, MATLAB was employed in conjunction 
with the fuzzy interference technique for fitting the conceptual 
model of the research and measuring the degree of the effects 
of independent variables on dependent variables. 
 

4. FINDINGS 

4.1. Standard coefficient estimation test 

Figure 4 shows the number of factor loads of the research 
variables and also the measures related to each factor that also 
shows the estimation of factor loads with standard 
coefficients. 

 

Figure 4. Measurement model in the standard coefficient estimation state (factor load) 
 
4.2. Structural model analysis 

Path analysis is a statistical method that uses standard 
multivariate regression coefficients in structural models and 
aims to gain quantitative estimates of the causal relationships 
between a set of variables. Table 4 presents the influence rate 
of each research factor on value creation. 
 
4.3. Design of a fuzzy inference system 

Fuzzy logic presents a method that is possible to use a broad 
variety of information, objective data, quantitative 
information, opinions, and subjective judgments to describe 
phenomena [39]. Fuzzy inference system is one of the most 
effective tools used in situations where we use the knowledge 
of experts. In a fuzzy inference system, researchers can 
identify and predict the relationships between variables based 
on fuzzy logic and the available basic and limited information 
on a phenomenon [40]. In fuzzy inference systems, experts are 
consulted to receive their expert opinions on model variables 
in the form of a set of fuzzy if-then rules. This set operates as 
an inference engine and combines the inputs of this system 
based on this inference engine, leading to the mapping of the 
input space to the output space. 

Table 4. Path coefficients of research factors in factor analysis 

Factors affecting  product development 
and value creation from R&D activities in 

nanotechnology 

Path coefficient 

Basic research  0.18 
Applied research 0.333 

Developmental research 0.55 
NanoFabs 0.418 

 
4.3.1. Fuzzy sets 

Fuzzy sets represent a mathematical method to express 
linguistic variables. Fuzzy set theory can express many 
concepts and expressions in mathematical language and 
provide the basis for reasoning, inference, control, and 
decision-making in conditions of uncertainty. According to 
fuzzy logic, definition words including low, medium, high or 
bad, good, excellent, etc. are interpreted to certain defined 
numbers. 
 
4.3.2. Defining the membership functions for the input 
and output variables 
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A set of membership degrees of the members of a fuzzy set 
such as A is called the membership function of the set A. The 
membership function is a mapping of the members of the set 
A in the range of [0,1] so that A: y [1,0]. In general, this 
type of mapping can be considered as a membership function 
of fuzzy collection and fuzzy systems; triangular, trapezium, 
Gaussian, belle shirt, ring-shaped, and left and right 
membership functions are a few to mention. Triangular and 
trapezium membership functions are very versatile because of 
the simplicity of their theorem and optimality of conclusions. 
These membership functions are linear, but the other 
mentioned membership functions are described as nonlinear 
membership functions. In this study, the triangular 
membership function is used. 
   Figure 5 shows the triangular fuzzy number. The parameters 
m, l, and u indicate the lowest possible value, the highest 
expected value, and the largest possible value in order to 
describe a fuzzy number, respectively. 

 
 
 
 
 
 
 
 
 
 
 
 

Figure 5. Fuzzy triangular number 
 
4.3.3. Designing the system input component (Sub-FIS) 

The independent variables are influenced by two inputs: the 
influence rate and the performance rate. Hence, they create the 
sub-FIS of the system. Figure 6 presents four system inputs. 

 

Figure 6. System input components 
 
4.3.4. Fuzzy value of variables for Sub-FISs 

Language variables including the influence and performance 
of each independent variable on the dependent variables have 

been predicted based on the questionnaire. Accordingly, it is 
required to determine the mathematical fuzzy value equivalent 
to the language variables. Table 5 shows this equivalence. 

 
Table 5. Fuzzy value of language variables 

Linguistic variables of 
performance (input) 

Linguistic variables of effect 
(input) 

Linguistic variables of factors 
(output) 

Definition interval 
(Mathematical fuzzy 

value) 
Very weak Very low Attenuation (1,4) 

Weak Low Shortage (2.5,5.5) 
Medium Medium Balance (4,7) 

Well High Adequate (5.5,8.5) 
Very well Very high Affluence (7,10) 
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It is possible to draw the membership functions for the      
Sub-FISs according to the mathematical fuzzy value defined 

in Table 5. Figure 7 presents the drawing of membership 
functions for Sub-FIS. 

 

Figure 7. Sub-FIS membership functions 
 
4.3.5. Structuring fuzzy inference rules 

The most significant part of a fuzzy system is its rule base. 
This database is a set of logical if-then rules that result in 
mapping input variables to output variables. In the present 
study, inferential rules were designed based on experts’ 
knowledge and interviews in the field of nanotechnology. 
Each factor in this study including basic, applied, 
developmental research, and NanoFabs was evaluated in terms 
of effect rate and performance rate and then, the inference 
rules of output were expressed with different input 

combinations. Table 6 summarizes the fuzzy inference rules 
for Sub-FISs. 
 
4.4. Designing the key components of value creation of 
R&D results 

In fact, the output of the models of the previous stages (Sub-
FISs) is the input of this stage in the main FIS. Figure 8 shows 
the overall designed fuzzy system related to the value creation 
of R&D results. 

 
Table 6. Rules of fuzzy inference research 

 

Effect 
High and Very high Attenuation 1 Shortage 2 Balance 3 

Medium Shortage Balance Adequate 4 
Low and Very low Balance Adequate Affluence 5 

 Weak and Very weak Medium Well and Very well 
Performance 

1- It should have special support to correct the input-output in the "attenuated" state. 
2- It must be amplified in the "shortage" state for the input-output modifying. 
3- The input does not need to be modified in the "balance" mode. 
4- The input should not be amplified in the case of "adequate". 
5- The input should not be completely amplified in the case of "affluence". 

 

 

Figure 8. Key factors in creating value from R&D results 

 

Value Creation 
 

(mamdani) 

Value Creation 
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4.4.1. Fuzzy value of the main FIS variables 

Table 7 shows the fuzzy values of the linguistic variables for 
the main inference system with triangular membership 
functions. 

4.5. Implementing the fuzzy inference mathematical 
model 

Table 8 presents the results of implementing the mathematical 
model in the Sub-FISs. 

 
Table 7. Fuzzy values of Linguistic variables for the original FIS 

Linguistic variables of factors (input) Value creation linguistic variable (output) Definition interval (Mathematical fuzzy value) 
undesirable undesirable (1,6) 
desirable desirable (4,8) 
excellent excellent (6,8) 

 
 

Table 8. Results of implementing the mathematical model for Sub-FISs 

 Basic research Applied research Developmental research NanoFabs centers 
Performance 7.1 3.4 3.3 2.1 

Effect 3.2 5.2 7.2 6.8 
Result 7.43 4.4 3.23 1.38 

 
   The output of these Sub-FISs is applied as the main FIS 
input to evaluate the value creation of R&D activities after 
implementing Sub-FISs. Table 9 indicates the values of these 
inputs and outputs in the main model. In addition, Figure 9 
shows these results including an image of the original FIS 
rules database. A fuzzy interference system generates the 
output by receiving input using rule-based interference motors 
and other parts of fuzzy systems such as fuzz makers and non-
fozzmakers. Fuzzy rules are the phrases with a fuzzy if-then 
construct in which each of these compounds affecting the 
rules of indices is determined. Using the graphic section of 
fuzzy logic in MATLAB software, Figure 9 shows the 
schematic presentation of a fuzzy interference with a 
triangular membership function for the four inputs of 

fundamental research with a value of 7.43, functional research 
with a value of 4.4, developmental research with a value of 
3.23, and NanoFab centers with a value of 1.38. The output of 
the system (value creation) is an equivalent of 3.71. 
   Obviously, value creation performance of R&D activities 
was estimated at 3.71, being in the undesirable range. Figures 
10-A to 10-C show three curves of factors effective in the 
value creation of R&D activities. The inputs were compared 
with each other in pairs in each of these curves and their 
influence on the level of value creation performance of R&D 
activities was shown. 
   Figure 11 shows the results of implementing the 
mathematical model in the fuzzy inference system. 

 
Table 9. FIS input and output values related to value creation performance of R&D activities 

Basic research Applied rresearch Developmental research Centers of NanoFabs Value creation 

7.43 4.4 3.23 1.38 3.71 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 9. Value creation rules database of R&D activities 
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(c) 
Figure 10. a) Influence curve of applied and basic research on output, b) Influence curve of developmental and basic research on output, c) 

Influence curve of NanoFab and basic research on output 
 

 

Figure 11. Implementation results of the mathematical model 
 
5. DISCUSSION AND CONCLUSIONS 
It is required to determine the position of each of the system 
inputs to analyze the results, according to Table 6, which is 
actually a fuzzy map of the rules expressed for the system. 
Based on the results, Table 10 shows the position of the 

inputs. As observed earlier, none of the inputs are in the 
balance state. 
   In the following, the status of each of the inputs is examined 
according to their position in Table 10 as well as the extent of 
their impact and performance on the output. 
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Table 10. State of system inputs according to performance and its influence rate on output 

 

Effect 

 

High and Very high 
Attenuation 

(Development Research) (NanoFab ) 
 

Shortage 
 

Balance 

Medium Shortage (Applied Research) Balance Adequate 
 

Low and Very low Balance Adequate Affluence (Fundamental 
Research) 

 Weak and Very weak Medium Well and Very well 
Performance 

 
Fundamental research: Fundamental research is in affluence 
position, indicating that input should not be reinforced. 
Fundamental research with the score 3.2 is in the fourth rank 
in terms of the impact on the output, and it affects the output 
insignificantly among the various inputs of the system while it 
has the highest performance and has the score 7.1. It is 
possible to attribute this issue to Iran's high ranking in 
publishing scientific articles in nanotechnology. 
Applied research: Applied research is in a shortage state, 
indicating that the input should be amplified to modify the 
output. Applied research with a score of 5.2 is in the medium 
state and the third place in terms of influence on the output; 
however, it is in the weak zone with the score 3.4 in terms of 
performance. 
Developmental research: Developmental research is in the 
weakened position, indicating that input should be supported 
to modify the output. Developmental research with the score 
of 7.2 is in the high state and ranks first in terms of influence 

on output, but it is in the weak zone with the score of 3.3 in 
terms of performance. 
NanoFab: NanoFab is in a weakened state indicating that the 
input needs particular support in order to modify the output. 
NanoFab with the score of 6.8 is in the second place in terms 
of influence on the output, but it is in a very weak area in 
terms of performance with score of 2.1. 

   Examination of these results and Figure 11 helps understand 
that fundamental research is one of the strengths of 
nanotechnology research and development activities; 
however, the applied development research and activities 
related to NanoFab centers are the weaknesses of research and 
development activities in nanotechnology. Of course, these 
strengths and weaknesses are not the same in all of these 
sections. Table 11 indicates the performance of each of the 
research factors based on Figure 11. 

 
Table 11. The performance rate of research factors 

Factors affecting the value creation of R&D 
activities in nanotechnology 

Performance rate Linguistic variables 

Basic research 7.1 Well 
Applied research 3.4 Weak 

Developmental research 3.3 Weak 
NanoFabs 2.1 Very weak 

 
6. RESULTS AND FINDINGS ACHIEVED BY RESEARCH 
QUESTIONS 

1-Why do the industrial sector fail to use the results of 
academic research in order to develop products and create 
value in the field of nanotechnology? 
   In this study, four factors are identified as influential and 
causal factors in creating value from R&D results in 
nanotechnology, which are fundamental (academic), applied, 
developmental research and intermediate research centers, or 
NanoFabs. Academic research has the least influence on R&D 
results among these factors; therefore, it is possible to expect 
that value creation indices such as new product production or 
product quality are to be improved and in fact, the industry 
can use academic research because of the good scientific 
position in the field of nanotechnology and good performance 
in this factor. However, the weakness in the performance of 
the two factors of development research and NanoFabs as the 
two factors that have the highest influence on the value 
creation of R&D activities in nanotechnology is the most 
significant issue. Although establishing the NanoFab centers 
has a more limited influence on output than development 
research and is in the second place among these two factors, 
as an intermediate research center, it is a bridge between 
fundamental research in the university and development 
research in industry; consequently, it is possible to state that 

the industry sector does not use academic research which is 
due to the lack of NanoFab research centers. It can be 
concluded that in the field of renewable energy, according to 
the role of nanomaterial in improving the efficiency of 
renewable energy systems, creating NanoFab or NanoFabs 
focusing on the development of nanomaterial can significantly 
affect the development of renewable energy. 
   In fact, the main reason as to why the industry section is 
unable to use university researches for the product 
development is that the mentioned researchers are mostly 
engaged with basic scientific development. However, what is 
needed in the industry for product development is the 
knowledge of engineering and programming the way to 
exploit different types of science in actual environments, not a 
type of knowledge that is developed in scientific and 
laboratorial environments. In addition, what can make 
university researches applicable to the industry is filled 
researches which are done through NanoFabs in 
nanotechnology. In fact, the NanoFabs are the intermediate 
circle between university researches and developmental 
researches in the industry, and the industrial section is unable 
to utilize university resources for product development until 
NanoFabs are made. 

2-What are the strengths and weaknesses of research and 
development activities in nanotechnology? 
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Figure 9 shows the status of the inputs of the fuzzy inference 
system (research factors) considering their performance and 
influence on the output, helping recognize that fundamental 
research is one of the strengths of research and development 
activities in nanotechnology. However, applied, development 
research, and also activities related to NanoFab centers are the 
weaknesses of research and development activities in 
nanotechnology. Of course, all these sectors do not have the 
same strength and weaknesses. In fact, analysis of the 
performance of the factors influencing the value creation of 
R&D activities in nanotechnology allows recognizing that the 
factors with the greatest influence on output, such as 
developmental research and NanoFab centers, have the lowest 
performance, while fundamental research has the highest 
performance with the least influence on the output. 
Accordingly, it is possible to consider this imbalance between 
the influence of a factor and the performance of that factor as 
the main weakness in the system of R&D activities in 
nanotechnology. 
   Considering the conclusions made within by this study, it 
can be acknowledged that due to the gap between basic 
research conducted in universities and development research 
conducted in industry. The industry sector can not use the 
research done in universities to develop the product. But the 
results of applied research in NanoFabs that lead to the 
production of prototypes can be used to develop a product in 
the industry. Therefore, to create a bridge between the 
university and industry, there is no other way but to create an 
intermediate research center called NanoFab. NanoFab acts as 
a link between academic research and developmental research. 
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NOMENCLATURE 

RERs Renewable Energy Resources 
RES Renewable Energy Sources 
NanoFab Nanofabrication 
RTO Research & Technology Organization   
NNFC National NanoFab Center 
CNSNT Center for Nano Science and Nanotechnology 
CNT Carbon Nanotube 
PV Photovoltaic 
NNI National Nanotechnology Initiative 
INIC Iran Nanotechnology Innovation Council 
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A B S T R A C T  
 

Penetration of renewable energy in the energy generation mix must be viewed from different angles. This issue 
shall not only cover the technological part, but also economic, environmental, and social criteria. The fuel cell 
provides huge potential with less reliance on fossil fuel-based electricity generation. This paper aims to model 
the optimum design of fuel cell-based electricity generation in Malaysia. Economic and environmental aspects 
are indicators that contribute to designing an optimum model. Both Multi-Criteria Analysis and Analytic 
Hierarchy Process were employed in order to decide on the optimum site for the system. Truck transportation, 
biogas storage, and fuel cell system are among the most important criteria that provide final weighted criteria. 
Considering both criteria for the economic and environment concerns, the best optimum location is in Sarawak 
State. The findings of this study influence the decision-making and help researchers and decision-makers 
develop proper strategies in the renewable energy roadmap. 
 

https://doi.org/10.30501/jree.2022.317755.1292 

1. INTRODUCTION1 

Currently, sustainable energy becomes the main concern in 
power production. Climate change issues, energy security, 
social awareness, and fossil fuel dominance are the factors 
that contribute to renewable energy development. Fuel cell 
consumption in electricity production is one technique feed 
gas as input and gets the electricity and water as the output. 
The most applicable fuel cell is the Solid Oxide Fuel Cell 
(SOFC) due to its great efficiency, minimal emissions, low 
level of noise, and fuel flexibility [1]. Malaysia, as a tropical 
country, provides huge potential for producing biogas, 
especially from oil palm residue [2]. A combination of biogas 
and solid oxide fuel cell systems has been identified as a very 
smart energy resolution for a distributed generation [3]. To 
increase the percentage of renewable energy consumption, 
economic, social, and environmental perspectives need to be 
considered. Integration of all perspectives into one tool helps 
decision-makers analyze using Multi-Criteria Decision 
Analysis (MCDA). These techniques offer more robust results 
than other decision support systems based on cost-based or 
environmental-based perspective, because several criteria are 
combined in decision-making practice to finally influence a 
valid and steady-state balance which would be great assistance 
 
*Corresponding Author’s Email: shafini@uum.edu.my (S.M. Shafie) 
  URL: https://www.jree.ir/article_153561.html 

to all decision-makers [4]. The most widely applied method to 
MCDM is Analytic Hierarchy Process (AHP). AHP method 
has been used to determine the weights of the multiple criteria 
(techno-economic and environmental) as a more suitable tool 
to solve site selection problems [5]. Several studies have 
employed AHP to explore renewable energy using the 
pairwise comparison between the criteria [6]. Therefore, this 
study aims to (1) determine the criteria weights based on the 
relative importance of each one and (2) evaluate the multipe 
criteria for optimum site selection. 
 
2. METHOD 

2.1. Methodology 

Data collection for each process in developing the optimum 
model considers the palm oil mills located in Kedah, northern 
region of Malaysia. About 6 mills registered under Malaysia 
Palm Oil Board are used as a case study in this study [7]. 
Figure 1 shows the location of each mill and its output 
capacity. Biogas production was calculated using Equation (1) 
in previous publication [2]. The data derived from economic 
and environmental criteria are obtained based on these mills 
as a case study, which were reported in the previous 
publication. Table 1 lists the main resources considered in this 
study [8]. The data from this analysis were used in this study 
to select the optimized site location. 

https://doi.org/10.30501/jree.2022.317755.1292
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Table 1. Main resources data used in this study 

Parameter Resources Ref. 
Environmental Biogas Fed-Fuel Cell Based 

Electricity Generation: A Life 
Cycle Assessment Approach 

[8] 

Economic Life Cycle Cost of Biogas Feeding 
into Fuel Cell: Case of Malaysia 

[13] 

 
 

 
Figure 1. Kedah palm oil mill location and capacity output 

 
Step in AHP. 

 

 
Figure 2. Approach to formation of the optimum model 

Initially, the aim of the AHP process is set, as shown in Figure 
2. Both economic and environmental aspects consider the 
following criteria or process mentioned in Figure 2: biogas 
production_BP, pipeline_P, biogas storage_BS, truck 
transportation_T, and fuel cell system_FC). The pairwise 
comparison is estimated on a 1-to-9 scale for each process, as 
developed by [9]. 
   Then, build a pairwise comparison matrix M (n X n), where 
n is the number of process or criteria. Table 2 and Table 3 
show the comparison matrix for economic and environmental 
aspects, respetively. 

 
Table 2. Pairwise comparison matrix for the economic process 

Process BP P BS FC T 
BP 1 9 0.14 0.14 7 
P 0.11 1 0.11 0.11 0.33 

BS 7 9 1 3 5 
FC 7 9 0.33 1 5 
T 0.14 3 0.2 0.2 1 

Total 15.25 31 1.79 4.45 18.33 
 
 

Table 3. Pairwise comparison matrix for the environmental process 

Process BP P BS FC T 
BP 1 0.33 3 3 0.11 
P 3 1 7 0.33 0.2 

BS 0.33 0.14 1 0.2 0.11 
FC 0.33 3 5 1 0.11 
T 9 5 9 9 1 

Total 13.67 9.48 25 13.53 1.53 
 
   From the comparison matrix table, the normalized 
comparison matrix (a j̅k) is obtained. Equation (1) is used to 
calculate each cell for matrix, as presented in Table 4 and 
Table 5. 

 
 𝑎𝑎�jk= 𝑎𝑎𝑗𝑗𝑗𝑗 ∑ 𝑎𝑎𝑙𝑙𝑙𝑙𝑛𝑛

1⁄                                                                                (1) 
 
 

Table 4. Normalized economic pairwise comparison matrix 

Process BP P BS FC T Normalized 
priority 

Weight 
% 

BP 0.07 0.29 0.08 0.03 0.38 0.17 16.99 
P 0.01 0.03 0.06 0.02 0.02 0.03 2.90 

BS 0.46 0.29 0.56 0.67 0.27 0.45 45.10 
FC 0.46 0.29 0.19 0.22 0.27 0.29 28.66 
T 0.01 0.10 0.11 0.04 0.05 0.06 6.35 

 
 

Table 5. Normalized economic pairwise comparison matrix 

Process BP P BS FC T Normalized 
priority 

Weight 
% 

BP 0.07 0.04 0.12 0.22 0.07 0.10 11.08 
P 0.22 0.11 0.28 0.02 0.13 0.15 13.85 

BS 0.02 0.02 0.04 0.01 0.07 0.03 3.51 
FC 0.02 0.32 0.20 0.07 0.07 0.14 16.01 
T 0.66 0.53 0.36 0.67 0.65 0.57 55.55 

 
   The overall weight vector is computed using Equation (2). 
Finally, the consistency of the comparison matrix is checked. 
The value of the random consistency index, RI, was pursued 

3m 98285.94 

3m 88505.04 

3m 88505.04 

3m 125909.36 

3m 148847.15 

3m 134662.46 
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in [9]. Equation 3 is used to calculate the consistency ratio, 
CR. The obtained value of CR determines the acceptable ratio 
of the study with < 10 %; if CR > 10 %, it requires to revise 
the analysis and decision made [9]. 

 
Wj = ∑ ajln

l=1 m ⁄                                                                               (2) 
 
CR = CI RI⁄                                                                                        (3) 

 
   Then, the final weight is used in Equation 4 for determining 
the optimum site location for Malaysia. The optimum site 
location index is estimated using Equation (4) [10]. The 
obtained results are applied to estimate the optimum site for 
Malaysia based on the availability of palm oil mills for the 
whole country [7]. 
 
SI = ∑ Wiµii=n

1                                                                                   (4) 

where n denotes the total number of preference process; i is 
the final weight of preference process for both economic and 
environmental aspects; W stands for the weight reflecting the 
relative importance of preference process; μ is the spatial 
percentage of preference process for the state. 
 
3. RESULTS AND DISCUSSION 

The obtained result is discussed in this section. Table 6 shows 
the final weights of the sub-criteria obtained using the AHP 
method. In the case of economic criterion, the greatest 
contribution came from biogas storage (22.55 %), while for 
the environmental perspective, truck transportation made the 
greatest contribution with 27.78 %. The significance of biogas 
storage is for later on-site consumption and storage before or 
after transportation to the next process of fuel cell systems. 
Location of palm oil mill proportionally affects the            
sub-criteria associated with truck transporation, mainly due to 
diesel usage. 

 
Table 6. The final weights of the sub-criteria by AHP method 

Goal Criteria Weight % Sub criteria CR % Weight % Final weight% 
Selecting 

optimum site 

Economical 50 % Biogas production 2.5 16.99 8.5 
Pipeline 2.9 1.45 

Biogas storage 45.10 22.55 
Fuel cell system 28.66 14.33 

Truck transportation 6.35 3.18 
Environment 50 % Biogas production 2.7 11.08 5.54 

Pipeline 13.85 6.93 
Biogas storage 3.51 1.76 

Fuel cell system 16.01 8.01 
Truck transportation 55.55 27.78 

 
   According to Table 6, truck transportation made the highest 
percentage of contribution to the system (30.96 %), followed 
by biogas storage (24.31 %), fuel cell system (22.34 %), 
biogas production (14.04 %), and pipeline (8.34 %). 
Transportation also becomes the preferred factor in modeling 
biogas plant in Turkey [10]. The pairwise comparisons of 
economic and environmental aspects are acceptable and 
consistent since CR 2.5 % and 2.7 %. As a result, the AHP 
technique is an excellent method for measuring the different 
weights of multiple criteria. These can avoid the conflict 
between the varieties of layer application. 
   Biogas storage is also a relatively simple construction in the 
form of a large metal canister with a large piston inside, 
ensuring proper pressure through gravity [11]. 

   Figure 3 shows the optimum model for both economic and 
environment perspectives. Sarawak is the optimum state from 
both economic and environmental perspectives. This means 
that developing the model in Sarawak will provide both 
advantages with minimum economic and environmental 
impacts. With strong support from the government, it is 
possible to introduce this new type of energy resource in 
Sarawak. Moreover, this state is also the initial state in 
Malaysia starting with a feasibility study on hydrogen and fuel 
cell applications there [12]. Meanwhile, in Peninsular 
Malaysia, Johor is the best selection for modeling power 
generation. However, this system design is generalized to the 
whole state. To increase the efficiency of the system design, 
more specific details of the on-site location need to be 
investigated for future research. 

  
(a) (b) 

Figure 3. The model based on (a) Economic and (b) Environmental perspectives 
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4. CONCLUSIONS 

The most important criterion or process in AHP final weight is 
the truck transportation system (30.96 %), followed by biogas 
storage (24.31 %) and fuel cell system (22.34 %). Thus, these 
processes are the key to increase the suitability index for the 
selected site in this study. The most optimum design from 
both economic and environmental criteria was Sarawak State. 
Modeling this system in that state obtain minimum economic 
and environmental impacts compared to other states in 
Malaysia. 
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A B S T R A C T  
 

Conventional droop control method has been widely adopted for power sharing between 
Distributed Generators (DGs) in microgrids. However, the mismatched feeder impedance of 
the Voltage-Sourced Inverters (VSI) may generate reactive power sharing error during 
islanding operation of a microgrid. In this paper, an improved droop control method is 
suggested to improve the reactive power sharing accuracy. In the proposed method, the 
slope correction of the droop characteristics is performed in such a way that the reactive 
power sharing error is reduced. In this method, the errors of reactive power sharing are 
detected by applying a clear signal to the microgrids and, then, by adding a new term to the 
P-ω and correcting the slope of Q-E, the reactive power sharing is done. In this way, the 
proposed method can successfully improve the reactive power sharing accuracy even at 
different X/R ratios. Another feature of this method is its high operation speed compared to 
the other methods of droop feature correction. The simulation results for a prototype 
microgrid point to the efficiency and flexibility of the proposed method. 
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 چکیده

کنتـرل  ي معمـول بـرا افتـی ي هـاروش ،حـال  یـنمتداول است. با ا افتیکنترل  یکروگرید،ژنراتورها در م ینب راکتیو توان یمتقس ي براروشی معمول 
 یافتـهبهبـود افتیروش کنترل  یک ،مقاله یندر ا را ندارند. یوتوان راکت یقدق یمتقس ییمعمولاً توانا ،عدم تطابق در امپدانس خط یلبه دلها یزشبکهر

    انجـام  ي ابـه گونـهافتـی  هـاي مشخصـهشـیب  ، اصلاحیشنهادي شده است. در روش پ یشنهادپ گردانخود ي هایزشبکهدر ر یوتوان راکت یمتقس ي برا
هـا یزشـبکهمشـخص بـه رسـیگنال  یـکبـا اعمـال  یوتوان راکت یمتقس ي روش، خطاها ین. در ایابدیکاهش م یوراکت یم توانتقس ي شود که خطایم

 از  یکـیشـود. مـیانجـام  یـوتـوان راکتتقسـیم ، E-Q مشخصـهشـیب  و اصلاح ω-Pبه  یدعبارت جد یکشود و سپس با افزودن یداده م یصتشخ
نمونـه،  یزشـبکهر یک ي رو ي برسازیهشب یجاست. نتا یژگی افتیاصلاح و ي هاروش یربا سا یسهعملکرد آن در مقا ي روش، سرعت بالا ینا هاي یژگیو

 .دهدمیرا نشان  یشنهادي روش پ یري پذو انعطاف ییکارآ
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A B S T R A C T  
 

The use of these conventional resources causes continuous depletion of fossil fuels and 
increased greenhouse effect. Solar power is the major renewable resource used for power 
generation across the globe. Solar energy activities depend on the available potential of any 
geographical location. Therefore, prior to the installation of solar technologies for these 
activities, estimation of solar potential is very important due to costly technologies. Data of 
solar potential is not present at every location in Himachal Pradesh (H. P.) due to the high 
cost of measurement instruments. The objective of this study includes the solar potential 
estimation for 12 cities of the H. P. The present study could be divided into two parts. 
Initially, Artificial Neural Networks (ANNs) are utilized to estimate global sun radiation 
utilizing meteorological and geographical data from 23 places. The ANN model with seven 
input parameters including latitude, longitude, altitude, air temperature, humidity, pressure, 
and wind speed were used to estimate the solar irradiation. Statistical indicators including 
Mean Absolute Percentage Error (MAPE) were used for the performance evaluation of these 
ANNs. The minimum MAPE value was obtained to be 2.39 % with Multi-Layer Perception 
(MLP) architecture 7-11-1. For the 12 districts of the H. P., the acquired network 7-11-1 was 
utilized to estimate Global Solar Radiation (GSR). The output of ANN model was 
implemented in Geographic Information System (GIS) environment to obtain the solar 
potential map for each month. The available map of the present study may be helpful for 
solar application in each district. 
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 چکیده

بـوده کـه  شود. انرژي خورشیدي منبع اصـلی تجدیدپـذیراي میهاي فسیلی و افزایش اثر گلخانهاستفاده از منابع مرسوم باعث کاهش مداوم سوخت
شود. کیفیت راندمان انرژي خورشیدي بـه پتانسـیل موجـود در هـر موقعیـت جغرافیـایی بسـتگی دارد. ان استفاده میبراي تولید برق در سراسر جه
. اسـتهاي پرهزینه بسیار حـائز اهمیـت ها، برآورد پتانسیل خورشیدي به دلیل فناوري هاي خورشیدي براي این فعالیتبنابراین قبل از نصب فناوري 

هدف از ایـن مطالعـه شـامل گیري وجود ندارد. به دلیل هزینه بالاي ابزار اندازه دي در هیماچال پرادش (نام محلی در هند) هاي پتانسیل خورشیداده
هاي عصـبی توان به دو بخـش تقسـیم کـرد. در ابتـدا، از شـبکهاست. مطالعه حاضر را می هیماچال پرادش شهر 12برآورد پتانسیل خورشیدي براي 

بـا  ANN مـدل از مکان اسـتفاده شـده اسـت.  23هاي هواشناسی و جغرافیایی از تخمین تابش خورشید با استفاده از دادهبراي  (ANN) مصنوعی
 هفت پارامتر ورودي شامل عرض جغرافیایی، طول جغرافیایی، ارتفاع، دماي هوا، رطوبت، فشار و سرعت باد براي تخمین تـابش خورشـیدي اسـتفاده

استفاده شـد. حـداقل  (MAPE) هاي آماري شامل میانگین درصد مطلق خطاهاي عصبی مصنوعی از شاخصرد شبکهشده است. براي ارزیابی عملک
ناحیه از هیماچال پرادش، شبکه  12به دست آمد. براي  7-11-1 (MLP) چند لایهدرك با معماري  درصد  39/2مقدار میانگین درصد مطلق خطا 

 در محیط سیستم اطلاعات جغرافیایی ANN مورد استفاده قرار گرفت. خروجی مدل  (GSR)رشید براي تخمین تابش خو 1-11-7به دست آمده 
سازي شد. نقشه مطالعه حاضر ممکن است براي کاربرد خورشیدي در هر منطقه مفیـد براي بدست آوردن نقشه پتانسیل خورشید براي هر ماه پیاده 

 .باشد
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A B S T R A C T  
 

The application of nanomaterials to concrete is an innovative approach to enhance 
mechanical properties and durability performances. In this work, the addition of a 
combination of Graphene Oxide Nano-Platelets (GONP) and Ground Granulated Blast 
Furnace Slag (GGBFS) was studied as admixture in concrete. Tests on mechanical and 
chloride permeation properties were conducted. The results showed that the mix with      
0.05 % GONP and the mix with 30 % GGBFS obtained better mechanical strength than the 
rest of the mixes. The highest electrical resistivity was achieved for the 90-day cured sample 
with 50 % GGBFS in CONP-free concrete and the 0.01 % GONP in GGBFS-free concrete, 
which was found to be the most effective in increasing concrete resistance to chloride 
permeation. The mix with 0.1 w % GONP and 50 w % GGBFS exhibited considerable 
performance even with other mechanical and durability performances. The addition of 0.1 % 
graphene oxide and 50 % granular slag increased the compressive strength of the concrete 
sample by 19.9 % during 28 days and 17.6 % during 90 days compared to the conventional 
concrete sample. Concrete with a combination of 0.1 % graphene oxide and 50 % granular 
slag experienced an increase in flexural strength by 15 % during 28 days and 13.6 % during 
90 days. A significant reduction in electrical conductivity from 4012C to 1200C was 
observed for 90-day cured samples containing 0.1 wt % GO and 50 wt % GGBFS compared 
to the conventional sample. Response Surface Method (RSM) applied to the test data 
presented an optimized concrete mix containing 0.08 w % GONP and 50 w % GGBFS, the 
outcome of which was in close agreement with the experimental results. 
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 چکیده

 گرافن دیاکس ي هاپلاکتنانو بیترک  افزودن کار،  نیا در. دهدیم  ارائه دوام و یکیمکان خواص  شیافزا ي برا ي ابتکار  کردیرو کی بتن در  نانومواد کاربرد
(GONP)  ي ادانه بلند کوره سرباره و (GGBFS) نفـوذ و یکیمکـان خـواص ي رو بـر شاتیآزما. گرفت قرار مطالعه مورد بتن در یافزودن عنوان به 

 بـه نسـبت ي بهتـر یکیمکان مقاومت، GGBFS % از 30 با طرح اختلاط و GONP % از 05/0 با اختلاططرح  که داد نشان جینتا. شد انجام دیکلر
%  01/0 و GONP بـدون بتن در GGBFS % از 50 با روزه 90 شده پخت نمونه ي برا یکیالکتر مقاومت نیشتریب. آوردند دست به هااختلاط هیبق
 % از 50 و  GONP% از 1/0 ترکیـب بـا .باشـد ؤثرم دیکلر نفوذ برابر در بتن مقاومت شیافزا در تا آمد بدست GGBFS بدون بتن در GONP از

GGBFS مقاومـت ي ادانه سرباره % 50 و گرافن دیاکس % 1/0 افزودن. داد نشان دوام و یکیمکان ي عملکردها ریسا با همراه را یتوجه قابل عملکرد 
اکسـید  % 1/0 با ترکیـب  بتن. داد شیافزا یمعمول یبتن نمونه با سهیمقا در%  6/17 روز 90 طول  در و % 9/19 روز 28 طول  در را بتن نمونه ي فشار

          زاکـاهش زیـاد هـدایت الکتریکـی . داد شیافـزا روز 90 طـول  در % 6/13 و روز 28 طـی % 15 را مقاومـت خمشـی ،سرباره گرانولـه % 50 و گرافن
C  4012 هب C 1200 1/0 ي حاو روزه 90 ي هانمونه ي برا %GO  50 و %GGBFS  پاسـخ سـطح روش. شد مشاهده یمعمول نمونه با سهیمقا در 

(RSM) 08/0 ي حاو شده نهیبه یبتن مخلوط ،گردید اعمال  شیآزما ي هاداده به که % GONP 50 و % GGBFS   جینتـا بـا نزدیـک توافق دررا 
 داد. ارائه یتجرب
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A B S T R A C T  
 

Today, the presence of energy storage systems along with the alternative nature of 
renewable energy sources has become undeniable and one of these types of systems is 
battery energy storage systems. The most important factor in studying the stability of DC 
microgrids (DCMGs) is the stabilization of the DC bus voltage when an error occurs on its 
reference value. Therefore, batteries along with power electronic converters play an 
important role in maintaining DCMG stability. In this paper, the use of Cascaded Buck-
Boost Converter (CBBC) can be considered as a suitable alternative to bidirectional buck-
boost converter due to such advantages as high power density, 98 % efficiency, and higher 
operating temperature in battery. The control strategy is applied in the microgrid 
implemented in the converter system set with storage, and Virtual DC Machine (VDCM) is 
based on charging and discharging battery through CBBC. In the studied control method, 
the theoretical properties of the DC machine, which is responsible for amplifying the virtual 
inertia in the system, are directed to the CBBC for correct switching. VDCM can be 
changed from motoring to generating mode or vice versa, regardless of mechanical 
machinery. Therefore, the proposed control system is simulated in an islanded DCMG in 
Matlab/Simulink and the stability of the studied system is analyzed according to the small-
signal model of the proposed control and converter units. According to the simulation 
results and small-signal model analysis, the stability of the proposed idea under different 
scenarios is confirmed. 
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 چکیده

 ایـن از انـواع یکـی کـه است شده لیتبد ریانکارناپذ ي امر به ریدپذیتجد ي انرژ منابع متناوب تیماه کنار در ي انرژ رهیذخ ي هاستمیس حضور امروزه
 تثبیـت ،DC (DCMGs) ي هاکروشـبکهیم بررسـی پایـداري  در مطالعه مورد فاکتور نیترمهم. هستند ي باتر ي انرژ رهیذخ ي هاستمیس ها،ستمیس

در حفـظ  مهمـی قـدرت نقـش الکترونیـک ي هـابه همراه مبـدل  هاي باتر، نیمقدار مرجع آن است. بنابرا ي بروز خطا بر رو هنگامدر  DC باسولتاژ 
 و % 98 رانـدمانتـوان بـالا،  یچگـالماننـد  ییایمزا لیبه دل (CBBC) ي آبشاربوست -باك مبدل  از استفاده مقاله نیا دردارند.  DCMG ي داریپا

کنتـرل  ي بوست در نظر گرفتـه شـود. اسـتراتژ-باكمبدل دو طرفه  ي مناسب برا نیگزیجا ي نهیتواند به عنوان گزیم ،ي باتربالاتر در  یاتیعمل ي دما
 دشارژبر شارژ و  یمبتن (VDCM) ي مجاز DC نیماش ساز،رهیمبدل به همراه ذخ ستمیشده در مجموعه س ي سازادهیپ کروشبکهیاعمال شده در م

 را سـتمیدر س ي مجـاز تقویـت اینرسـی فـهیوظکه  DC نیماش ي تئور اتیخصوص مطالعه، مورد یروش کنترل در. باشدیم CBBC قیاز طر ي باتر
به حالـت  ي حالت موتور، از یکیآلات مکان نیتوان بدون در نظر گرفتن ماشیرا م VDCM. شودیم تیهدا CBBCمناسب به  یدزنیکل ي ، برادارد

 ي سـاز هیشـب Matlab/Simulinkدر  اي جزیـره DCMG یـک در شده شنهادیپ کنندهکنترل  ستمیس رو نیا ازداد.  رییس تغبرعک ای و ي ژنراتور
 جیتوجـه بـه نتـا باشده است.  لیتحل ي شنهادیمبدل پ وکنترل  ي کوچک واحدها گنال یمورد مطالعه با توجه به مدل س ستمیس ي داریشده است و پا

 .شودیم دییمختلف تأ ي وهایتحت سنار ي شنهادیپ دهیا ي داریپاکوچک،  گنال یمدل س لیو تحل ي ساز هیشب
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A B S T R A C T  
 

The crisis of contamination that leads to the accumulation of dust particles on insulation 
equipment and electrical insulators has disrupted the electricity grid. Electric discharge on 
infected insulators in wet conditions is a serious threat to the reliability of the grid, which 
can lead to grid failure and blackout. In this regard, the importance of hydrophobic and 
dustproof coatings in the electricity industry has increased in recent years. In this paper, 
silica nanoparticles in the silicon rubber matrix were used to coat ceramic insulators to 
decrease the environmental impact of dust and moisture on the insulator’s coatings. One of 
the essential properties of these coatings is their hydrophobicity to prevent possible 
problems in power transmission. With this regard, nanocomposites were applied to 70 kN 
insulators and the tests were designed according to the available standards. The performance 
of these nanocoatings was evaluated by the implementation of electrical, salt fog, and 
hydrophobicity tests. Finally, the nanocomposite sample containing 3 wt % silica was 
recognized as the best one. 
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 چکیده

 یرسـانو اختلال در عملکـرد شـبکه بـرق یکیالکتر ي هامقره ،یقیعا زاتیتجه ي منجر به نشست ذرات گرد و غبار بر رو زگردهایهجوم ر ریبحران اخ
 لهاست. در این مقا افتهی شیافزا نیشیپ ي هاگریز و ضد گرد و غبار در صنعت برق، در سال هاي آباهمیت پوشش ،راستا نیکشور گشته است. در هم

هـاي سـرامیکی و دهـی مقـره(نانوکامپوزیت) بـراي پوشـشها از نانوذرات سیلیکا در زمینه سیلیکون رابر با هدف بهبود خواص و عملکرد این پوشش
از  ي ریجلوگ ي آنها برا ي زیها، آبگرپوشش نیخواص ا نیتریاز اساس یکیگرد و غبار و رطوبت بر آنها استفاده شد.  یطیمحستیجهت کاهش اثرات ز
اعمال شـده و همچنـین  یوتونین لویک 70 ي هامقره ي شده رو هیته ي هاپوشش ت،یخاص نیبهبود ا ي است. برا رویدر انتقال ن یبروز مشکلات احتمال

انجـام  ي هـاهاي آزمایشی بر اساس طراحی آزمـایش. با ساخت نمونهدیهاي مورد نظر با توجه به مراجع و استانداردهاي موجود، طراحی گردآزمایش
گریزي مورد بررسی قرار گرفـت. و آب یالکتریکی، تست مه نمک ها، عملکرد این نانوپوشش ها از نظر خواصسازي پارامترهاي ساخت آنشده و بهینه

 .درصد وزنی سیلیکا به عنوان بهترین نمونه شناخته شد 3نمونه کامپوزیتی با  تیدر نها
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A B S T R A C T  
 

Geothermal energy is a non-carbon renewable source from the earth's internal energy. This 
energy is considered reliable today and has a high potential to reduce the threat of climate 
change. The main factor that any investor wants to invest in any natural energy source is the 
resulting economy. In the case of geothermal energy, factors that increase the risk of 
investing in this sector include higher investment costs, longer payback times than other 
renewable power plants, and the uncertainty of the size and quality of the resources before 
the completion of the well drilling operation. The average payback time in geothermal 
energy systems is 5.7 years, longer than wind and solar energy. According to these factors, 
the risk of investing in geothermal technology increases. On the other hand, due to its 
independence from oil and gas, it increases a country's energy security, helps to create 
direct, indirect, and induced employment, and affects other economic sectors. Also, unlike 
renewable wind and solar energies, it is not dependent on climate change; therefore, it has 
higher reliability than other renewable energies. Also, by combining this energy with other 
renewable energies, its performance can be optimized. For example, in an optimal 
geothermal-solar hybrid power plant, solar energy provides 48 % of the total energy. In this 
case, the Levelized Cost of Energy (LCOE) is reduced from 225 $ per MWh (only with 
geothermal source) to 165 $ per MWh. In this study, while studying the economic effects of 
geothermal systems, an attempt has been made to address the challenges in this field and 
present the policies implemented in some countries. It is implied that by providing incentive 
policies and an appropriate roadmap, it is possible to help attract investment in the operation 
of geothermal systems. 
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 چکیده
عـواملی کـه از گرمـایی، گیرد. در انـرژي زمینبه عنوان یک منبع تجدیدپذیر غیرکربنی است که از انرژي درونی زمین نشأت می گرماییزمینانرژي 

 نسبت ترطولانی ۀگذاري بالاتر، زمان بازگشت سرمایسرمایه ۀتوان به مواردي چون هزینشود، میدر این بخش می گذاري سرمایهریسک  باعث افزایش
و همچنین مشخص نبودن اندازه و کیفیت منابع قبل از اتمام عملیات حفاري چاه اشاره نمود. زمان بازگشت سـرمایه  هاي تجدیدپذیروگاهر نیرسای به

گرمـایی گذاري روي فنـاوري زمینخطر سرمایه ،مطابق این عوامل .سال است 7/5گرمایی به طور متوسط هاي انرژي زمیندر بهره برداري از سیستم
این انرژي به دلیل عدم وابستگی به نفت و گاز، امنیت انرژي یک کشور را بالا برده و به ایجـاد اشـتغال مسـتقیم،  ،خواهد یافت. ولی در مقابل افزایش

پـذیر هـاي تجدیددهد. همچنین با ترکیب این انرژي با سایر انـرژي هاي اقتصادي را تحت تأثیر قرار میغیرمستقیم و القائی کمک کرده و سایر بخش
درصـد کـل انـرژي را  48خورشیدي بهینـه، انـرژي خورشـیدي -گرماییعملکرد آن را بهینه کرد. براي مثال، در یک نیروگاه هیبریدي زمین توانمی

گـاوات دلار بـر م 165دلار بر مگاوات ساعت (تنها با منبع زمین گرمایی) بـه  225از  (LCOE) انرژي  ةشد تراز ۀکند. در این حالت، هزینفراهم می
هاي موجـود در ایـن بخـش گرمایی، سعی شده است به چالشهاي زمینیابد. در این پژوهش، ضمن بررسی اثرات اقتصادي سیستمساعت کاهش می

 راه نقشـه و کننـده تشـویق هاي سیاسـت ئـهرسد با اراهاي پیاده شده در کشورهاي دیگر در این زمینه، ارائه شود. به نظر میپرداخته شده و سیاست
 .دکر کمک گرماییزمین هاي سیستم از برداري بهره ۀگذاري در زمینب سرمایهجذ به توانمی مناسب،
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A B S T R A C T  
 

The orientation of greenhouses is one of the effective factors in terms of radiation they 
receive. In the present study, a multi-span greenhouse (40 m × 93.5 m with a coverage area 
of 5457.44 m2) located in the central region of Iran was investigated in three orientations 
including: North-South (N-S), East-West (E-W), and Northeast-Southwest (NE-SW: the 
most frequent orientation of the existing greenhouses in the study area). The solar irradiation 
received on the outside surface of the greenhouse cover and the amount of irradiation 
captured inside the greenhouse for each orientation during the cold season were calculated 
using mathematical modeling and the results were compared. According to the results, in the 
E-W orientation, the main sections of receiving solar irradiation, such as the south and north 
roofs, have a better angle toward the sun; therefore, the quantity of solar irradiation captured 
inside the greenhouse with the E-W orientation was on average 361.48 MJ day-1 more than 
that with the N-S orientation. The north wall of the greenhouse could not receive the beam 
radiation for all the orientations investigated, and the total irradiation captured by this 
section was composed of the diffused radiation and the ground-reflected radiation, which is 
an important result for insulation of some surfaces of greenhouses. 
 

https://doi.org/10.30501/jree.2022.305780.1259 
 

2423-7469/© 2022 The Author(s). Published by MERC. This is an open access article under the CC BY license 
(https://creativecommons.org/licenses/by/4.0/).  

 
 چکیده

متـر  5/93متر در  40(  در مطالعه حاضر یک گلخانه تجاري چنددهانه. باشدمؤثر در میزان تابش دریافتی آنها میها یکی از عوامل گیري گلخانهجهت
جهـت غالـب (  جنوب غربـی-غربی و شمال شرقی-جنوبی، شرقی-در منطقه مرکزي ایران در سه جهت شمالی متر مربع)  44/5457با سطح پوشش 

میـزان تـابش دریـافتی در سـطح  ،با استفاده از مـدل ریاضـی. میزان تابش دریافتی مورد بررسی قرارگرفتمطالعه) از نظر  ها در منطقه موردگلخانه
گلخانـه  توجـه بـه نتـایج، در بـا. هم مقایسه شد هاي سرد سال محاسبه و نتایج بابیرونی پوشش و داخل گلخانه در هر سه جهت مذکور در طول ماه

بنـابراین  تري نسبت به خورشید داشتند،بیشترین نقش را در دریافت تابش خورشید دارند، زاویه مناسبهاي جنوبی و شمالی که غربی، سقف-شرقی
جنـوبی محاسـبه شـد. -بیشتر از جهت شمالی MJ day 48/361-1 طور متوسطرسد، بهغربی می-مقدار تابش خورشیدي که به داخل گلخانه شرقی
کند و کل تـابش جـذب شـده توسـط ایـن هاي مورد بررسی تابش مستقیم دریافت نمیتمام جهتنتایج همچنین نشان داد دیوار شمالی گلخانه در 

 .شود دیوار شمالی گلخانه عایق شودبخش شامل تابش پخش و تابش بازتابی ازسطح زمین است. بنابراین توصیه می
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A B S T R A C T  
 

In this study, the partial alteration of fuel consumption of combined cycle power plants was 
investigated and analyzed using an innovative model. This system is applicable using the 
fuel derived from the biomass gasification process. For this purpose, energy modeling of an 
advanced gasification system to supply a share of the gas fuel was fulfilled. The results 
demonstrated that by considering the reasonable capacities for the design, up to 10 % of 
natural gas fuel could be replaced with syngas. In addition, heat recovery of the plant stack 
in the Kalina low-temperature cycle enhanced the total efficiency by up to 1.7 %. Therefore, 
the competitive advantage of the proposed cycle was enhanced compared to conventional 
power generation systems. A parametric study of the components affecting the integrated 
cycle performance including alternative biomass fuels, moisture content of biomass fuel, 
steam-to-biomass ratio, and equivalence ratio of the gasifier was performed, and the 
permissible values of each factor were obtained. Thus, by utilizing the proposed approach, it 
is possible to gradually substitute the consumed fossil fuels of power plants with renewable 
resources to achieve the objectives of sustainable energy development. 
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 چکیده

 ایـنقـرار گرفتـه اسـت.  تحلیـلو  یمورد بررس ي مدل ابتکار کیبا ارائه  یبیترک کلیس ي هاروگاهیمصرف سوخت ن یجزئ ینیگزیجا مطالعه، نیدر ا
 ي سـازي گـاز سـتمیس انـرژي یـک ي سازمنظور مدل  نیا ي باشد. برایقابل اجرا م تودهستیز ي گازساز ندیبا استفاده از سوخت حاصل از فرآ ستمیس
%  10توان تا یم ،یطراح ي مناسب برا ي هاتینشان داد که با در نظر گرفتن ظرف جیاانجام شده است. نت ي از سوخت گاز یسهم نیمأت ي برا شرفتهیپ

%  1.7، بـازده کـل را تـا نـایکال نییپـا ي دمـا کلیسدر  روگاهین دودکش ي گرما یابیباز ن،یکرد. علاوه برا نیگزیرا با گاز سنتز جا یعیسوخت گاز طب
اجـزاي مـؤثر  کی. مطالعه پارامترابدییبهبود م یمعمول توان دیتول ي هاستمیبا س سهیدر مقا ي شنهادیچرخه پ یرقابت تیمز ن،یبخشد. بنابرایم بهبود

سـاز ي گـاز ي ارزو نسبت هم تودهستیزنسبت بخار به  توده،ستیرطوبت سوخت ز ن،یگزیجا تودهستیز ي هامانند سوخت کپارچهی کلیسعملکرد  بر
 فسـیلی ي هاسـوخت یجیتـدر ینیگزیامکـان جـا ،ي شنهادیپ کردیبا استفاده از رو ن،یآمد. بنابرا دستاز فاکتورها به کیمجاز هر  ریانجام شد و مقاد

 .شودیفراهم م داریپا ي به اهداف توسعه انرژ یابیدست ي برا ریدپذیبا منابع تجد هاروگاهین یمصرف
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A B S T R A C T  
 

This research aims to determine the influence of fundamental, applied, developmental 
research and Nanofabrication (NanoFab) centers on the final outcomes achieved by research 
and development activities, implying product development and value creation in 
nanotechnology. Data were collected through library studies and field studies in this study 
and research factors were also identified. To confirm the collected factors, structural 
equation technique and Smart PLS software were used and after confirming the research 
factors, the collected data were analyzed using fuzzy inference method and MATLAB 
software. The achieved results indicated that this field had the most performance despite the 
minimal influence of fundamental research on the final results of research and development 
activities and developmental research, while NanoFabs had the poorest performance with 
the highest influence on the final results of research activities. It is possible to conclude 
according to the research results that research and development activities at the fundamental 
and applied levels cannot easily be connected to the end ring, i.e., industry without NanoFab 
centers, and provide the final product and create value. Furthermore, providing NanoFab or 
NanoFabs with emphasis on the development of nanomaterial can significantly affect the 
development of renewable energies. 
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 چکیده

هاي تحقیق و توسعه یعنی بر نتایج نهایی فعالیت 1اي و مراکز نانوفب ثیر تحقیقات بنیادي، کاربردي، توسعهأتعیین میزان ت این پژوهش، از هدف
 صورت میدانی مطالعات و اي کتابخانه ها از روش مطالعاتداده گردآوري  توسعه محصول و خلق ارزش در حوزه فناوري نانو است. در این تحقیق 

ستفاده ا Smart PLSیید عوامل احصاء شده، از تکنیک معادلات ساختاري و نرم افزار أاست که طی آن عوامل تحقیق مشخص گردید. براي ت گرفته
 نشانگر گردید. نتایج، تحلیل MATLABفزار روش استنتاج فازي و نرم ا از استفاده با شده آوري  جمع هايداده یید عوامل تحقیق،أشد و بعد از ت

هاي تحقیق و توسعه، بیشترین عملکرد در این بخش وجود داشته و  ثیرِ تحقیقات بنیادي بر روي نتایج نهاییِ فعالیتأعلیرغم کمترین ت که است آن
توان از این پژوهش می اند. کمترین عملکرد را داشته ،هاي تحقیق و توسعهثیر بر روي نتایج نهایی فعالیتأها با بیشترین تاي و نانوفبتحقیقات توسعه

توانند به راحتی به حلقه انتهایی یعنی هاي تحقیق و توسعه در سطوح بنیادي و کاربردي نمیفعالیت ،بدون وجود مراکز نانوفبکه نتیجه گرفت 
 ثیرأتتواند توسعه نانومواد میهایی با تمرکز بر صنعت متصل شوند و منجر به محصول نهایی و خلق ارزش شوند. همچنین ایجاد نانوفب یا نانوفب

 .هاي تجدیدپذیر داشته باشدبسزایی بر توسعه انرژي 
 

 
1 Nanofabrication (NanoFab) 
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A B S T R A C T  
 

Penetration of renewable energy in the energy generation mix must be viewed from different 
angles. This issue shall not only cover the technological part, but also economic, 
environmental, and social criteria. The fuel cell provides huge potential with less reliance on 
fossil fuel-based electricity generation. This paper aims to model the optimum design of fuel 
cell-based electricity generation in Malaysia. Economic and environmental aspects are 
indicators that contribute to designing an optimum model. Both Multi-Criteria Analysis and 
Analytic Hierarchy Process were employed in order to decide on the optimum site for the 
system. Truck transportation, biogas storage, and fuel cell system are among the most 
important criteria that provide final weighted criteria. Considering both criteria for the 
economic and environment concerns, the best optimum location is in Sarawak State. The 
findings of this study influence the decision-making and help researchers and decision-
makers develop proper strategies in the renewable energy roadmap. 
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 چکیده

موضوع نه تنها بخـش فناورانـه، بلکـه معیارهـاي اقتصـادي، هاي تجدیدپذیر در ترکیب تولید انرژي را باید از زوایاي مختلف نگریست. این نفوذ انرژي 
     پتانسیل عظیمی را با اتکاي کمتر به تولیـد بـرق مبتنـی بـر سـوخت فسـیلی فـراهم ،دهد. پیل سوختیمحیطی و اجتماعی را نیز پوشش میزیست

   ،محیطـیهـاي اقتصـادي و زیسـتاسـت. جنبـهسازي طراحی بهینه تولید برق مبتنی بـر پیـل سـوختی در مـالزي مدل  ،کند. هدف از این مقالهمی
گیـري کنند. تجزیه و تحلیل چند معیاره و فرآیند تحلیل سلسله مراتب به منظور تصمیمهایی هستند که به طراحی یک مدل بهینه کمک میشاخص

پیـل سـوختی از مهمتـرین معیارهـایی در مورد سایت بهینه براي سیستم مورد استفاده قرار گرفتند. حمل و نقل کامیون، ذخیره بیوگـاز و سیسـتم 
محیطی، بهتـرین مکـان در ایالـت هاي اقتصادي و زیستکنند. با در نظر گرفتن هر دو معیار براي نگرانیهستند که معیارهاي وزنی نهایی را ارائه می

هاي مناسـبی را در کنـد تـا اسـتراتژي کمک می گیرندگانگذارد و به محققان و تصمیمگیري تأثیر میهاي این مطالعه بر تصمیمساراواك است. یافته
 .هاي تجدیدپذیر توسعه دهندنقشه راه انرژي 
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