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A B S T R A C T  

 

One of the environmental problems today is the rising land surface temperature and the formation of heat islands 

in metropolitan areas, which have arisen due to the unplanned expansion of these cities. Satellite imagery is 
widely used in urban environmental studies to provide an integrated view and reduce costs and time. In this 

study, Landsat satellite imagery in TM, ETM+, and OLI sensors from 1984 to 2020, remote sensing techniques, 

and GIS is used to analyze the data, and SPSS software is employed to examine the correlation between the data. 
The results indicate that the land surface temperature in District 1 of Tehran has increased during the last 38 

years. Moreover, land use in District 1 has changed significantly over this period, and urban land use increased 

from 16 % (1984) to 35 % (2020) while vegetation declined from 32 % to 14 %. The results of linear regression 
analysis show a significant correlation between satellite images and weather station data. The significance 

coefficient (Sig) in all stations is less than 0.05 with a 95 % confidence interval. Besides, the coefficient of 

variation (R) for all stations is above 80 %, and the coefficient R2 has a desirable value. The findings suggest 

that the trend of rising temperatures in District 1 of Tehran has become an environmental problem and the 

changes in land use such as declining vegetation and increasing the acceleration of urbanization are among the 

factors that affect it. 
 

https://doi.org/10.30501/jree.2022.355387.1438 

1. INTRODUCTION1 

The acceleration of urbanization in the world is increasing. To 

be specific, 55.3 % of the world population lived in cities in 

2015. The population may increase to 68.4 % by 2050 (United 

Nations Department of Economic and Social Affairs, 2019). 

The acceleration of urbanization leads to climate change and 

greenhouse gas emission. Urbanization dramatically reduces 

vegetation and changes radiance, heat, humidity, roughness, 

and urban surface diffusion (Al-Hatab et al., 2018). 

Urbanization continuously increases artificial surfaces, 

including roads and buildings, changes radiative fluxes and 

climates, intensifies urban warming, and forms urban hotspots 

(Lia et al., 2020; Tepanosyan et al., 2021). The spread of this 

phenomenon creates an urban heat island (El-Hadidy, 2021). 

   Urban heat island is formed in cities or metropolises due to 

human-induced changes to land surfaces when urban areas 

experience higher temperatures than the rural ones. Natural 

land surfaces are replaced by urban materials such as buildings, 

roads, and other asphalt areas and then, heat islands come into 

being (Mendez-Astudillo et al., 2020; Macintyre, 2021; Kabano 

et al., 2021). This increase in temperature starts at 2 °C and can 

increase to several °C (Harun et al., 2020). 

 
*Corresponding Author’s Email: mjamiri@ut.ac.ir (M.J. Amiri) 
  URL: https://www.jree.ir/article_163301.html 

Heat island causes irreparable damage to humans and the 

environment. Urban heat island is a principal factor affecting 

urban climatology, including urban vegetation and air pollution 

(Li et al., 2021), environmental and human health, including 

vulnerable groups (Wang et al., 2021), and public health 

(Sekertekin & Zadbagher, 2021; Vasenev et al., 2021), include 

an increasing mortality rate (Koopmans et al., 2020). Therefore, 

the heat island must be controlled. One approach to controlling 

and monitoring the heat island is the combined use of RS and 

GIS. Many researchers have merged RS and GIS (Liu et al., 

2021). RS satellites provide a simple way to investigate thermal 

differences between urban and rural areas, LST recovery, and 

urban heat islands (Ahmed, 2018). A review of the relevant 

lectures and records shows that the term heat island was first 

proposed by Howard about a century ago, in 1833. Further 

research indicates that urbanization has caused significant 

changes in the meteorological parameters and features of the 

earth's surface and, as a result, has given rise to many changes 

in the local weather and climate. Guo et al (2020) and Galdies 

& Lau (2020) investigated the effect of urban heat islands, 

extreme temperatures, and long-term climate change in Hong 

Kong. This study showed that despite the severe heat island 

effects between urban and suburban areas, urban parks could 
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minimize the effect of heat islands. They recommend several 

adaptation measures related to urban spatial planning 

concerning climate change. Galdies & Lau (2020) and Portela 

et al (2020) investigated the effect of urban and industrial 

characteristics on the earth's surface temperature. The results 

showed that high LST values were concentrated in urban and 

industrial areas with buildings, impermeable pavements, and 

scattered vegetation. Urban areas with weak vegetation form 

intense heat islands (Portela et al., 2020). Lemus-Canovas et al. 

(2019) estimated the hot and cold poles of Barcelona 

metropolis by calculating the Earth’s surface temperature from 

Landsat 1. The results illustrated that the heat poles were 

primarily concentrated in industrial and urban areas. Cold poles 

are found in urban green areas as well as forest areas. The 

maximum temperature range between land surface covers was 

observed in spring and summer, while this difference was 

insignificant in winter. This study showed that the air 

temperature in green areas reached up to 2.5 degrees Celsius 

lower than in urban areas (Lemus-Canovas, 2019). Recent 

studies exploring the city of Tehran demonstrate that the 

minimum temperatures in Tehran have increased compared to 

the Varamin station, which indicates the release of more 

thermal energy in Tehran than that in its suburbs (Akbari, 

2000). Studies related to Tehran's thermal island show that the 

effect of Tehran's thermal island has become more apparent, 

and along with the growth and development of the metropolis 

of Tehran, the spatial and temporal characteristics of the 

thermal island have changed. The spatial structure of the 

ground surface temperature, the effects of Tehran’s thermal 

island, and the methods of obtaining temperature in hot and 

polluted areas are of particular importance  (Sadeghinia et al., 

2013). 

   According to the findings of (Galdies & Lau, 2020; Guo, 

2020; Portela et al., 2020), the influencing factors in the 

formation of heat islands include the amount of vegetation and 

changes in the residential context as well as the type of 

materials, which in this thesis has also been examined firstly by 

examining the changes in the residential context and the 

vegetation status of the area with the NDVI index. Galdies & 

Lau (2020) and Portela et al (2020) Both investigated the 

thermal island utilizing LST. In this study, LST was also used 

to investigate the condition of the thermal islands. In this 

research, in addition to examining the thermal island, an 

exaggerated digital elevation model map of the first region of 

Tehran was also prepared and Has been studied. In addition to 

the studies mentioned above, the correlation between the data 

has been investigated, and due to the relative nature of the data, 

Pearson and Spearman tests have been used. Another advantage 

of this research is the regional survey (past research is generally 

carried out in the country (Galdies & Lau, 2020) or carried out 

in the city (Portela et al., 2020)). This study aimed to investigate 

the state of heat islands and the factors affecting them in District 

1 of Tehran using RS technology, Landsat satellite images, and 

thermal bands from 1984 to 2020 with emphasis on LST, land 

use, vegetation, and changes in height and geometry shape is 

done. 

 

2. METHOD 

2.1. The location of the study area 

Tehran metropolis consists of 22 districts. District 1 is one of 

the urban areas of Tehran located at the northeastern tip and the 

northernmost point of Tehran, along the longitudes of 534272.5 

east and 5446670.5 west and the latitudes of 3964923.5 north 

and 3964923.5 south. The district is limited to Alborz 

Mountains from the north, the Evin region from the west, 

Parkway and Sadr Highway from the south, and Lavasanat 

from the east. District 1 of Tehran is a part of Shemiranat city. 

The district is also known as Shemiran. According to the 2016 

census of Iran, the population of this district is 487,508 people 

(166,881 households) and an area of about 8944/3604 hectares. 

The location of District 1 and the divisions of the districts are 

shown in Figure 1. 

 

 
Figure 1. Location of study area 

 

2.2. Methodology 

This is a descriptive-analytical and applied study in terms of 

purpose. This study uses Landsat satellite images for 

environmental and spatial analyses of District 1. To this end, 

Landsat satellite images in TM-ETM-OLI sensors for the years 

1984, 1994, 2004, 2014, and 2020 are available on the United 

States Geological Survey (USGS) website and NASA. This 

study uses thermal RS techniques (including 10 Landsat 

satellite images) and GIS that have been effectively and 

efficiently combined to investigate the factors affecting LST 

and the formation of a heat island in District 1 due to its special 
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topographic conditions. One of the most important factors is the 

increase in LST, which, as mentioned, is measured using 

thermal RS in the summer and winter. Another factor is the 

study of vegetation in the study area from 1984 to 2020 using 

the Normalized Difference Vegetation Index (NDVI) and the 

three-dimensional shape and elevation of the area. Another 

factor is land use, which refers to the characteristics of 

homogeneous and repetitive components and features of the 

land surface, which can be distinguished from other features 

with a clear boundary. The basis of the land study is the land 

cover map information that must be extracted from raw RS data 

and then classified before entering the GIS. The classification 

of satellite images is the most crucial part of satellite data 

interpretation. In this study, the images prepared from 1984 to 

2020 are analyzed and classified to examine changes in land 

use in District 1. RS data collected from the land surface by 

various sensors may be subject to shortcomings and errors. 

Thus, deficiencies must be compensated and errors eliminated 

using satellite imagery. ARC GIS 10.8, Envi5.2, and SPSS are 

used to output, process, and analyze Landsat images. 
 

Table 1. Landsat satellite imagery specifications 

Thermal band ROW PATH Sensor Satellite Date of taking the image 

6 035 164 "TM" LANDSAT_5" 1984-04-25 

6 035 164 "TM" LANDSAT_5" 1984-11-19 

6 035 164 "TM" LANDSAT_5" 1987-07-07 

6 035 164 "TM" LANDSAT_5" 1987-01-12 

6 035 164 "TM" LANDSAT_5" 1990-07-31 

6 035 164 "TM" LANDSAT_5" 1990-12-22 

6 035 164 "TM" LANDSAT_5" 1992-01-26 

6 035 164 "TM" LANDSAT_5" 1992-08-05 

6 035 164 "TM" LANDSAT_5" 1994-01-15 

6 035 164 "TM" LANDSAT_5" 1994-08-27 

6 035 164 "TM" LANDSAT_5" 1996-08-23 

6 035 164 "TM" LANDSAT_5" 1996-10-10 

6 035 164 "TM" LANDSAT_5" 1998-01-26 

6 035 164 "TM" LANDSAT_5" 1998-08-06 

6 035 164 "ETM" "LANDSAT_7" 2000-01-16 

6 035 164 "ETM" "LANDSAT_7" 2000-08-11 

6 035 164 "ETM" "LANDSAT_7" 2002-01-13 

6 035 164 "ETM" "LANDSAT_7" 2002-08-09 

6 035 164 "ETM" "LANDSAT_7" 2004-01-19 

6 035 164 "ETM" "LANDSAT_7" 2004-08-14 

6 035 164 "ETM" "LANDSAT_7" 2006-02-25 

6 035 164 "ETM" "LANDSAT_7" 2006-08-04 

6 035 164 "ETM" "LANDSAT_7" 2008-01-14 

6 035 164 "ETM" "LANDSAT_7" 2008-08-09 

6 035 164 "ETM" "LANDSAT_7" 2010-01-03 

6 035 164 "ETM" "LANDSAT_7" 2010-08-15 

6 035 164 "ETM" "LANDSAT_7" 2012-01-25 

6 035 164 "ETM" "LANDSAT_7" 2012-08-04 

6 035 164 "ETM" "LANDSAT_7" 2014-01-14 

6 035 164 "ETM" "LANDSAT_7" 2014-08-10 

10-11 035 164 "OLI_TIRS" "LANDSAT_8" 2016-02-03 

10-11 035 164 "OLI_TIRS" "LANDSAT_8" 2016-08-15 

10-11 035 164 "OLI_TIRS" "LANDSAT_8" 2018-01-25 

10-11 035 164 "OLI_TIRS" "LANDSAT_8" 2018-08-05 

10-11 035 164 "OLI_TIRS" "LANDSAT_8" 2020-01-15 

10-11 035 164 "OLI_TIRS" "LANDSAT_8" 2020-08-10 

 

2.3. Land use 

One of the factors affecting the increase in temperature in 

District 1 is land use because this district, like other districts of 

Tehran, has experienced its fair share of spatial changes in 

different years, which have significantly increased the city’s 

temperature at different times. Remote sensing, which aims to 

identify and separate land phenomena and classify them, and 

Landsat satellite imagery from 1984 to 2020 were used to study 

these changes. Band composition in Landsat images is one of 

the methods used to obtain a land-use map before classification. 

This study uses the 2-3-4 band combination for TM, ETM+, 

and OLI sensors. In this combination, band 4 is the infrared 

band, with the vegetation having the highest reflectance. Band 

compositions for preparing land-use maps for District 1 of 

Tehran from 1984 to 2020 can be seen in Figure 2. As seen in 

the figure, the study area is divided into five classes: green 

space and vegetation in green, urban land use in pink, barren 

and abandoned lands in white, poor lands or mountains in 

purple, and roads in black. 
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Figure 2. Land-use map 

 

After color composition, also called visual interpretation, 

digital processing is used to classify the images of the study 

area so that some areas are first selected as a sample or class, 

and the classification is performed using the maximum 

likelihood estimation, which has been mentioned as the most 

accurate and widely used method of classifying images. After 

classification, its accuracy, considered a criterion for 

classification valuation, is checked. The overall accuracy of the 

classification is calculated using Equation (1) as follows 

(Makhdoom et al., 2004): 

Overall accuracy =
The sum of the pixels that are correctly classified

The whole pixels of the image
 …(1) 

   The generated accuracy is a measure of the correct 

classification of the pixels of a class relative to the same class 

in the ground truth. It is expressed in Equation (2) (Makhdoom 

et al., 2004): 

the accuracy of the producer of class x =
 Total correctly classified pixels of class X

The desired pixels in the ground truth
                                                  (2) 

   Besides, user accuracy indicates the probability that a pixel in 

a classified map belongs to the same class. User accuracy, 

which is the knowledge of the degree of confidence in the 

generated map, is calculated via Equation (3) as follows 

(Makhdoom et al., 2004): 

Class x user accuracy =
Total correctly classified pixels of class X

  Class x pixels on the map
  (3) 

   Finally, the 𝑘 coefficient, which represents the agreement 

between the classification and the ground truth data, has a range 

between 0 and 1, in which 1 indicates the complete agreement 

between the classified map and the ground truth data 

(Makhdoom et al., 2004). The 𝑘 coefficient is calculated via 

Equation (4): 

k =
θ2 − θ1

θ2−1
                                                                                        (4) 

where θ1 is the overall accuracy and θ2 is the contingent 

agreement, which is calculated as follows (Makhdoom et al., 

2004): 

θ2 = I Xi +  I x +
i

N
                                                (5) 

There are several models and methods for classification using 

RS. This study uses the maximum likelihood estimation due to 

its high classification accuracy and reliability. 

 

2.4. Land Surface Temperature (LST) 

One of the most critical factors affecting the increase in 

temperature of District 1 is LST, which is obtained by the 

thermal bands of Landsat satellites in TM, ETM+, and OLI 

sensors. The pixels of the images must first be processed to 

obtain correct information to prepare a thermal map of the city. 

All of these are called image pre-processing or image 

correction. One of the most critical corrections applied to image 

pixels is radiometric. One part of radiometric corrections of 

images is spectral correction performed on Digital Numbers 

(DNs) or the pixel so that when the image is taken, it has DNs. 

These DNs contain information about land surface phenomena. 

However, the initial data contains basic information 

(uncorrected) and cannot represent the land surface parameters 

such as temperature, humidity, vegetation, etc. The DNs of the 

satellite imagery must be corrected to apply the values of the 

ground surface parameters to the desired satellite imagery. The 

DNs of each image must be converted into radiance and 

reflectance. This form of correction is referred to as spectral 

correction. Several models and methods for converting the 

DNS of satellite images into radiance and reflectance are 

referred to below. Equation (6) converts raw image values into 

radiance for Landsat TM and ETM images (Chander et al., 

2009). 

Lλ = (
LMAX−LMIN

Qcalmax−Qcalmin
) (Qcal − Qcalmin) + LMIN                       (6) 

where Lλ is the spectral radiance in the sensor, Qcal is the pixel 

value (DN) in the desired band, Qcalmin is the minimum pixel 

value (DN), Qcalmax is the maximum pixel value (DN), and 

LMIN and LMAX are minimum and maximum spectral 

radiances in the sensor. This file is available and can be 

downloaded in the metadata file of every satellite image. 

Moreover, the reflectance coefficient for the Landsat 

TM5.ETM7 sensor is calculated based on Equation (7) 

(Chander et al., 2009): 

pλ =
𝜋×Lλ×d2 

ESUN λ×𝐶𝑂𝑆 θ𝑆
)                                                                          (7) 

where pλ is the reflectance coefficient, π = 3.1459, Lλ is the 

spectral radiance in the sensor, d is the distance between the 
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earth and the sun (astronomical unit), ESUN is the average of 

the sun's rays, and θ is the angle of the sun's rays (degrees) . 

   Equation (8) is used to obtain the spectral radiance in the OLI 

sensor (Chander et al., 2009): 

Lλ = ML ∗  Qcal +  AL                                                                     (8) 

where Lλ is the radiance above the atmosphere 

(watts/m2*srad*μm), ML is the multiplicative conversion 

factor, Qcal is the pixel values (DNs) 10 and 11, and AL is the 

aggregate conversion factor. 

 

2.5. Obtain the brightness temperature 

Thermal band data can be converted from spectral radiance in 

the sensor into brightness temperature, assuming that the earth 

is a black body and includes the effects of the atmosphere 

(absorption and radiance). The brightness temperature for 

Landsat satellite sensors is calculated from Equation (9) 

(Rajeshwari & Mani, 2014). 

T =
K2

Ln(
K1

Lλ
+1)

                                                                                      (9) 

where T is the temperature affecting the brightness in the sensor 

in Kelvin; L is the spectral radiance of the meter in terms of 

(Wm-2sr-1um-1). The values of K1 and K2 are the first and 

second calibration constants (Wm-2), respectively, and the 

coefficients of K1 and K2 are calculated in Table (2). 
 

Table 2. Coefficients K1 and K2 for Landsat satellite 

Sensor 

coefficient (band) 

Calibration 

coefficient (K1) 

Calibration 

coefficient (K2) 

L5-TM B6 607.76 1260.56 

L7-ETM+B6 666.09 1282.71 

L8-OLI B10 777.89 1321.08 

L8-OLI B11 480.89 1201.14 

2.6. Vegetation 

One of the other factors affecting the temperature increase in 

District 1 is its vegetation density, which is obtained using 

Landsat satellite images and NDVI. NDVI is calculated based 

on Equation (10) (VAN de Griend & Owe,1993): 

   NDVI =
NIR−RED

 NIR+RED
                                                                         (10)   

where NIR is the reflectance in the infrared band, and RED is 

the reflectance in the red band. Although the value of this index 

is in the range of -1 and 1 theoretically, in practice, it is less 

than (1) and more than -1. The values of this index for dense 

vegetation tend to be 1, but negative values characterize clouds, 

snow, and water, and rocks and barren soils with similar 

spectral reactions used in the two bands are seen with values 

close to zero. In this index, typical soil is considered equal to 1. 

The higher the pixel distance from the soil size, the denser the 

vegetation. In this regard, NDVI is applied to Landsat images. 

The vegetation map of District 1 of Tehran has been complied 

and prepared from 1984 to 2020 in five classes: very light red, 

relatively light orange, medium-density yellow, relatively high 

light green, and very high-density dark green. 

 

2.7. Changes in elevation 

Another factor affecting climate, environmental, and thermal 

changes in District 1 is the changes in elevation and geometric 

and three-dimensional shape of this district so that most of the 

areas and neighborhoods of the district are located at high 

altitudes (for example, Punak, Islamic Azad University, 

Science and Research Branch, Hesarak, etc.). As shown in 

Figure 3 (digital elevation model map of District 1 with an 

accuracy of 5 m), most areas and neighborhoods of this district 

are located at altitudes between 1400 and 1835. 
 

 

 
Figure 3. Digital elevation model map 

 

   Figure (4) is slightly exaggerated and shows the mountains, 

poor terrain, and high altitudes of most of the neighborhoods 

and residential areas of District 1 of Tehran. These areas are 

located like a hole around these mountains. Like a barrier, these 

mountains and poor terrain prevent winds and cyclones from 

entering the district and, consequently, increase the temperature 

in the district. 
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Figure 4. Exaggerated map of digital elevation model 

 

2.8. The correlation between LST and weather stations 

Data in the studied years were received from reputable centers 

(Table 3), and the correlation between the surface temperature 

of stations and Landsat images was obtained using SPSS 

software and the linear regression method to examine the 

correlation between satellite images and weather stations. 

 

Table 3. Weather stations in Tehran 

Year Tehran station Shemiran station Chitgar station Geophysics station 

1984-04-25 17.7 13.7 15.4 3.5 

1984-11-19 11.4 9.4 11.6 12.3 

1994-08-27 31.2 28.9 33.1 31.5 

1994-01-15 -6 4.1 6.7 5.7 

2004-08-14 31.4 27.9 31.9 31.1 

2014-01-14 5.3 3.7 7.3 5.5 

2020-08-20 36.9 36.5 38.3 35.6 

2020-01-15 8.2 7.6 9.2 6.6 

 

   The linear regression model assumes a linear relationship (or 

a straight line) between the dependent variable and each 

predictor, as described in Equation (11). 

yi = b0 +  b1xi1 + … +  bpxip +  ei                                        (11) 

where: 

yi is the value of item i of the quantitative dependent variable. 

p is the number of predictors. 

bj is the value of coefficient j, j = 0, …, p 

Xij is the value of item i of predictor j. 

ei is the error in the observed value for item i. 

   The model is linear because increasing the predictor j by 1 

unit increases the dependent value of the units bi. It should be 

noted that b0 is the intercept. b0 will be the value of the 

dependent variable predictor model when the value of each 

predictor is zero. The initial condition for linear regression is 

the normal distribution of data. Therefore, the normal 

distribution of data is first checked using the Smirnov test 

(Tables 4 and 5). 

 

Table 4. Smirnov test to check the normal distribution of data for satellite images 

One-sample Kolmogorov-Smirnov test Blue class Green class Yellow class Orange class 

N 10 10 10 10 

Normal parameters a,b Mean 4.050 8.250 12.850 1486080.0000 

Std. deviation 19.0299 19.1184 20.3880 1840520.55245 

Most extreme differences Absolute .173 .164 .182 .186 

Positive .173 .164 .167 .140 

Negative -.171 -.155 -.182 -.186 

Test statistic .173 .164 .182 .186 

Asymp. Sig. (2-tailed) test distribution is normal. .200 c,d .200 c,d .200 c,d .200 c,d 

a: Test distribution is normal. 

b: Calculated from data. 

c: Liliefors Significance Correction. 

d: This is a lower bound of the true significance. 
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Table 5. Smirnov test to check the normality of data distribution for weather stations 

One-sample Kolmogorov-Smirnov test Tehran station Shemiran station Chitgar station Geophysics station 

N 10 10 10 10 

Normal parameters a,b Mean 17.40 16.49 19.18 16.73 

Std. deviation 14.535 12.688 13.124 13.429 

Most extreme differences Absolute .229 .216 .234 .275 

Positive .160 .212 .218 .275 

Negative -.229 -.216 -.234 -.237 

Test statistic .229 .216 .234 .275 

Asymp. Sig. (2-tailed) test distribution is normal. .147c .200 c,d .129 c .031 c 

a: Test distribution is normal. 

b: Calculated from data. 

c: Liliefors Significance Correction. 

d: This is a lower bound of the true significance. 

 

   According to the above tables, the data are distributed 

normally. The correlation between the data is then examined. 

Pearson and Spearman's tests are used because the data are 

relative (Tables 6 and 7). 
 

Table 6. Pearson test for satellite images and weather stations 

Pearson correlation 
Blue 

class 

Green 

class 

Yellow 

class 

Orange 

class 

Red 

class 

Tehran 

station 

Shemiran 

station 

Chitgar 

station 

Geophysics 

station 

Blue class 

 1 .990** .983** .968** .958** .832** .871** .885** .787** 

Sig. (2-

tailed) 
 .000 .000 .000 .000 .003 .001 .001 .007 

N 10 10 10 10 10 10 10 10 10 

Green class 

Pearson 

correlation 
.990** 1 .994** .986** .976** .852** .881** .896** .815** 

Sig. (2-

tailed) 
.000  .000 .000 .000 .002 .001 .000 .004 

N 10 10 10 10 10 10 10 10 10 

Yellow 

class 

Pearson 

correlation 
.983** .994** 1 .997** .985** .846** .856** .870** .766** 

Sig. (2-

tailed) 
.000 .000  .000 .000 .002 .002 .001 .010 

N 10 10 10 10 10 10 10 10 10 

Orange 

class 

Pearson 

correlation 
.968** .986** .997** 1 .989** .846** .845** .857** .751* 

Sig. (2-

tailed) 
.000 .000 .000  .000 .002 .002 .002 .012 

N 10 10 10 10 10 10 10 10 10 

Red class 

Pearson 

correlation 
.958** .976** .985** .989** 1 .877** .876** .886** .779** 

Sig. (2-

tailed) 
.000 .000 .000 .000  .001 .001 .001 .008 

N 10 10 10 10 10 10 10 10 10 

Tehran 

station 

Pearson 

correlation 
.832** .852** .846** .846** .877** 1 .965** .962** .906** 

Sig. (2-

tailed) 
.003 .002 .002 .002 .001  .000 .000 .000 

N 10 10 10 10 10 10 10 10 10 

Shemiran 

station 

Pearson 

correlation 
.871** .881** .856** .845** .876** .965** 1 .997** .956** 

Sig. (2-

tailed) 
.001 .001 .002 .002 .001 .000  .000 .000 

N 10 10 10 10 10 10 10 10 10 

Chitgar 

station 

Pearson 

correlation 
.885** .896** .870** .857** .886** .962** .997** 1 .965** 

Sig. (2-

tailed) 
.001 .000 .001 .002 .001 .000 .000  .000 

N 10 10 10 10 10 10 10 10 10 

Geophysics 

station 

Pearson 

correlation 
.787** .815** .766** .751* .779** .906** .956** .965** 1 

Sig. (2-

tailed) 
.007 .004 .010 .012 .008 .000 .000 .000  

N 10 10 10 10 10 10 10 10 10 

*. Correlation is significant at a level of 0.05 (2-tailed). / **. Correlation is significant at a level of 0.01 (2-tailed). 
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Table 7. Spearman test for satellite images and weather stations 

Spearman's rho correlations Blue 

class 

Green 

class 

Yellow 

class 

Orange 

class 

Red 

class 

Tehran 

station 

Shemiran 

station 

Chitgar 

station 

Geophysics 

station 

Spearman's 

rho 

Blue class Correlation 

coefficient 

1.000 .982** .976** .960** .973** .693* .689* .796** .565 

Sig. (2-

tailed) 

. .000 .000 .000 .000 .026 .028 .006 .089 

N 10 10 10 10 10 10 10 10 10 

Green class Correlation 

coefficient 

.982** 1.000 .994** .988** .997** .705* .686* .772** .571 

Sig. (2-

tailed) 

.000 . .000 .000 .000 .023 .029 .009 .084 

N 10 10 10 10 10 10 10 10 10 

Yellow 

class 

Correlation 

coefficient 

.976** .994** 1.000 .997** .997** .705* .677* .772** .541 

Sig. (2-

tailed) 

.000 .000 . .000 .000 .023 .032 .009 .106 

N 10 10 10 10 10 10 10 10 10 

Orange 

class 

Correlation 

coefficient 

.960** .988** .997** 1.000 .994** .720* .679* .768** .537 

Sig. (2-

tailed) 

.000 .000 .000 . .000 .019 .031 .009 .110 

N 10 10 10 10 10 10 10 10 10 

Red class Correlation 

coefficient 

.973** .997** .997** .994** 1.000 .721* .693* .782** .576 

Sig. (2-

tailed) 

.000 .000 .000 .000 . .019 .026 .008 .082 

N 10 10 10 10 10 10 10 10 10 

Tehran 

station 

Correlation 

coefficient 

.693* .705* .705* .720* .721* 1.000 .967** .927** .733* 

Sig. (2-

tailed) 

.026 .023 .023 .019 .019 . .000 .000 .016 

N 10 10 10 10 10 10 10 10 10 

Shemiran 

station 

Correlation 

coefficient 

.689* .686* .677* .679* .693* .967** 1.000 .948** .778** 

Sig. (2-

tailed) 

.028 .029 .032 .031 .026 .000 . .000 .008 

N 10 10 10 10 10 10 10 10 10 

Chitgar 

station 

Correlation 

coefficient 

.796** .772** .772** .768** .782** .927** .948** 1.000 .770** 

Sig. (2-

tailed) 

.006 .009 .009 .009 .008 .000 .000 . .009 

N 10 10 10 10 10 10 10 10 10 

Geophysics 

station 

Correlation 

coefficient 

.565 .571 .541 .537 .576 .733* .778** .770** 1.000 

Sig. (2-

tailed) 

.089 .084 .106 .110 .082 .016 .008 .009 . 

N 10 10 10 10 10 10 10 10 10 

*. Correlation is significant at a level of 0.05 (2-tailed). 

**. Correlation is significant at a level of 0.01 (2-tailed). 

 

Since the significant coefficients of the Pearson and Spearman 

models are less than the confidence level of 0.05, it can be 

argued that there is a significant relationship between the data 

of weather stations in Tehran and Landsat satellite images. 

Thus, the linear regression model can be used between them, as 

described in Equation (11). 

 

3. RESULTS AND DISCUSSION 

One of the most critical factors affecting the increase in 

temperature in District 1 of Tehran is LST. This study prepared 

a thermal zoning map using Landsat thermal images in ETM 

and TM sensors in Band (6) and Oli sensors in Bands (10) and 

(11) in the winter and summer from 1984 to 2020 (Figure 5). 

The study area was then classified into five classes: blue, green, 

yellow, orange, and red, each class containing the 

corresponding temperature in degrees Celsius (Table 8). 

According to Figure 5 and Table 8, the trend of temperature is 

ascending in District 1 in both summer and winter, indicating 

climate change, rising LST in District 1, and the formation of a 

heat island in the district. 
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Figure 5. LST map 

 

 

Table 8. LST classification using Landsat thermal images 

Year 
Classes 

Blue Green Yellow Orange Red 

1984_04_25 10_15 15_20 20_25 25_30 30_35 

1984_11_19 -18_-19 -17_-18 -16_-17 -15_-16 -15_-12 

1994_08_27 24_29 29_34 34_39 39_44 44_47 

1994_01_15 -6_-7 -6_-5 -5_-4 -4_-3 -3_-2 

2004_08_14 26_31 31_36 36_41 41_46 46_49 

2004_01_19 -23_-17 -17_-12 -12_-7 -7_0 0_6 

2014_08_10 10_15 15_20 20_25 25_30 30_50 

2014_01_14 -8_-1 -1_5 5_10 10_15 15_20 

2020_08_10 21_26 26_31 31_36 36_41 41_47 

2020_01_15 -13_-8 -8_-3 -3_2 2_7 7-15 

 

According to Table 8, the trend of temperature increases in 

District 1 has been increasing in both summer and winter; thus, 

the blue class in the summer (1984) was between 10 and 15 °C 

and changed to 21 to 26 °C in 2020. Moreover, the red class 

with the highest density had a temperature between 30 and 32 

°C in 1984, which reached 50 °C in 2014 and 47 °C in 2020. It 

rose from -18 °C in winter to 15 °C in 2020. 

   Land use is another factor that affects LST changes in District 

1 of Tehran. Land-use change map of District 1 of Tehran was 

prepared using Landsat satellite imagery, supervised 

classification, and maximum likelihood estimation from 1984 

to 2020 in five classes: vegetation, urban land use, barren lands, 

poor lands, and mountains and roads (Figure 6). 

   Following the preparation of the land-use change map, the 

area percentage for each land-use class and the accuracy of 

classes with ground truth data (k) were obtained (Table 9). 
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Figure 6. Land-use classification map 

 
 

Table 9. The percentage of the area of each land-use class using Landsat images 

Year 
Land use area (%) 

k coefficient (%) 
Vegetation Urban Barren lands Mountains Roads 

1984 32.597 16.795 24.039 18.594 7.976 96 

1994 26.502 26.038 15.978 18.628 12.855 97 

2004 26.015 32.834 11.679 15.754 13.718 97 

2014 14.155 35.745 12.497 19.271 18.331 97 

2020 22.065 35.949 9.909 12.820 19.257 97 

 

According to Figure 6 and Table 9, vegetation cover was 

reduced from 32 % in 1984 to 26.5, 26, and 14 in 1994, 2004, 

and 2014, respectively, which recorded a downward trend, but 

increased to 22 % in 2020. Simply put, the overall trend from 

1984 to 2020 was descending. Residential areas occupied     16 

% of the city in 1984. After this time period, the mentioned 

trend took an ascending direction and reached 35 % in 2020. 

Moreover, barren lands decreased from 24 % to 9.9 %. 

According to the results of Figure 6 and Table 9, the number of 

mountains decreased from 18 % to 12 % and on the contrary, 

the number of paths in Region 1 increased from    7.9 % to 19 

%. 

   The land use in the case study changed significantly from 

1984 to 2020 and the urban field grew from 16 % in 1984 to 35 

% in 2020 while vegetation cover was attenuated from     32 % 

in 1984 to 22 % in 2020. Barren lands decreased from 24 % in 

1984 to 9 % and roads increased sharply from 7 % to 19 % in 

2020. The trend of land use in our case study from the year 1984 

to 2020 is accessible in Figure 7. 

 

 
Figure 7. The trend of land-use change 
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Vegetation cover trends in District 1 was investigated using 

NDVI. This index was prepared for Landsat images in 1984, 

1994, 2004, 2014, and 2020. In this map, the red dots indicate 

the areas devoid of vegetation, while the green dots indicate 

those with vegetation. However, the comparison of NDVI maps 

indicates the declining trend for vegetation cover over the past 

38 years (Figure 8). 

   The results of the fitted linear regression model between 

weather station data and satellite images showed a significant 

correlation between them; therefore, the significance 

coefficient (Sig) of all stations was less than the confidence 

level of 0.05. The coefficient of variation (R) for all the stations 

had the desired value above 0.80. The regression analysis 

results indicate that the red and green classes had the highest 

correlation among other LST classes of satellite images (Table 

10). 

 

 
Figure 8. NDVI map 

 

Table 10. Linear regression between satellite images and weather stations 

Weather 

station 

Class 

correlation 
R R2 

Durbin–

Watson 

statistic 

Sig 
Regression 

model 

Standardized 

beta coefficient 

Non-

standardized 

beta coefficient 

The 

predicted 

SD 

Tehran Red 0.877 0.769 2.618 0.001 Forward 0.877 0.553 7.410 

Shemiran Green 0.881 0.776 2.988 0.001 Forward 0.881 0.584 6.374 

Chitgar Green 0.896 0.803 2.948 0.000 Forward 0.896 0.615 6.174 

Geophysics 
Green 0.815 0.664 2.185 0.004 Forward 0.815 0.572 8.261 

Yellow 0.904 0.817 2.185 0.003 Forward 0.904 0.623 6.507 

 

4. CONCLUSIONS 

According to the referenced findings (Galdies & Lau, 2020; 

Guo et al., 2020; Portela et al., 2020), the influencing factors in 

the formation of heat islands include the extent of vegetation 

cover, changes to the residential context, and the type of 

materials. The current study managed to investigate the 

changes to the residential context and the vegetation status of 

the area based on NDVI index.  Galdies & Lau (2020) and 

Portela et al (2020) both investigated the thermal island 

utilizing LST. In this study, LST was also used to investigate 

the condition of thermal islands. In the present research, in 

addition to examining the thermal island, an exaggerated digital 

elevation model map of District 1 of Tehran was prepared and 

studied. In addition to the studies mentioned above, the 

correlation between the data was investigated, and due to the 

relative nature of the data, Pearson and Spearman tests were 

employed. This research made use of the regional survey to its 

advantage (past research is generally carried out in the country 

(Galdies & Lau, 2020) or carried out in the city (Portela et al., 

2020). This study aimed to investigate the state of heat islands 

and the factors affecting them in District 1 of Tehran using RS 

technology, Landsat satellite images, and thermal bands from 

1984 to 2020 with emphasis on LST, land use, vegetation, and 

changes in height and geometry shape is done. This research is 

seen as necessary for future planning. 

   The results indicate that the trend of temperature increased in 

District 1 from the year 1984 to 2020 in both summer and 

winter. Thus, the blue class in the summer of 1984 ranged 

between 10 and 15 °C and changed to 21 to 26 °C in 2020. 

Moreover, the red class with the highest density had a 

temperature between 30 and 32 °C in 1984, which reached 50 

°C in 2014 and 47 °C in 2020. Land use in District 1 changed 

significantly over this period, with urban land use increasing 
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from 16 % (in 1984) to 35 % (in 2020) and vegetation declining 

from 32 % to 14 %. Vegetation analysis using NDVI showed a 

decreasing vegetation trend in the studied years. A significant 

correlation was seen between satellite images and the data 

collected from weather stations such as Tehran, Shemiran, 

Chitgar, and Geophysics stations to validate the study using the 

fitted linear regression model. The results of linear regression 

analysis demonstrated a significant correlation between 

satellite images and weather station data; therefore, the 

significance coefficient (Sig) in the case of all the stations was 

less than 0.05 with a 95 % confidence interval. Besides, the 

coefficient of variation (R) for all the stations was above 80 %. 

The regression analysis results show that the red and green 

classes had the highest correlation among other LST classes of 

satellite images. Another factor affecting temperature changes 

in District 1 of Tehran included the elevation and geometric and 

three-dimensional shape of this district such that most of the 

areas and neighborhoods of the district were located at high 

altitudes between 1400 and 1835. These high altitudes hinder 

the positive course of natural rainfall and other climatic factors 

which, in turn, increase the district's temperature compared to 

other districts over time. The findings illustrate that rising 

temperatures in District 1 of Tehran show no signs of putting 

on the brake any time soon. Unfortunately, land-use changes 

such as declining vegetation and increasing urban land use 

exacerbate this trend. In addition, population growth and the 

declining vegetation cover and rising number of buildings lead 

to the overheating of impermeable surfaces and excess heat 

penetrating the environment. Population growth and land-use 

change cause much vegetation to disappear, only to be replaced 

by buildings, roads, and other urban facilities. Reducing 

vegetation and turning it into high-rise buildings increase the 

temperature of the city. It must be emphasized that vegetation 

is one of the main factors in respiration, absorption of urban 

pollutants, and good biodiversity and prevents the rise of 

temperature in cities. In the end, we recommend further 

investigation into the effect of humidity on the thermal islands 

of the region as well as the type of materials and their 

relationship with these islands. 
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Phase Change Materials (PCMs) have received much consideration as thermal energy storage systems due to 
their high storage capacity. However, their heat transfer rate is limited because of the low thermal conductivity. 

Incorporating of carbon-based nanoparticles into the matrix of PCMs with good dispersion can be an efficient 

way to solve their deficiency. In this research, graphite nanoparticles were homogeneously dispersed within the 
Eicosane PCM matrix to prepare a Nano-Enhanced PCM (NEPCM). The main objective is to determine the 

optimum amount of graphite to maximize the thermal properties of NEPCM composites. The Scanning Electron 

Microscopy (SEM) images of the prepared nanocomposites confirmed the excellent dispersion of graphite 

nanoparticles within the Eicosane layers through an ultrasonic bath-assisted homogenization procedure followed 

by solidification. In addition, Differential Scanning Calorimetry (DSC) and Thermal Conductivity Evaluation 

(TC) of the samples were conducted to determine their heat capacity and thermal diffusivity. The results 
illustrated that the more the number of graphite nanoparticles, the larger the number of collisions between 

graphite and Eicosane. As the nanoparticle content increased, the thermal conductivity and diffusivity were 

enhanced, as well. Numerically, the maximum thermal conductivity was 4.1 W/m K for the composite containing 
10 wt% graphite, 15.66 times that of the pure Eicosane. Furthermore, increasing crystal growth and reducing 

heat capacity for the large number of nanoparticles in the composite were discussed. The significantly improved 

thermal properties of the prepared NEPCMs with an optimal nanoparticle content could make them applicable 
for different thermal management applications. 

 

https://doi.org/10.30501/jree.2023.362050.1454 

1. INTRODUCTION1 

Nowadays, energy storage has become a vital issue for future 

generations. Energy storage-based technologies have widely 

been used to prevent increase in energy costs, loss of fossil fuel 

resources, and environmental unsustainability (Agresti et al., 

2019; Al-Jethelah et al., 2019; Sampathkumar & Natarajan, 

2022). Since thermal energy has been used extensively, 

reserving heat energy and advancing energy efficiency can be 

suggested to decrease environmental and energy problems. 

Hence, the latest proposed method is the utilization of heat-

storage materials composed of adequate chemical stability, 

high latent heat, and outstanding thermal stability in industrial 

and homemade applications (Alshaer et al., 2015; Suraparaju & 

Natarajan, 2022). 

   PCMs, so-called latent heat-storage systems, could be 

efficiently utilized for stated applications due to high latent 

heat, high energy storage capacity, enormous diversity, and 

wide operating temperature (Eanest Jebasingh & Valan Arasu, 

                                                           
*Corresponding Author’s Email hashemabadi@iust.ac.ir (S.H. Hashemabadi) 

2020; Sampathkumar et al., 2022). Several organic and 

inorganic materials, mainly salt hydrates, clathrates, paraffin, 

and polyethylene glycol, can be used as effective PCMs (Sarı 

& Kaygusuz, 2002). Through many pieces of research, 

scientists declared paraffin-based hydrocarbons as a major 

PCM containing saturated and straight-chain organic 

compounds. Among different kinds of paraffin, Eicosane has 

been widely utilized due to its outstanding characteristics, such 

as excellent thermal stability, non-toxic, no phase separation 

during phase transformation, and good chemical stability. 

Therefore, Eicosane-based PCMs are a promising energy 

storage medium through a solid-liquid phase change at a low 

melting temperature. Despite its advantages, its performance 

has been restricted by its low thermal conductivity (Ebadi et al., 

2018; Pahamli et al., 2017). 

   Numerous studies have been conducted to prevail over the 

shortage of thermal conductivity of paraffin waxes, which 

suggested the introduction of different inorganic (nanoparticles 

of metal oxides) and organic (polymer) materials to PCMs 

  URL: https://www.jree.ir/article_164908.html 
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(Mohamed et al., 2017). A summary of recent works on PCMs 

modified with additives, mainly nanoparticles, is represented in 

Table 1. 
 

Table 1. Summary of the recent literature on modified PCMs with additives 

PCM 

material 
Additive 

Maximum thermal 

conductivity (k) [W/m K] 
Main finding Ref. 

Eicosane Ag 0.5467 

- The latent heat and the melting point of the samples 

decreased as the additives loading increased because of 

the reduction of the number of Eicosane molecules in 

the samples. 

(Al Ghossein 

et al., 2017) 

Eicosane 
Graphene 

nanoplatelet (GNP) 
2.1 

- Decreased thermal interface resistance, attributed to 

the unique two-dimensional (2D) planar morphology 

of GNPs, was responsible for the improved 

performance of the composite. 

(Fang et al., 

2013) 

n-docosane Expanded-graphite 0.82 

- The composite PCM with 10 wt % graphite was 

considered as form-stable allowing no leakage of 

melted paraffin throughout the liquid–solid phase 

change because of surface tension and capillary forces 

of graphite. 

(Sari & 

Karaipekli, 

2007) 

Paraffin Nano-graphite 0.9362 

- The graphite layers were randomly dispersed within 

the paraffin, and the thermal conductivity was 

gradually enhanced with the graphite content. 

(Li, 2013) 

n-Eicosane 
Expanded perlite & 

Carbon nanotube 
- 

- Compared to n-Eicosane/perlite composite, the 

utilization of carbon nanotubes improved the thermal 

conductivity without significantly affecting the 

compatibility of components, thermal stability, and 

thermal energy storage properties. 

(Karaipekli 

et al., 2017) 

n-Eicosane Mesoporous silica 1.171 

- The composite demonstrated a shorter heat-charging 

period because of excellent thermal conduction by 

their interconnecting mesopores silica matrix. 

(Liu et al., 

2019) 

n-Eicosane Fe3O4@SiO2@Cu 1.3926 

- The composite microcapsule exhibited excellent heat 

transfer capability due to its high thermal conductivity 

and high thermal energy storage–release performance 

via suppressing super cooling. 

(Do et al., 

2021) 

n-Eicosane Multilayer graphene 1.112 

- The composite could effectively convert electricity 

into latent heat, in which its the electro-latent heat 

storage efficiency could exceed 59.9 % at 1.9 V. 

(Zhang et 

al., 2021) 

 

Al Ghossein et al., (2017) examined the effect of silver (Ag) 

nanoparticles on the thermal conductivity of Eicosane-based 

PCM. They found that an increasing thermal conductivity (k) 

trend emerges by adding Ag nanoparticles up to 2 wt %. 

However, there is no monotonic relationship between filler 

amount and thermal conductivity at higher Ag loadings. 

Carbon-based materials, such as carbon fiber, single and multi-

walled carbon nanotubes, and nano-graphite, have shown high 

thermal conductivity (Bahiraei et al., 2017). Nano-graphite has 

a two-dimension (2D) layer structure and a large length-

diameter ratio. Moreover, it has a larger specific surface area 

than expanded graphite and exfoliated graphite, which enables 

it to create the network architecture within PCM and enhance 

the heat transfer rate (Li & Kim, 2007). For example, Fang et 

al., (2013) studied the changes in thermal conductivity of 

Eicosane composite containing graphene nanoplatelet at 

various loadings, showing a 400 % improvement in thermal 

conductivity by adding 10 % filler. 

   Despite numerous studies on various types of paraffin as 

PCM, there is a lack of a complete study on the optimized 

thermal properties, primarily thermal conductivity, of an 

Eicosane-based PCM. In this study, the main aim is to find the 

optimum amount of nano-graphite, homogeneously dispersed 

within Eicosane matrix, to maximize the thermal properties of 

the composite for different PCM applications. Furthermore, the 

mechanism of heat transfer in the presence and absence of filler 

aggregation is discussed. 

 
2. EXPERIMENTAL 

2.1. Meterials 

The materials used to synthesize the NEPCMs in the current 

study are as follows: pure Eicosane wax with a melting 

temperature (Tm) of ~ 38 °C was purchased from Parschemical 

Company. Nano graphite (with average particle sizes of 10-80 

15
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nm) and polyvinylpyrrolidone-40 (PVP) as the nanoparticle 

dispersant were supplied by IraNanotech. 

 
2.2. Preparation of Eicosane/nano-graphite PCM 

Different amounts of nano-graphite (2.5, 5, 7.5 and 10 wt %) 

and PVP as the surfactant were added to the melted PCM, 

denoted by EG2.5, EG5, EG7.5, and EG10, respectively. The 

mixture was stirred vigorously for 30 minutes at 75 °C to form 

a homogeneous mixture. The homogenization process of the 

mixture was facilitated using an ultrasonic bath for 2 hours at 

90 °C followed by solidification in a short time (about 5 min). 

This procedure helped prevent the graphite nanoparticles from 

precipitation and ensured that the nanoparticles were well 

dispersed within the PCM matrix. The obtained mixture was 

evaluated during the repeated melting/freezing cycle at 50 to 25 

°C and reverse order. A schematic representation of sample 

preparation is illustrated in Figure 1. 
 

 

Figure 1. Schematic of sample preparation 

 

2.3. Characterizations 

The dispersion state of graphite nanoparticles into the 

synthesized NEPCMs was studied using scanning electron 

microscopy (SEM, Vega-TESCAN, Brno, Czech Republic), 

operating at 20 kV using a secondary electron detector. 

Differential scanning calorimetry (DSC) analysis (Mettler 

Toledo, Switzerland) assessed the phase change 

characterizations of pure substances and NEPCMs under 

nitrogen coolant gas. The samples by weight of about 10 mg 

were added into a sealed aluminum pan. The thermal diffusivity 

() of each sample was measured with a Linseis LFA 500 Light 

Flash. The specific heat capacity (CP) of NEPCM samples was 

determined with a Differential Scanning Calorimeter (DSC, 

Mettler Toledo, Switzerland). Also, the density of samples was 

measured using the test method ASTM D792. According to 

thermal diffusivity definition, thermal conductivity (k) of 

samples is calculated based on the following relation: 

kNEPCM = αNEPCM(ρCP)NEPCM                                                        (1) 

   The thermal behavior of all NEPCMs was examined in the 

temperature range of 0-70 °C at a heating rate of 5 °C/min. All 

tests were conducted three times to ensure that the obtained 

results are reliable, and all the reported data is the averaged 

value with a deviation error within ± 5 %. 

 

3. RESULTS AND DISCUSSION 

3.1. SEM analysis 

The morphology and surface structure of all samples, including 

graphite nanopowders, pure Eicosane, and the prepared 

nanocomposites, were analyzed by SEM images, as shown in 

Figure 2. In these micrographs, a laminar microstructure of the 

graphite nanoparticles (Figure 2a) and an excellent dispersion 

of nanoparticles between Eicosane layers (Figure 2b-2f) can be 

seen. However, some small aggregates are shown in the 

samples containing high nanoparticle concentration (above 5 

%) due to graphite's high surface energy. Moreover, good 

interaction between Eicosane and graphite causes the integrated 

structure of nanocomposites without any loose interface. 
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Figure 2. SEM images of (a) pristine Eicosane, (b) graphite nanopowders, (c) EG2.5, (d) EG5, (e) EG7.5, and (f) EG10 samples 

 

3.2. DSC analysis 

PCM-based thermal energy storage systems have been 

designed to collect energy during melting. The heat flow 

triggers the melting process into the PCM. Since the main state 

of PCMs is solid at room temperature, heat transfer initially 

occurs by conduction, in which heat energy is transmitted 

through the molecules of PCMs. When temperature equals the 

melting temperature, in the melted part, convection would be 

the heat transfer mechanism that occurs to move fluid from 

warm regions to cold due to variation of PCM density. Thus, 

during the phase change, a transition period is observed in 

which energy is transferred simultaneously through conduction 

and convection modes (Haghighi et al., 2020). 

   The DSC thermograms of pure Eicosane and NEPCM 

nanocomposites containing different concentrations of 

nanoparticles are shown in Figure 3 and Figure 4. Figure 3 

presents the heating and cooling cycles of the pure Eicosane in 

the temperature range of 0 to 70 °C. The lower curve is related 

to the melting process, where PCM absorbs and stores thermal 

energy. The upper curve is associated with the freezing process 

where the PCM emits its stored energy to the ambience. The 

onset temperature is introduced as the baseline intersection with 

the melting curve (Manoj Kumar et al., 2021). The smaller peak 

(from 34 to 48 °C) indicates solid-solid phase change due to the 

remodeling of the crystalline structure. The more significant 

height (48 to 62 °C) exhibits solid-liquid phase change and the 

latent heat amount (Warzoha et al., 2012). 

   Figure 4 shows the melting curve of NEPCM nanocomposites 

and pure Eicosane. The NEPCM with         2.5 wt % graphite 

had the highest onset temperature at       48.9 °C, while the pure 

paraffin had an onset temperature of about 48.0 °C. Therefore, 

the insignificant influence of the graphite nanoparticles on the 

composite melting point is observed. All samples have 

determined the melting points at about 53 ± 0.2 °C. According 

to the investigation of nanoparticle effects on Eicosane in the 

literature (Murugan et al., 2018), Eicosane's melting 

temperature and thermal capacity are not affected by 

nanoparticles, but its thermal conductivity changes, which are 

in agreement with the current results. 

   The area under the melting peak is attributed to the enthalpy. 

The enthalpy value is expected to increase slightly after the 

small addition of nanoparticles due to the presence of different 

molecular interactions (wan der Waals) between nanoparticles 

and the PCM matrix (Bahiraei et al., 2017). However, the 

results of this study demonstrated that increasing nanoparticle 

concentration decreases the amount of latent heat in NEPCMs. 

As reported by (Warzoha & Fleischer, 2014), adding different 

fillers in paraffin-based PCMs leads to increasing or decreasing 

phase change enthalpy based on its impact on paraffin 

crystallinity. On the one hand, the phase change enthalpy of 

paraffin increased significantly by adding graphite due to an 

increase in NEPCM crystallinity; on the other hand, its value 

decreased with the addition of TiO2 nanoparticles as a result of 

reduced NEPCM crystallinity. Table 2 reports the values of the 

enthalpy and thermal conductivity of all samples. The data 

indicated that a large amount of graphite caused a reduction in 

melt enthalpy due to reducing Eicosane mass and declining 

NEPCM crystallinity (Warzoha & Fleischer, 2014). However, 

it predicts better molecular heat transfer due to the presence of 

nanoparticles in NEPCM samples. 
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Figure 3. DSC graph of pure Eicosane 
 

 

 
Figure 4. DSC graph of Eicosane-based samples; pristine PCM and NEPCMs at different mass fraction of graphite nanoparticles 

 

 

Table 2. Enthalpy, thermal conductivity and density of pure Eicosane PCM and NEPCM samples 

Sample Enthalpy (J/g) Thermal conductivity (W/m K) Density (g/cm3) 

E 194.4 0.30 0.9207 

EG2.5 179.2 0.51 0.9703 

EG5 168.3 0.48 0.9708 

EG7.5 148.7 0.40 0.9908 

EG10 140.8 4.7 1.0388 

 

3.3. Specific heat capacity of NPCMs 

A proper phase change material should have a high specific 

heat capacity to be able to store more quantity of heat per unit 

volume (Haghighi et al., 2020). The specific heat capacity of 

nanocomposites depends on the type, size, shape, 

concentration, state of dispersion and distribution, and 

crystalline structure of the nanoparticles (Aqib et al., 2020). 

   Figure 5 shows the specific heat capacity profile of pure 

Eicosane and its nano-enhanced forms determined by DSC. 

The specific heat capacity of the NEPCM composite depends 

on the specific heat capacity of the nanoparticles and pure 

Eicosane, which causes the overall thermal absorbance in the 

composite. Since the nano-graphite has a lower heat capacity 

than Eicosane, adding it to the Eicosane matrix decreases Cp of 

the nanocomposite (Maher et al., 2021). Therefore, as the mass 

portion of nanoparticles increases or the mass portion of 

paraffin decreases, the specific heat capacity of composites is 

reduced due to the much lower specific heat of the 

nanomaterials than the pure paraffin. 

   Also, Figure 5 shows that increasing graphite concentration 

to 2.5 % leads to the reduction of Cp of the nanocomposite. The 

amount of Cp reduction is strongly influenced by the surface 
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energy of the nanoparticles (Warzoha et al., 2012). Adding 5 

and 7.5 wt % graphite did not reduce heat capacity compared 

to the 2.5wt % graphite. Despite the independence of heat 

capacity with respect to network formation in the system 

(Chieruzzi et al., 2013), graphite aggregation at higher 

concentrations acts as a heterogeneous nucleation agent, which 

is advantageous for the crystallization growth of Eicosane (Kim 

et al., 2019). Hence, the competition between this phenomenon 

and heat capacity reduction due to the presence of nanoparticles 

causes the specific heat capacity to remain almost constant. For 

the sample EG10, heat capacity reduction may overcome the 

influence of crystallization growth, leading to the reduction of 

Cp of the sample. 
 

 
Figure 5. Specific heat capacity of pure Eicosane PCM and NEPCM 

samples contaning graphite nanoparticles 

Thermal diffusivity in a material introduces heat conductivity 

ability compared to thermal energy storage. Therefore, a 

quantity, so-called "thermal diffusion coefficient", which is the 

ratio of the heat transferred by conduction mechanism to the 

heat stored by the unit volume of the substance, is represented 

by the symbol α correlated in Eq. 2. 

α = k
ρCp⁄                                                                                          (2) 

   According to the above equation, the thermal diffusion 

coefficient is inversely related to heat capacity and directly 

related to thermal conductivity. The high thermal conductivity 

intensified heat transmission through the material, representing 

high thermal diffusivity. 

   The values of the thermal diffusivity of the samples are 

reported in Figure 6. Adding graphite up to 7.5 wt % increased 

the thermal diffusivity by 1.8 times, while 10 wt % graphite 

enhanced that by approximately 27 times compared to pure 

Eicosane. This significant increase in thermal diffusivity of 

NEPCM at this loading level may be due to the formation of a 

percolation network (Warzoha et al., 2012). This also can be 

explained by trapping graphite in Eicosane's crystalline 

structures, enhancing the effective contact surface between the 

nanoparticles and the PCM (Bahiraei et al., 2017). Thus, 

increasing the collisions between Eicosane and graphite 

increases the thermal diffusivity and conductivity of 

nanocomposites. 

 

 
Figure 6. Thermal diffusivity for pure Eicosane PCM and NEPCM samples with different mass fractions of graphite nanoparticles at 25 °C 

 

3.4. Thermal conductivity measurement 

Figure 7 illustrates changes in the latent heat and thermal 

conductivity of composites as a function of nano-graphite 

percentage. Dispersion of nano-graphite layers in different 

directions in the Eicosane-based matrix creates a framework 

that promotes heat transfer in NEPCMs. This enhancement is 

related to the higher thermal conductivity of graphite (25-470 

W/mK) compared to Eicosane. Additionally, in the presence of 

nanoparticles, a layer of melt Eicosane may form on the 

graphite surface, increasing interfacial heat conduction and 

decreasing interfacial thermal resistance (Srinivasan et al., 

2017). Although NEPCM's thermal conductivity increases 

above the percolation threshold of graphite particles (Li & Kim, 

2007), its values are strongly related to the dispersion state of 

the suspension. If the particles stick to each other and form 

clusters resulting in precipitation, this will drastically reduce 

the thermal conductivity of the composite. Thus, thermal 

conductivity enhancement in this work confirms the proper 

dispersion of nanofillers without significant precipitation. 

Numerically, the thermal conductivity was increased by 1550 

% at a graphite loading of 10 wt %. The improvement of the 

thermal diffusivity is greater (Figure 6) than that in thermal 

conductivity, indicating the major impact of Cp on the thermal 

properties of PCMs. According to Figure 7, continuous 

increment in the thermal conductivity of NEPCM samples is 

accompanied by a gradual reeducation in the latent heat of the 

composite by enhancing graphite nanoparticle content. 
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Accordingly, the appropriate nanoparticle content must be 

carefully selected based on the desired PCM application. 
 

 
Figure 7. The enthalpy and thermal conductivity of the nanocomposite as a function of nano-graphite 

 

4. CONCLUSIONS 

The high thermal energy storage capacity of PCMs makes them 

applicable for different purposes, especially thermal 

management applications. However, their low thermal 

conductivity reduces the heating rate, resulting in lower system 

efficiency. In this study, we have shown that incorporating 

graphite nanoparticles in Eicosane-based PCMs can improve 

the thermal properties of NEPCMs, primarily their thermal 

conductivity. An ultrasonic bath-assisted homogenization 

procedure followed by solidification was harnessed to prepare 

homogenous PCM composites. The results exhibited that good 

dispersion of lamellar layers of graphite nanoparticles within 

the Eicosane matrix was responsible for the improved thermal 

properties. Although small aggregates at high nanoparticle 

loadings were observed, they had no impact on the heat transfer 

rate. However, aggregation of big nanoparticles affects the 

specific heat capacity due to its effect on the crystallization 

growth of Eicosane. Moreover, as the content of graphite 

nanoparticles increased, the thermal diffusivity was more 

affected than thermal conductivity. With the addition of 

graphite nanoparticles up to the optimal amount (10 wt %), the 

thermal conductivity and diffusivity of the composite PCM 

reached their maximum values of 4.7 W/m K and 0.025 cm2/s, 

approximately 15.5 and 27 times those of the pure n-Eicosane, 

respectively. Due to the significant improvement in thermal 

conductivity of the PCM containing the optimal amount of 

nano-graphite, such composite PCMs could be promising in 

various applications, mainly aero-space systems and thermal 

management electronics. 

 

5. ACKNOWLEDGEMENT 

We appreciate and thank the financial support of the Space 

Research Institute. 

 

NOMENCLATURE 

Ag Silver (k) 

Cp Specific heat capacity (kJ/kg°C) 

DSC Differential scanning calorimetry (mV/mg) 

GNP Graphene nanoplatelet 

k Thermal conductivity (W/mK) 

NEPCM Nano-enhanced phase change material 

PCM Phase change material 

PVP Polyvinylpyrrolidone 

TC Thermal conductivity evaluation (W/mK) 

Greek letters 

α Thermal diffusivity 
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A B S T R A C T  

 

This study considers N-photovoltaic thermal-thermo electric cooler (PVT-TEC) air collectors connected in 
series for thermal and electrical performance. An improved Hottel-Whiller-Bliss (HWB) equation and mass flow 

rate factor were derived for the nth PVT-TEC air collectors. The derivation is based on energy balance equation 

for each component of N-photovoltaic thermal-thermo electric cooler (PVT-TEC) air collectors connected in 
series. Further, thermal energy and electrical energy from PV module and TEC were analyzed based on a given 

design and climatic parameters along with the overall exergy of the proposed system on the hourly and daily 

bases. Numerical computations were conducted using MATLAB under Indian climatic conditions. The proposed 
thermal model is valid for all climatic and weather conditions. Based on the numerical computations carried out, 

the following conclusions were made: 

i. The electrical power of PV module decreased with increase in the number of the n^th PVT-TEC air 
collectors as the electrical power of TEC increased. 

ii. The overall instantaneous exergy efficiency decreased with increase in the number of the n^th PVT-TEC 

air collectors.  

iii. Packing factor of TEC was found to be a very sensitive parameter for optimizing the number of PVT-

TEC air collectors to ensure maximum overall exergy, and it was found to be β_tec=0.5. for N=7  

https://doi.org/10.30501/jree.2023.376480.1516 

1. INTRODUCTION1 

Solar energy is freely available, economical, environmentally-

friendly, and sustianable source of energy and it find various 

applications in our daily lives. The analysis of a solar energy-

based system basically depends on the operating temperature. 

One of the solar energy systems is the thermal system that 

operates in the medium temperature range ( 0℃<T<100℃). In 

this temperature range, a conventional flat plate water/air 

collector is used for water and air heating. The thermal analysis 

of conventional Flat Plate Collectors (FPC) has been carried out 

based on the first law of thermodynamics (energy 

conservation). The FPC enjoys better performance in the forced 

mode of operation and requires electrical power. To make FPC 

self-sustainable, the glass cover is replaced with a photovoltaic 

(PV) module, which is known as a photovoltaic thermal (PVT) 

collector (Tiwari et al., 2016; Tiwari & Dubey S., 2010). The 

PVT collector provides thermal (low-grade energy) and 

electrical power (high-grade energy). Hence, in order to 

analyze the PVT collector in the medium temperature range, it 

is important to consider both the thermal exergy and electrical 

energy concepts based on the second law of thermodynamics. 

 
*Corresponding Author’s Email: prashant@mru.edu.in (P. Bhardwaj) 

URL: https://www.jree.ir/article_170019.html 

The combination of both gives the overall exergy of the PVT 

collector. The exergy analysis is an efficient tool for energy 

policy-making in terms of quantity and quality of the energy 

sources including destruction unlike energy (Dincer, 2002; 

Dincer & Rosen, 2013). Hoseinzadeh et al. carried out 

exergoeconomic analysis and optimization of reverse osmosis 

(RO) desalination integrated with geothermal energy 

(Hoseinzadeh, Yargholi, et al., 2020). The study resulted in a 

reduction of the total cost rate by 10%. The multi-effect 

desalination (MED) system was also analyzed by Kariman et 

al. with negligible exergy destruction (Kariman et al., 2020). 

Kariman et al. conducted energetic and exergetic analyses of an 

evaporation desalination system integrated with mechanical 

vapor recompression circulation (Kariman et al., 2019). They 

found that the highest exergy destruction occurred in the boiler 

compartment. Recently, Hoseinzadeh et al. have conducted 

energy, exergy, and environmental (3E) analyses and 

optimization of a Coal-Fired 400 MW Thermal Power and 

micro hydro systems for hot climatic conditions (Hoseinzadeh, 

Ghasemi, et al., 2020; Hoseinzadeh & Heyns, 2020). Jafari et 

al. conducted an energy, exergy, and environmental (3E) 

optimal location assessment of flat-plate collectors for 

2423-7469/© 2023  The Author(s). Published by  MERC. This is an open access article under the CC BY license
(https://creativecommons.org/licenses/by/4.0/).
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domestic hot water applications in Iran (Jafari et al., 2022). 

The classifications of flat plate collectors are summarized as 

follows:  

 Conventional flat plate liquid collectors (FPC) operate 

by transmitting solar energy through a glazed surface, which is 

then absorbed by a blackened surface to heat the working fluid 

beneath it (Badiei et al., 2020; Duffie & Beckman W. A., 2013; 

Sarwar et al., 2020). This method provides only thermal energy 

and requires grid power for forced mode operation, which 

enhances its performance.  

 Photo-voltaic thermal (PVT) liquid collectors: In PVT 

collector, the glass of flat plate collector (FPC) is replaced by 

photovoltaic (PV) module. It gives both thermal and electrical 

energy to become self-sustained. It also operates in the medium 

range of temperatures (Arslan et al., 2020; Chow, 2010; 

Dupeyrat et al., 2014; Hocine et al., 2015; Tiwari & Dubey S., 

2010; Zondag et al., 2003). 

 PVT-CPC collectors: When a compound parabolic 

concentrator (CPC) is integrated on top of a photovoltaic 

thermal (PVT) collector, the resulting system is called a PVT-

CPC. This configuration allows for a more concentrated solar 

energy, resulting in more thermal energy production but lower 

electrical power output due to the high operating temperature. 

Additionally, PVT-CPC systems are self-sustained and can 

operate at higher temperatures compared to traditional PVT 

collectors (Atheaya et al., 2016; Cabral et al., 2019; Kostić et 

al., 2010; Proell et al., 2017; Tiwari et al., 2018). 

 PVT-TEC collectors: In this case, the thermo-electric 

cooler (TEC) is attached to the back of the absorber of PVT 

collector. In addition to PV module, TEC generates for 

additional electric power in addition to PV module due to 

Peltier effect with temperature difference. It is efficient and 

operates at medium temperature range (Dimri et al., 2018; 

Huen & Daoud, 2017; Ong et al., 2017; Sudharshan et al., 2016; 

Yin et al., 2017; Zhang et al., 2014; Zhu et al., 2016). 

In all the cases mentioned above, the single collector was used. 

Furthermore, to increase both thermal energy and electrical 

energy, various researchers have analyzed the following 

combinations :  

 All PVT collectors were connected in series: 

Increasing the number of PVT collectors results in higher 

thermal output but lower electrical power output from the PV 

module due to the high temperature of the solar cell (Dubey & 

Tiwari, 2008; Li et al., 2020; Ma et al., 2020; Shyam et al., 

2016; Tiwari et al., 2018).  

 Series and parallel separately: The operating 

temperature in the parallel configuration is lower than that in 

the series connection for a given total number of PVT 

collectors. Therefore, parallel connection is considered more 

efficient than series connection in this case (Kotb et al., 2019; 

Sharaf & Orhan, 2018; Vega & Cuevas, 2020). 

The electrical efficiency of the solar cell in PVT-TEC air 

collectors is highly sensitive to the operating temperature 

(Evans, 1981; Skoplaki & Palyvos, 2009). When PVT air 

collectors are connected in series, the operating temperature of 

the PVT collector increases with an increase in the number of 

collectors. As a result, the electrical efficiency of the solar cell 

in the PVT collector decreases while the electrical efficiency of 

the TEC increases. However, this effect has not been 

considered for N-PVT-TEC collectors that are connected in 

series. 

In this connection, we considered N-PVT-TEC air collectors 

connected in only series to evaluate the overall exergy of the 

PVT-TEC system which, to the best of our knowledge, has not 

been done before. Further, we derived an inproved Hottel-

Wills- Beckman (HWB) equation and calculated the overall 

hourly exergy and exergy efficiency of the proposed system. 

The proposed system was evaluated based on the varying 

numbers of PVT-TEC collectors from n=1 to N. Additionally, 

we investigated the effect of the correction factor (CF) on the 

mass flow rate factor ( F_(R,n^th )) .  

2. WORKING PRINCIPLE OF OPAQUE PV-TEC AIR 
COLLECTOR  

In the present case, we considered fully covering an opaque PV 

module with an air duct below it. The thermo-electrical cooler 

(TEC) module is attached to the base of PV module with 

packing factor (β_tec<1) less than one, as shown in Fig. 1a and 

suggested in (Sudharshan et al., 2016). By using the Eq. 1, the 

packing factor of TEC can be calculated. 

βtec =
Number of TEC cell area ×area of one TECcell

Area of opaque PV modul
≤ 1     (1) 

In order to remove thermal energy from the bottom end of PV 

and TEC modules, the working fluid was considered as air and 

allowed to flow through an air duct. As a result, flowing air is 

heated and the bottom of TEC is cooled, giving rise a 

temperature difference across TEC that provides electrical 

current due to Peltier effect, as mentioned earlier. Therefore, 

the total electric power of PVT-TEC is the sum of electrical 

power generated from PV module and TEC. The schematic 

illustration of the opaque PV-TEC collector with air duct is 

shown in Fig. 1(a). To increase the temperature, the outlet of 

the first PVT-TEC air collector is connected to the inlet of the 

second collector, as shown in Fig.1b. This process continues 

until the Nth PVT-TEC air collector is reached. The number of 

PVT-TEC air collectors that can be connected in series depends 

significantly on the mass flow rate (0.025-0.25 kg/s) required 

to achieve the desired outlet air temperature. The design 

parameters of the PVT-TEC air collector are given in Table 1. 

According to Fig. 1a, part of solar radiation is absorbed by solar 

cell of PV module [𝜏𝑔𝛼𝑠𝑐𝐼(𝑡)𝑏𝑑𝑥] after transmission through 

glass cover. Following the process of absorption, the solar cell 

of opaque PV module converts into electrical energy 

[𝜂𝑠𝑐𝜏𝑔𝐼(𝑡)𝑏𝑑𝑥] depending upon its electrical efficiency (𝜂𝑠𝑐). 

Further, some portion of the absorbed radiation is directly 

transferred to ambient air through the top glass cover of the 

opaque PV module [𝑈𝑡(𝑇𝑠𝑐 − 𝑇𝑎)𝑏𝑑𝑥] and the remaining is 

indirectly transferred to the air flowing below the TEC 

[𝑈𝑏,𝑐𝑎(𝑇𝑠𝑐 − 𝑇𝑓)(1 − 𝛽𝑡𝑒𝑐)𝑏𝑑𝑥]. Moreover, thermal energy is 

transferred from the back of solar cells to the top of TEC 

[ℎ𝑡(𝑇𝑠𝑐 − 𝑇𝑡𝑒𝑐,𝑡𝑜𝑝)𝛽𝑡𝑒𝑐𝑏𝑑𝑥] through the packing area of the 

TEC. The thermal circuit diagram of the PVT-TEC air collector 

is shown in Figure. 1c. 
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Table 1.Design parameters of the PVT-TEC air collector (Dimri et 

al., 2018) 

Am 0.1332 m2  Ktec 1.82 W/mK 

b 0.36 m  Ltec 0.004 m 

L 0.37 m  Ki 0.166 W/mK 

Lf 0.01 m  Li 0.100 m 

αsc 0.9  Kf 0.02622 W/mK 

τg 0.95  htf 2.21 W/m2K 

ηo 0.15  Ub 0.62 W/m2K 

ηtec 0.08  Utec 435.2 W/m2K 

βo 0.0045/K  Utec,top-a 4.2118 W/m2K 

cf 1005 J/kgK  Utec,bottom-a 4.1714 W/m2K 

�̇�𝑓 0.003 kg/s  Ufa 2.3095 W/m2K 

Rc 10-4 m2 K/W  hp1 0.3618 

Kg 0.816 W/mK  hp2 0.9904 

Lg 0.003 m  hp3 0.6018 

Kt 0.033 W/mK  (ατ)eff 0.7225 

Lt 0.005 m  (ατ)'eff 0.2382 

 
Figure 1a. Cross-sectional view of the single PVT-TEC air collector 

 
Figure 1b. The N-PVT-TEC air collectors connected in series 

 
Figure 1c. Thermal circuit diagram of the PVT-TEC air collector 

(Sudharshan et al., 2016) 

 

Figure 2. An elemental area of ‘bdx’ for flowing air below air duct 

3. THERMAL MODELING 
The following assumptions are made for thermal modeling: 

(i) The proposed system is in a quasi-steady state 

(ii) Thermal heat capacity of each component is 

neglected 

(iii) No temperature stratification along thickness of 

each component is needed. 

(iv) The flow of air is in a stream line. 

(v) Design parameters and area (𝐴𝑚)of each PVT-

TEC air collectors are the same. 

3.1 Energy Balance of PVT-TEC Air Collector (Dimri et al., 
2018) 

(a) Solar cell of the opaque PV module 

𝜏𝑔𝛼𝑠𝑐𝐼(𝑡)𝑏𝑑𝑥 =  𝑈𝑡,𝑐−𝑎(𝑇𝑠𝑐 − 𝑇𝑎)𝑏𝑑𝑥 + ℎ𝑡(𝑇𝑠𝑐 − 𝑇𝑡𝑒𝑐,𝑡𝑜𝑝)𝛽𝑡𝑒𝑐𝑏𝑑𝑥

+  𝑈𝑏,𝑐−𝑎(𝑇𝑠𝑐 − 𝑇𝑓)(1 − 𝛽𝑡𝑒𝑐)𝑏𝑑𝑥

+  𝜂𝑠𝑐𝜏𝑔𝐼(𝑡)𝑏𝑑𝑥                                                … (2) 

where 

𝛽𝑡𝑒𝑐 =
𝑁𝑢𝑚𝑏𝑒𝑟𝑜𝑓𝑇𝐸𝐶𝑚𝑜𝑑𝑢𝑙𝑒𝑠 ×  𝐴𝑟𝑒𝑎𝑜𝑓𝑜𝑛𝑒𝑇𝐸𝐶𝑚𝑜𝑑𝑢𝑙𝑒

𝐴𝑟𝑒𝑎𝑜𝑓𝑃𝑉𝑚𝑜𝑑𝑢𝑙𝑒/𝑐𝑜𝑙𝑙𝑒𝑐𝑡𝑜𝑟
 

(b) For tedlar: 

ℎ𝑡(𝑇𝑠𝑐 − 𝑇𝑡𝑒𝑐,𝑡𝑜𝑝)𝛽𝑡𝑒𝑐𝑏𝑑𝑥

=   𝑈𝑡𝑒𝑐(𝑇𝑡𝑒𝑐,𝑡𝑜𝑝 − 𝑇𝑡𝑒𝑐,𝑏𝑜𝑡𝑡𝑜𝑚)𝛽𝑡𝑒𝑐𝑏𝑑𝑥      … (3) 

(c) For TEC module: 

𝑈𝑡𝑒𝑐(𝑇𝑡𝑒𝑐,𝑡𝑜𝑝 − 𝑇𝑡𝑒𝑐,𝑏𝑜𝑡𝑡𝑜𝑚)𝛽𝑡𝑒𝑐𝑏𝑑𝑥

=   ℎ𝑡𝑓(𝑇𝑡𝑒𝑐,𝑏𝑜𝑡𝑡𝑜𝑚 − 𝑇𝑓)𝛽𝑡𝑒𝑐𝑏𝑑𝑥

+  𝜂𝑡𝑒𝑐𝑈𝑡𝑒𝑐(𝑇𝑡𝑒𝑐,𝑡𝑜𝑝 − 𝑇𝑡𝑒𝑐,𝑏𝑜𝑡𝑡𝑜𝑚)𝛽𝑡𝑒𝑐𝑏𝑑𝑥 … (4) 

where 𝑈𝑡𝑒𝑐 is the overall heat transfer coefficient between TEC 

module and tedlar (Figure 1a). The numerical value of 𝑈𝑡𝑒𝑐 is 

calculated as: 

𝑈𝑡𝑒𝑐 =  [𝑅𝑐 + 
𝐿𝑡𝑒𝑐

𝐾𝑡𝑒𝑐
]

−1

                                                                         … (5) 

where 𝑅𝑐 is the thermal contact resistance at thermoelectric leg-

electrode interfaces. The literature reports a range of thermal 

contact resistance levels that fall within 1 × 10–6 – 5 × 10–4 

m2Kelvin/W (Zhang et al., 2014). Thermal contact resistance 

(𝑅𝑐) is chosen to be 10-4 m2Kelvin/W in the current study. 
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(d) For air flowing below TEC module (Figure 2): 

As mentioned above, the air flowing through the air duct 

received the rate of thermal energy [ℎ𝑡𝑓(𝑇𝑡𝑒𝑐,𝑏𝑜𝑡𝑡𝑜𝑚 −

𝑇𝑓)𝛽𝑡𝑒𝑐𝑏𝑑𝑥]and [𝑈𝑏,𝑐−𝑎(𝑇𝑠𝑐 − 𝑇𝑓)(1 − 𝛽𝑡𝑒𝑐)𝑏𝑑𝑥] and the 

energy balance can be written for the flowing air as follows: 

ℎ𝑡𝑓(𝑇𝑡𝑒𝑐,𝑏𝑜𝑡𝑡𝑜𝑚 − 𝑇𝑓)𝛽𝑡𝑒𝑐𝑏𝑑𝑥 + 𝑈𝑏,𝑐−𝑎(𝑇𝑠𝑐 − 𝑇𝑓)(1 − 𝛽𝑡𝑒𝑐)𝑏𝑑𝑥 

=   �̇�𝑓𝑐𝑓

𝑑𝑇𝑓

𝑑𝑥
𝑑𝑥

+  𝑈𝑏(𝑇𝑓 − 𝑇𝑎)𝑏𝑑𝑥                                  … (6) 

3.2 Analytical Expression for an Outlet Fluid Temperature 
of N-PVT-TEC Air Collector 

By adopting the thermal mode proposed by various researchers 

(Dimri et al., 2018; Tiwari et al., 2016; Tiwari & Dubey S., 

2010), an expression for solar cell temperature (𝑇𝑠𝑐), TEC top 

(𝑇𝑡𝑒𝑐,𝑡𝑜𝑝), and TEC bottom (𝑇𝑡𝑒𝑐,𝑏𝑜𝑡𝑡𝑜𝑚) temperatures can be 

obtained via the elimination process in Eqs. 1-4 as follows:

 

𝑇𝑠𝑐 =  
(𝛼𝜏)𝑒𝑓𝑓𝐼(𝑡) + 𝑈𝑡,𝑐−𝑎𝑇𝑎 + 𝑈𝑏,𝑐−𝑎(1 − 𝛽𝑡𝑒𝑐)𝑇𝑓 +  ℎ𝑡𝛽𝑡𝑒𝑐𝑇𝑡𝑒𝑐,𝑡𝑜𝑝

𝑈𝑡,𝑐−𝑎 +  𝑈𝑏,𝑐−𝑎(1 − 𝛽𝑡𝑒𝑐) +  ℎ𝑡𝛽𝑡𝑒𝑐
                                                                                                                               … (7) 

𝑇𝑡𝑒𝑐,𝑡𝑜𝑝 =  
ℎ𝑝1(𝛼𝜏)𝑒𝑓𝑓𝐼(𝑡) + 𝑈𝑡𝑒𝑐,𝑡𝑜𝑝−𝑎𝑇𝑎 + 𝑈𝑡𝑒𝑐,𝑡𝑜𝑝−𝑓𝑇𝑓 + 𝑈𝑡𝑒𝑐𝛽𝑡𝑒𝑐𝑇𝑡𝑒𝑐,𝑏𝑜𝑡𝑡𝑜𝑚

𝑈𝑡𝑒𝑐,𝑡𝑜𝑝−𝑎 + 𝑈𝑡𝑒𝑐,𝑡𝑜𝑝−𝑓 +  𝑈𝑡𝑒𝑐𝛽𝑡𝑒𝑐
                                                                                                            … (8) 

𝑇𝑡𝑒𝑐,𝑏𝑜𝑡𝑡𝑜𝑚 =  
(𝛼𝜏)𝑒𝑓𝑓

′ 𝐼(𝑡) + (1 − 𝜂𝑡𝑒𝑐)𝑈𝑡𝑒𝑐,𝑏𝑜𝑡𝑡𝑜𝑚−𝑎𝑇𝑎 + [(1 − 𝜂𝑡𝑒𝑐)𝑈𝑡𝑒𝑐,𝑏𝑜𝑡𝑡𝑜𝑚−𝑓 + ℎ𝑡𝑓𝛽𝑡𝑒𝑐]𝑇𝑓

(1 − 𝜂𝑡𝑒𝑐)𝑈𝑡𝑒𝑐,𝑏𝑜𝑡𝑡𝑜𝑚−𝑎 + (1 − 𝜂𝑡𝑒𝑐)𝑈𝑡𝑒𝑐,𝑏𝑜𝑡𝑡𝑜𝑚−𝑓 +  ℎ𝑡𝑓𝛽𝑡𝑒𝑐
                                                                             … (9)

The expressions for (𝛼𝜏)𝑒𝑓𝑓 , (𝛼𝜏)𝑒𝑓𝑓
′ , ℎ𝑡, ℎ𝑝1, ℎ𝑡𝑓, 𝑈𝑡,𝑐−𝑎, 

𝑈𝑏,𝑐−𝑎, 𝑈𝑡𝑒𝑐,𝑡𝑜𝑝−𝑎, 𝑈𝑡𝑒𝑐,𝑡𝑜𝑝−𝑓, 𝑈𝑡𝑒𝑐,𝑏𝑜𝑡𝑡𝑜𝑚−𝑎, and 𝑈𝑡𝑒𝑐,𝑏𝑜𝑡𝑡𝑜𝑚−𝑓 

are given in Appendix A (Dimri et al., 2018). 

By using Eqs. (7) – (9), Eq. (6) can be rewritten as follows: 

𝑑𝑇𝑓

𝑑𝑥
+ 𝑎𝑇𝑓 = 𝑓(𝑡)                                                                               … (10) 

where 

𝑎 =
(𝑈𝑓𝑎+ 𝑈𝑏)𝑏

�̇�𝑓𝑐𝑓
, f(𝑡) =  

(𝛼𝜏)𝑚−𝑒𝑓𝑓𝑏𝐼(𝑡)+𝑈𝐿𝑚𝑏𝑇𝑎

�̇�𝑓𝑐𝑓
; 

 
𝑓(𝑡)

𝑎
=  

(𝛼𝜏)𝑚−𝑒𝑓𝑓𝐼(𝑡)+(𝑈𝑓𝑎+ 𝑈𝑏)𝑇𝑎

(𝑈𝑓𝑎+ 𝑈𝑏)
= [

(𝛼𝜏)𝑚−𝑒𝑓𝑓

𝑈𝐿𝑚
𝐼(𝑡) + 𝑇𝑎] 

(𝛼𝜏)𝑚−𝑒𝑓𝑓 = [ℎ𝑝3(𝛼𝜏)𝑒𝑓𝑓
′ + ℎ𝑝1

′ (𝛼𝜏)𝑒𝑓𝑓 + ℎ𝑝2
′ ℎ𝑝1(𝛼𝜏)𝑒𝑓𝑓 +

 ℎ𝑝3
′ (𝛼𝜏)𝑒𝑓𝑓

′ ] and 𝑈𝐿𝑚 = (𝑈𝑓𝑎 + 𝑈𝑏) 

The expressions of𝑈𝑓𝑎, 𝑈𝑏, ℎ𝑝3, ℎ𝑝1
′ , ℎ𝑝2

′  and ℎ𝑝3
′ are defined in 

Appendix A (Dimri et al., 2018) 

The solution of Eq. 8 can be obtained through the initial 

condition, 𝑖. 𝑒., 𝑇𝑓|𝑥=0 =  𝑇𝑓𝑖 (Dimri et al., 2018). The solution 

to Eq. (10) is as follows: 

𝑇𝑓 =  [
(𝛼𝜏)𝑚−𝑒𝑓𝑓

𝑈𝐿𝑚
𝐼(𝑡) + 𝑇𝑎] (1 − 𝑒−𝑎𝑥) + 𝑇𝑓𝑖𝑒−𝑎𝑥                   … (11) 

By using [Eq.11] and at x= 𝑖. 𝑒. 𝑇𝑓|𝑥=𝐿 =  𝑇𝑓𝑜1, the fluid 

temperature at outlet (𝑇𝑓𝑜1) of the first PVT-TEC air collector 

can be calculated as 

𝑇𝑓𝑜1 =  [
(𝛼𝜏)𝑚−𝑒𝑓𝑓

𝑈𝐿𝑚
𝐼(𝑡) + 𝑇𝑎] (1 − 𝑒

− 
𝑈𝐿𝑚𝐴𝑚

�̇�𝑓𝑐𝑓 )

+ 𝑇𝑓𝑖𝑒
− 

𝑈𝐿𝑚𝐴𝑚

�̇�𝑓𝑐𝑓                                                   … (12) 

The above equation is also derived from the referenced study 

(Dimri et al., 2018). 

If an outlet of the first PVT-TEC air collector, 𝑇𝑓𝑜1 [Eq. 12], is 

connected to the inlet of the second PVT-TEC air collector, Tfi2, 

Figure 1b, then the expression of the outlet of the 2nd PVT-TEC 

will be as follows: 

𝑇𝑓𝑜2 =  [
(𝛼𝜏)𝑚−𝑒𝑓𝑓

𝑈𝐿𝑚
𝐼(𝑡) + 𝑇𝑎] (1 − 𝑒

− 
𝑈𝐿𝑚𝐴𝑚

�̇�𝑓𝑐𝑓 )

+ 𝑇𝑓𝑜1𝑒
− 

𝑈𝐿𝑚𝐴𝑚

�̇�𝑓𝑐𝑓                                                … (13) 

After substituting 𝑇𝑓𝑜1 from Eq. 12 into Eq. 13, we get: 

𝑇𝑓𝑜2 =  [
(𝛼𝜏)𝑚−𝑒𝑓𝑓

𝑈𝐿𝑚
𝐼(𝑡) + 𝑇𝑎] (1 − 𝑒

− 
2𝑈𝐿𝑚𝐴𝑚

�̇�𝑓𝑐𝑓 )

+ 𝑇𝑓𝑖𝑒
− 

2𝑈𝐿𝑚𝐴𝑚

�̇�𝑓𝑐𝑓                                                 … (14) 

Now, the outlet of the second PVT-TEC air collector, 𝑇𝑓𝑜2, will 

be the inlet of the third PVT-TEC air collector for series 

connection. Then, we have: 

𝑇𝑓𝑜3 =  [
(𝛼𝜏)𝑚−𝑒𝑓𝑓

𝑈𝐿𝑚
𝐼(𝑡) + 𝑇𝑎] (1 − 𝑒

− 
2𝑈𝐿𝑚𝐴𝑚

�̇�𝑓𝑐𝑓 )

+ 𝑇𝑓𝑜2𝑒
− 

2𝑈𝐿𝑚𝐴𝑚

�̇�𝑓𝑐𝑓                                               … (15) 

Upon solving Eq.15 as mentioned above, one gets: 

𝑇𝑓𝑜3 =  [
(𝛼𝜏)𝑚−𝑒𝑓𝑓

𝑈𝐿𝑚
𝐼(𝑡) + 𝑇𝑎] (1 − 𝑒

− 
3𝑈𝐿𝑚𝐴𝑚

�̇�𝑓𝑐𝑓 )

+ 𝑇𝑓𝑖𝑒
− 

3𝑈𝐿𝑚𝐴𝑚

�̇�𝑓𝑐𝑓                                                 … (16) 
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Similarly, for N-PVT-TEC air collectors connected in series, an 

expression for an outlet air temperature at the end of N-PVT-

TEC air collector 𝑇𝑓𝑜𝑁 can be written as follows: 

𝑇𝑓𝑜𝑁 =  [
(𝛼𝜏)𝑚−𝑒𝑓𝑓

𝑈𝐿𝑚
𝐼(𝑡) + 𝑇𝑎] (1 − 𝑒

− 
𝑁𝑈𝐿𝑚𝐴𝑚

�̇�𝑓𝑐𝑓 )

+ 𝑇𝑓𝑖𝑒
− 

𝑁𝑈𝐿𝑚𝐴𝑚

�̇�𝑓𝑐𝑓                                              … (17𝑎) 

The above equation is a new expression for N-PVT-TEC air 

collectors connected in series. 

3.3 Improved Hottel-Whillier-Bliss (HWB) 
Equation 

The rate of thermal energy at the nth PVT-TEC air collector will 

be as follows: 

�̇�𝑢𝑡ℎ,𝑛𝑡ℎ = �̇�𝑓𝐶𝑓(𝑇𝑓𝑜𝑛 − 𝑇𝑓𝑜𝑛−1) 

Substituting 𝑇𝑓𝑜𝑛and 𝑇𝑓𝑜𝑛−1 from Eq. 17a in terms of 𝑇𝑓𝑖  into 

the above equation, we get: 

�̇�𝑢𝑡ℎ,𝑛𝑡ℎ = �̇�𝑓𝐶𝑓 {[
(𝛼𝜏)𝑚−𝑒𝑓𝑓

𝑈𝐿𝑚
𝐼(𝑡) + 𝑇𝑎] (1 − 𝑒

− 
𝑛𝑈𝐿𝑚𝐴𝑚

�̇�𝑓𝑐𝑓 )

+ 𝑇𝑓𝑖𝑒
− 

𝑛𝑈𝐿𝑚𝐴𝑚

�̇�𝑓𝑐𝑓 }

− {[
(𝛼𝜏)𝑚−𝑒𝑓𝑓

𝑈𝐿𝑚
𝐼(𝑡) + 𝑇𝑎] (1 − 𝑒

− 
(𝑛−1)𝑈𝐿𝑚𝐴𝑚

�̇�𝑓𝑐𝑓 )

+ 𝑇𝑓𝑖𝑒
− 

(𝑛−1)𝑈𝐿𝑚𝐴𝑚

�̇�𝑓𝑐𝑓 } 

�̇�𝑢𝑡ℎ,𝑛𝑡ℎ = �̇�𝑓𝐶𝑓 (1 − 𝑒
− 

𝑈𝐿𝑚𝐴𝑚

�̇�𝑓𝑐𝑓 ) {[
(𝛼𝜏)𝑚−𝑒𝑓𝑓

𝑈𝐿𝑚
𝐼(𝑡) + 𝑇𝑎]

− 𝑇𝑓𝑖} 𝑒
− 

(𝑛−1)𝑈𝐿𝑚𝐴𝑚

�̇�𝑓𝑐𝑓  

�̇�𝑢𝑡ℎ,𝑛𝑡ℎ = �̇�𝑓𝐶𝑓 (1 − 𝑒
− 

𝑈𝐿𝑚𝐴𝑚

�̇�𝑓𝑐𝑓 ) 𝐶𝐹 [
(𝛼𝜏)𝑚−𝑒𝑓𝑓

𝑈𝐿𝑚
𝐼(𝑡)

− (𝑇𝑓𝑖 − 𝑇𝑎)]                                                … (17𝑏) 

where 

𝐶𝐹 = 𝑒
− 

(𝑛−1)𝑈𝐿𝑚𝐴𝑚
�̇�𝑓𝑐𝑓 = 1 𝑓𝑜𝑟𝑛 = 1 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒 < 1 𝑓𝑜𝑟𝑛 > 1 

The above equation is valid for 𝑛 < 𝑁. 

Instantaneous thermal efficiency of the 𝑛𝑡ℎ PVT-TEC air 

collector is given by   

𝜂𝑖,𝑛𝑡ℎ =
�̇�𝑢𝑡ℎ,𝑛𝑡ℎ

𝐼(𝑡)𝐴𝑚
=

�̇�𝑓𝐶𝑓

𝐴𝑚𝑈𝐿𝑚
(1 − 𝑒

− 
𝑈𝐿𝑚𝐴𝑚

�̇�𝑓𝑐𝑓 ) 𝐶𝐹 [(𝛼𝜏)𝑚−𝑒𝑓𝑓

− 𝑈𝐿𝑚

(𝑇𝑓𝑖 − 𝑇𝑎)

𝐼(𝑡)
]                                        … (17𝑐) 

The above equation is the improved thermal characteristic 

equation of the nth PVT-TEC air collector (improved Hottel-

Whillier-Bliss (HWB) equation) that is derived for the first time 

to be used for indoor testing under standard test conditions 

(STC). For n=1, Eq. 17c is reduced to the following: 

𝜂𝑖,1𝑠𝑡 =
�̇�𝑢𝑡ℎ,𝑛𝑡ℎ

𝐼(𝑡)𝐴𝑚
=

�̇�𝑓𝐶𝑓

𝐴𝑚𝑈𝐿𝑚
(1 − 𝑒

− 
𝑈𝐿𝑚𝐴𝑚

�̇�𝑓𝑐𝑓 ) [(𝛼𝜏)𝑚−𝑒𝑓𝑓

− 𝑈𝐿𝑚

(𝑇𝑓𝑖 − 𝑇𝑎)

𝐼(𝑡)
]                                       … (17𝑑) 

which is Hottel-Whillier-Bliss (HWB) equation for 

conventional PVT-TEC air collector. 

3.4 Improved Electrical Analysis 

Now, an average fluid temperature of the 𝑛𝑡ℎ PVT-TEC air 

collector (𝑛 < 𝑁) can be expressed as follows: 

�̅�𝑓,𝑛𝑡ℎ =
𝑇𝑓𝑜𝑛 + 𝑇𝑓𝑜𝑛−1

2
                                                                      … (18) 

For the first PVT-TEC air collector, 𝑇𝑓𝑜𝑛−1 = 𝑇𝑓𝑖 . 

At the known hourly numerical values of �̅�𝑓,𝑛𝑡ℎ, average values 

of �̅�𝑠𝑐, �̅�𝑡𝑒𝑐,𝑡𝑜𝑝, and �̅�𝑡𝑒𝑐,𝑏𝑜𝑡𝑡𝑜𝑚can be determined using the 

following equations:

�̅�𝑠𝑐,𝑛𝑡ℎ =  
(𝛼𝜏)𝑒𝑓𝑓𝐼(𝑡) + 𝑈𝑡,𝑐−𝑎𝑇𝑎 + 𝑈𝑏,𝑐−𝑎(1 − 𝛽𝑡𝑒𝑐)�̅�𝑓,𝑛𝑡ℎ +  ℎ𝑡𝛽𝑡𝑒𝑐𝑇𝑡𝑒𝑐,𝑡𝑜𝑝

𝑈𝑡,𝑐−𝑎 + 𝑈𝑏,𝑐−𝑎(1 − 𝛽𝑡𝑒𝑐) + ℎ𝑡𝛽𝑡𝑒𝑐
                                                                                                                … (19) 

�̅�𝑡𝑒𝑐,𝑡𝑜𝑝,𝑛𝑡ℎ =  
ℎ𝑝1(𝛼𝜏)𝑒𝑓𝑓𝐼(𝑡) + 𝑈𝑡𝑒𝑐,𝑡𝑜𝑝−𝑎𝑇𝑎 + 𝑈𝑡𝑒𝑐,𝑡𝑜𝑝−𝑓�̅�𝑓,𝑛𝑡ℎ + 𝑈𝑡𝑒𝑐𝛽𝑡𝑒𝑐𝑇𝑡𝑒𝑐,𝑏𝑜𝑡𝑡𝑜𝑚

𝑈𝑡𝑒𝑐,𝑡𝑜𝑝−𝑎 + 𝑈𝑡𝑒𝑐,𝑡𝑜𝑝−𝑓 + 𝑈𝑡𝑒𝑐𝛽𝑡𝑒𝑐
                                                                                             … (20) 

�̅�𝑡𝑒𝑐,𝑏𝑜𝑡𝑡𝑜𝑚,𝑛𝑡ℎ =  
(𝛼𝜏)𝑒𝑓𝑓

′ 𝐼(𝑡) + (1 − 𝜂𝑡𝑒𝑐)𝑈𝑡𝑒𝑐,𝑏𝑜𝑡𝑡𝑜𝑚−𝑎𝑇𝑎 + [(1 − 𝜂𝑡𝑒𝑐)𝑈𝑡𝑒𝑐,𝑏𝑜𝑡𝑡𝑜𝑚−𝑓 + ℎ𝑡𝑓𝛽𝑡𝑒𝑐]�̅�𝑓,𝑛𝑡ℎ

(1 − 𝜂𝑡𝑒𝑐)𝑈𝑡𝑒𝑐,𝑏𝑜𝑡𝑡𝑜𝑚−𝑎 + (1 − 𝜂𝑡𝑒𝑐)𝑈𝑡𝑒𝑐,𝑏𝑜𝑡𝑡𝑜𝑚−𝑓 +  ℎ𝑡𝑓𝛽𝑡𝑒𝑐
                                                             … (21)

The efficiency of a PV module of the 𝑛𝑡ℎ  PVT-TEC air 

collector is given as follows (Evans, 1981): 

𝜂𝑚,𝑛𝑡ℎ =  𝜏𝑔𝜂𝑜[1 −  𝛽𝑜(�̅�𝑠𝑐,𝑛𝑡ℎ − 𝑇𝑜)]                                         … (22) 

where 𝜂𝑜 is the efficiency of the PV module at Standard Test 

Condition (STC), i.e., I(t) = 1000 W/m2 and To = 25°C, and 𝛽𝑜 

is the temperature thermal expansion coefficient.  
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The rate of an electrical energy generated by PV module at the 

𝑛𝑡ℎ PVT-TEC air collector for one packing (𝛽𝑠𝑐 = 1) is given 

as follows:  

�̇�𝑃𝑉,𝑛𝑡ℎ =  𝜂𝑚,𝑛𝑡ℎ𝐼(𝑡)𝐴𝑚                                                                    … (23) 

The rate of thermal energy received from the 𝑛𝑡ℎ PVT-TEC air 

collector using the TEC module for the packing area of 

(𝛽𝑡𝑒𝑐𝐴𝑚), i.e., 𝑈𝑡𝑒𝑐(�̅�𝑡𝑒𝑐,𝑡𝑜𝑝,𝑛𝑡ℎ − �̅�𝑡𝑒𝑐,𝑏𝑜𝑡𝑡𝑜𝑚,𝑛𝑡ℎ)𝛽𝑡𝑒𝑐𝐴𝑚, 

when multiplied with 𝜂𝑡𝑒𝑐, gives an expression for the electrical 

energy generated by the TEC module as (Dimri et al., 2018): 

ĖTEC,nth = 𝜂𝑡𝑒𝑐𝑈𝑡𝑒𝑐(�̅�𝑡𝑒𝑐,𝑡𝑜𝑝,𝑛𝑡ℎ

− �̅�𝑡𝑒𝑐,𝑏𝑜𝑡𝑡𝑜𝑚,𝑛𝑡ℎ)𝛽𝑡𝑒𝑐𝐴𝑚                               … (24) 

where 𝜂𝑡𝑒𝑐 is the conversion efficiency from thermal energy 

into electrical energy of the TEC module. 

The total rate of electrical energy (�̇�𝑒𝑙,𝑛𝑡ℎ) generated by the 

𝑛𝑡ℎopaque PV-TEC air collector can be calculated by adding 

electrical energy generated by PV module, �̇�𝑃𝑉,𝑛𝑡ℎ, according 

to Eq.15, and the electrical energy generated by the TEC 

module, ĖTEC,nth , according to Eq.17. 

�̇�𝑒𝑙,𝑛𝑡ℎ = �̇�𝑃𝑉,𝑛𝑡ℎ + �̇�𝑇𝐸𝐶,𝑛𝑡ℎ                                                           … (25𝑎) 

The improved total rate of electrical energy, �̇�𝑒−𝑁, generated 

by the n-opaque PV-TEC air collector can be evaluated as 

�̇�𝑒𝑙−𝑁 = ∑ �̇�𝑒𝑙𝑖,𝑛𝑡ℎ

𝑁

𝑖=1

                                                                         … (25𝑏) 

The overall instantaneous total electrical efficiency of the 𝑛𝑡ℎ 

opaque PV-TEC air collector can be obtained as follows: 

𝜂𝑖,𝑒𝑙,𝑛𝑡ℎ =
�̇�𝑒𝑙,𝑛𝑡ℎ

𝐴𝑚𝐼(𝑡)
                                                                               … (26) 

3.5 Overall Instantaneous Thermal Efficiency 

The rate of useful thermal energy gained from the N-opaque 

PV-TEC air collector is calculated as follows: 

�̇�𝑢,𝑡ℎ−𝑁 = �̇�𝑓𝑐𝑓(𝑇𝑓𝑜𝑁 − 𝑇𝑓𝑖)                                                        … (27𝑎) 

Substituting 𝑇𝑓𝑜𝑁from Eq. 17a into Eq. 27a, we get: 

�̇�𝑢,𝑡ℎ−𝑁 = �̇�𝑓𝑐𝑓 (1 − 𝑒
− 

𝑁𝑈𝐿𝑚𝐴𝑚

�̇�𝑓𝑐𝑓 ) [
(𝛼𝜏)𝑚−𝑒𝑓𝑓

𝑈𝐿𝑚
𝐼(𝑡)

− (𝑇𝑓𝑖 − 𝑇𝑎)]                                                … (27𝑏) 

Further, the overall instantaneous thermal efficiency, 𝜂𝑖,𝑡ℎ−𝑁, is 

defined as follows: 

𝜂𝑖,𝑡ℎ−𝑁 =
�̇�𝑢,𝑡ℎ−𝑁

𝑁𝐴𝑚𝐼(𝑡)
=

�̇�𝑓𝑐𝑓

𝑁𝐴𝑚
(1 − 𝑒

− 
𝑁𝑈𝐿𝑚𝐴𝑚

�̇�𝑓𝑐𝑓 ) [
(𝛼𝜏)𝑚−𝑒𝑓𝑓

𝑈𝐿𝑚

−
(𝑇𝑓𝑖 − 𝑇𝑎)

𝐼(𝑡)
] 

or, 

𝜂𝑖,𝑡ℎ−𝑁 = 𝐹𝑅𝑁 [(𝛼𝜏)𝑚−𝑒𝑓𝑓 − 𝑈𝐿𝑚

(𝑇𝑓𝑖 − 𝑇𝑎)

𝐼(𝑡)
]                          … (27𝑐) 

where 

𝐹𝑅𝑁 =
�̇�𝑓𝑐𝑓

𝑁𝐴𝑚𝑈𝐿𝑚

(1 − 𝑒
− 

𝑁𝑈𝐿𝑚𝐴𝑚
�̇�𝑓𝑐𝑓 ) 

Here, N=1 Eq. 27c is exactly the same as Eq. 17d. 

Eq. 27c is the improved characteristic equation for the N-

PVT_TEC air collector, derived for the first time, and it is 

similar to those derived by Hottel-Whillier-Bliss (HWB) for the 

flat plate collector (Duffie & Beckman W. A., 2013; Tiwari et 

al., 2016).  

With reference to (Bejan, 1978; Cengel & Boles, 2015; Ouyang 

& Li, 2016), the exergy of hourly thermal energy𝐸�̇�𝑢,𝑡ℎ−𝑁 

(high-grade energy) obtained from the N-opaque PV-TEC air 

collector can be calculated through the following expression: 

𝐸�̇�𝑢,𝑡ℎ−𝑁 = �̇�𝑓𝑐𝑓 [(𝑇𝑓𝑜𝑁 − 𝑇𝑓𝑖) − (𝑇𝑎

+ 273)𝑙𝑛
(𝑇𝑓𝑜𝑁 + 273)

(𝑇𝑓𝑖 + 273)
]                              … (28) 

From Eqs. 25b and 28, the overall hourly exergy, 𝐸�̇�𝑜𝑢−𝑁 of the 

N-opaque PV-TEC air collectors is written as: 

𝐸�̇�𝑜𝑢−𝑁 = �̇�𝑒𝑙−𝑁 + 𝐸�̇�𝑢,𝑡ℎ−𝑁                                                            … (29) 

The overall hourly instantaneous exergy efficiency,𝜂𝑖,𝑜𝑣−𝑒𝑥 

,𝐸�̇�𝑜𝑢 of N-opaque PV-TEC air collectors is written as: 

𝜂𝑖,𝑜𝑣−𝑒𝑥−𝑁 =
𝐸�̇�𝑜𝑢−𝑁

𝑁𝐴𝑀𝐼(𝑡)
                                                                      … (30) 

Here, N varies from 1 to N=12 

Of note, the packing factor of the TEC module is taken as unity 
(𝛽𝑡𝑒𝑐 = 1) in  the numerical calculations for the N- opaque PV-

TEC air collector. 

4 METHODOLOGY FOR NUMERICAL COMPUTATION 

The following methodology is developed: 

Step 1: The input design and climatic parameters presented in 

Table 1 and Figure 3 are considered. 

Step 2: First, the hourly variation of average fluid (�̅�𝑓,𝑛𝑡ℎ) is 

determined according to Eq. 18 with help of Eq. 17 and then, 

the average solar cell (�̅�𝑠𝑐,𝑛𝑡ℎ), TEC top (�̅�𝑡𝑒𝑐,𝑡𝑜𝑝,𝑛𝑡ℎ), and TEC 

bottom (�̅�𝑡𝑒𝑐,𝑏𝑜𝑡𝑡𝑜𝑚,𝑛𝑡ℎ) are calculated using Eq. 19, Eq. 20, 

and Eq. 21, respectively, at the 12th air collector. 

Step 3: Upon determining the hourly variation of average solar 

cell temperature (�̅�𝑠𝑐), as outlined in Step 2, electrical 
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efficiency (𝜂𝑖,𝑒𝑙,𝑛𝑡ℎ ) at 1st, 3rd, 5th, 7th, 9th, and 12th PVT-TEC 

air collectors is evaluated. 

Step 4: After determining average solar cell(�̅�𝑠𝑐,𝑛𝑡ℎ)using Eq. 

19, TEC top(�̅�𝑡𝑒𝑐,𝑡𝑜𝑝,𝑛𝑡ℎ) using Eq. 20, and TEC 

bottom(�̅�𝑡𝑒𝑐,𝑏𝑜𝑡𝑡𝑜𝑚,𝑛𝑡ℎ) using Eq.21 at 12th air collector from 

Step 2, the hourly variations of electrical energy from PV 

module (�̇�𝑃𝑉,𝑛𝑡ℎ) using Eq. 23 and TEC (ĖTEC,nth) using Eq. 

24 at 1st, 3rd, 5th, 7th, 9th, and 12th PVT-TEC air collectors are 

calculated. 

Step 5: Hourly variation of total electrical energy(�̇�𝑒𝑙,𝑛𝑡ℎ) is 

calculated using Eq. 25a, which is the sum of electrical energy 

from PV and TEC, as outlined in Step 4, at the 1st, 3rd, 5th, 7th, 

9th, and 12th PVT-TEC air collectors. 

Step 6: Eq. 28 is used to compute hourly variation of the overall 

hourly exergy, 𝐸�̇�𝑜𝑢 of N-opaque PV-TEC air collector at the 

1st, 3rd, 5th, 7th, 9th, and 12th PVT-TEC air collectors. 

Step 7: Variations of the instantaneous thermal efficiency 

(𝜼𝒊,𝒏𝒕𝒉) using Eq. 16c and total electrical efficiency (𝜂𝑖,𝑒𝑙,𝑛𝑡ℎ) 

using Eq. 26 with 
(𝑇𝑓𝑖−𝑇𝑎)

𝐼(𝑡)
 are determined at the 1st, 3rd, 5th, 

7th, 9th, and 12th PVT-TEC air collectors. 

Step 8: Hourly variation of total exergy, Eq. 29 and its 

efficiency, Eq. 30 for N= 1.3.5.7.9 and 12 are calculated. 

Step 9: Finally, the impacts of TEC packing factor 𝛽𝑡𝑒𝑐 (0,0.5 

and 1) on the hourly variation of total exergy, Eq. 28, and 

efficiency, Eq. 30, for N= 7 are evaluated. 

Step 10: Results for Ttec-bottom are compared with the 

experimental findings of Dimri N. et al. (Dimri et al., 2018) to 

validate the viability of the proposed model, as shown in Figure 

12 

 

5 RESULTS AND DISCUSSION  

The hourly variation of average fluid(T ̅_(f,n^th )), solar 

cell(T ̅_(sc,n^th )), TEC top(T ̅_(tec,top,n^th )), and TEC 

bottom (T _̅(tec,bottom,n^th )) at the 2nd and 12th air collectors 

for design parameters given in Table 1 and climatic parameters 

given in Figure 3 are shown in Figure 4. Of note, the average 

solar cell temperature, T ̅_(sc,n^th ), is maximum at the 2nd 

PVT-TEC air collector and minimum at the 12nd PVT-TEC air 

collector. This indicates that inlet temperature of PVT-TEC in 

a series connection plays a notable role to determine thermal 

energy, electrical energy from PV module, and TEC of PVT-

TEC air collector. This trend occurs after the 4th PVT-TEC air 

collector. Such observations have not been yet reported. It is 

further clear that solar cell temperature is maximum and the 

bottom of TEC material is minimum at the 12th PVT=TEC air 

collector (Figure 4b), compared to the 2nd PVT-TEC air 

collector (Figure 4a). In this case, electrical power from (i) solar 

cell, which depends only on solar cell temperature [Eq. 22], and 

(ii) TEC, which depends on difference of top and bottom 

temperatures, will be produced [Eq. 24]. Further, the 

temperature of the top surface of TEC is higher than the bottom 

temperature of TEC, as shown in all the nth PVT-TEC air 

collectors in Figure 4. 

 
Figure 3. Hourly variation of solar intensity and ambient air 

temperature for a typical day of summer climatic conditions 

 

Figure 4a Hourly variation of average fluid(�̅�𝑓,𝑛𝑡ℎ) (Eq. 18), solar 

cell(�̅�𝑠𝑐,𝑛𝑡ℎ) (Eq. 19), TEC top(�̅�𝑡𝑒𝑐,𝑡𝑜𝑝,𝑛𝑡ℎ) (Eq. 20), and TEC 

𝑛𝑡ℎ =air collector for  th12the at  )Eq.19( (�̅�𝑡𝑒𝑐,𝑏𝑜𝑡𝑡𝑜𝑚,𝑛𝑡ℎ)bottom

2 and 𝑛 < 4 

 

Figure 4b. Hourly variation of average fluid (�̅�𝑓,𝑛𝑡ℎ) (Eq. 18), solar 

cell (�̅�𝑠𝑐,𝑛𝑡ℎ) (Eq. 19), TEC top (�̅�𝑡𝑒𝑐,𝑡𝑜𝑝,𝑛𝑡ℎ) (Eq. 20), and TEC 

air collector th12the at  )Eq.21( (�̅�𝑡𝑒𝑐,𝑏𝑜𝑡𝑡𝑜𝑚,𝑛𝑡ℎ) bottom 
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Figure 5. Hourly variation of average solar cell 

temperature(�̅�𝑠𝑐,𝑛𝑡ℎ)   (𝐸𝑞. 19) and electrical efficiency (𝜂𝑖,𝑒𝑙,𝑛𝑡ℎ  ) 

sTEC air collector-PVT thand 12 ,th, 9th, 7th, 5rd, 3st1the at  )Eq. 22( 

Figure 5 shows the hourly variation of average solar cell 

temperature(�̅�𝑠𝑐,𝑛𝑡ℎ), Eq. 19, and electrical efficiency (𝜂𝑖,𝑒𝑙,𝑛𝑡ℎ 

), Eq. 22, at the 1st, 3rd, 5th, 7th, 9th and 12th PVT-TEC air 

collectors. One can infer from Figure 5 that as the value of n in 

the nth PVT-TEC air collector increases, the average solar cell 

temperature(�̅�𝑠𝑐) increases, but increment in the average solar 

cell temperature(�̅�𝑠𝑐) slows down, especially after the 5thPVT-

TEC air collector. Further, the electrical efficiency (𝜂𝑖,𝑒𝑙,𝑛𝑡ℎ ) 

decreases as the value of n in the nth PVT-TEC air collector 

increases due to the higher operating temperature per 

expectation. In this case, the decrement in electrical efficiency 

(𝜂𝑖,𝑒𝑙,𝑛𝑡ℎ ) is observed after the 5th PVT-TEC air collector. 

Therefore, it can be stated that the number of optimum PVT-

TEC air collectors is five for design parameters shown in Table 

1. 

 
Figure 6a. Hourly variation of electrical energy from PV 

, rd, 3st1the at  ,, Eq. 24 (ĖTEC,nth)and TEC ,, Eq. 23 (�̇�𝑃𝑉,𝑛𝑡ℎ)module

sTEC air collector-PVT thand 12 ,th, 9th, 7th5 

 

Figure 6b. Daily electrical energy from Opaque PV and TEC for 

different nth PV-TEC air collectors 

Now, Figure 6a shows the hourly variation of electrical energy 

in W from PV module (�̇�𝑃𝑉,𝑛𝑡ℎ), Eq. 23, and electrical energy 

from TEC (ĖTEC,nth), Eq. 24, from the 1st to 12th PVT-TEC air 

collectors. Figure 6b shows the daily electrical energy from PV 

and TEC for different nth PVT-TEC air collectors. It is 

noteworthy that the hourly and daily electrical energy from PV 

decreases with an increase in the number of nth PVT-TEC air 

collectors due to high thermal losses, as illustrated in Figure 5. 

However, the hourly and daily electrical energy from TEC 

increases because it depends on the difference in temperature 

between the top and bottom of the TEC, as shown in Figure 6.  

This difference increases as the number of the nth PVT-TEC 

increases. Therefore, in this case, the nth PVT-TEC air collector 

must be optimized for maximum electrical energy from PV as 

well as TEC. Further, one can conclude that both electrical 

energies from PV as well as TEC are approximately the same 

at the 5th PVT-TEC air collector. 

 

Figure 7. Hourly variation of total electrical energy(�̇�𝑒𝑙,𝑛𝑡ℎ), Eq. 23a 

TEC air collector-PVT thand 12 th, 9th, 7th, 5rd, 3stat 1 

In order to observe the hourly variation of total electrical energy 

in W for different nth PVT-TEC air collectors, Figure 7 is 

generated. It can be observed that the total electrical energy 

increases with an increase in the number of nth PVT-TEC air 
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collectors, unlike electrical energy from photo-voltaic module. 

In this case, increment in the total electrical energy is also 

reduced after the 5th PVT-TEC air collector and one can 

observe that the 5th PVT-TEC air collector is again optimum for 

given design parameters presented in Table 1. This 

optimization is only conducted from electrical energy point of 

view. 

 

Figure 8. Hourly variation of the overall hourly thermal exergy, 

, th, 5rd, 3st1 the at TEC air collector-opaque PV-of N ,, Eq. 29𝐸�̇�𝑜𝑢−𝑁

sTEC air collector-PVT thand 12 ,th, 9th7 

The hourly variations of the overall hourly exergy, 𝐸�̇�𝑜𝑢−𝑁, of 

the opaque PV-TEC air collector, Eq. 27, at the 1st, 3rd, 5th, 7th, 

9th, and 12th PVT-TEC air collectors are shown in Figure 8. This 

figure illustrates that the overall exergy of the system increases 

with an increase in the number of nth PVT-TEC air collectors. 

However, the increment in the exergy becomes less significant 

compared to the total electrical energy, which is shown in 

Figure 7. Hence, the optimization of PVT air collector with 

respect to the overall thermal exergy is different from the earlier 

one, i.e., with respect to electrical energy (Figure 7). 

 
Figure 9a. Variation of instantaneous thermal efficiency (𝜼𝒊,𝒏𝒕𝒉) Eq. 

TEC air -PVT thand 12 ,th, 9th, 7th, 5rd, 3st1 the at 
(𝑇𝑓𝑖−𝑇𝑎)

𝐼(𝑡)
c with 17

collectors 

 
Figure 9b. Variation of instantaneous thermal efficiency (𝜂𝑖,𝑡ℎ−𝑁) 

Eq. 27c with 
(𝑇𝑓𝑖−𝑇𝑎)

𝐼(𝑡)
 for N =1,3,5,7, 9, and 12 PVT-TEC air 

collectors 

Figures 9a and 9b show the thermal characteristic curves for the 

nth and N PVT-TEC air collectors, respectively, which were 

drawn using Eqs. 17c and 27c. It can be observed that as n and 

N increase, the instantaneous thermal efficiency decreases due 

to an increase in operating temperature, resulting in higher 

thermal energy losses, as expected. It was also noted that the 

variation in both cases is marginal, possibly due to the 

considered mass flow rate of 0.003 kg/s as shown in Table 1. 

However, for n=N=1, the instantaneous thermal efficiency is 

approximately the same, but for higher values of n and N, the 

instantaneous efficiency is higher for the N case. This is due to 

the fact that the total thermal energy in this case becomes 

higher. 

 
Figure 10a. Hourly variation of total exergy, Eq. 29, for N= 

1.3.5.7.9, and 12 

 
Figure 10b. Variation of the overall exergy efficiency, Eq. 30, and 

(𝑇𝑓𝑖−𝑇𝑎)

𝐼(𝑡)
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The hourly variation of the total exergy in watts and exergy 

efficiency in fractions for N = 1, 3, 5, 7, 9, and 12 PVT-TEC 

air collectors is shown in Figure 10. It can be observed that 

electrical energy does not play a significant role in comparison 

to overall thermal exergy, as shown in Figure 7, due to its 

smaller value. Therefore, the exergy characteristic curve has a 

higher numerical value and variation in comparison to the 

thermal characteristic curve, as depicted in Figure 9. 

Furthermore, the exergy efficiency curve also increases up to 

the 5th PVT-TEC air collector and then begins to decrease. 

Hence, it can be concluded that the optimum value of n is five. 

 
Figure 11. Effect of TEC packing factor 𝛽𝑡𝑒𝑐  (0,0.5 and 1) on the 

hourly variation of the total exergy (Eq. 29) and efficiency (Eq. 30) 

for N= 7 

The effect of TEC packing factor βtec on the hourly variation of 

total exergy for N=7 has been plotted in Figure11, considering 

β_tec values ranging from 0 to 1 (i.e., 0, 0.5, and 1). The results 

indicate that the hourly exergy is maximum for a packing factor 

of 0.5. Therefore, it can be concluded that the optimum value 

of the TEC packing factor in the case of PVT-TEC air collectors 

is 0.5. In this case, the temperature of the PV module and the 

temperature difference between the top and bottom of the TEC 

will determine the maximum electrical energy that can be 

obtained from the TEC. 

6 EXPERIMENTAL VALIDATION 

Equation 7 aims to ensure the experimental validation of 

𝑇𝑡𝑒𝑐,𝑏𝑜𝑡𝑡𝑜𝑚 for the 1st PVT-TEC air collector based on the 

design and climatic parameters derived from the study of Dimri 

et. al. (Dimri et al., 2018). The hourly variation in the bottom 

temperature of TEC is shown in Figure 12 along with the 

experimental hourly variation obtained from Dimri et al. (Dimri 

et al., 2018). One can infer that there is reasonable agreement 

between theoretical results obtained by the present model and 

experimental value of Dimri et al. (Dimri et al., 2018). 

Accordingly, other hourly temperature variations can be 

validated by using the present model. 

 

nd the abottom -tecComparison between the results for T12.  Figure

)Dimri et al., 2018(experimental studies  

7 CONCLUSIONS 

Based on the present study on the N-PVT-TEC air collectors 

connected in series, the following conclusions were drawn: 

(a) The trend in hourly variation of average solar cell 

temperature (�̅�𝑠𝑐,𝑛𝑡ℎ) and air fluid temperature 

changed after the 4th PVT-TEC air collector, (�̅�𝑓,𝑛𝑡ℎ), 

while the trends in the top and bottom temperatures of TEC 

remained the same, as shown in Figure 4. 

(b) The daily electrical energy from PV module decreased 

following an increase in the number of the nth PVT-

TEC air collectors, unlike while electrical power from 

TEC, as shown in Figure 6b 

(c) The optimum number of PVT-TEC air collectors was 

found to be five for the design parameters given in 

Table 1.  

(d) The optimum packing factor of TEC was determined 

as 0.5 for maximum exergy and its efficiency, as given 

in Figure 11. 
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APPENDIX A 

The following relations are used in thermal modeling of opaque 

photovoltaic integrated thermoelectric cooler (PV-TEC) 

collector. 

(𝛼𝜏)𝑒𝑓𝑓 = 𝜏𝑔(𝛼𝑠𝑐 − 𝜂𝑠𝑐) 

(𝛼𝜏)′𝑒𝑓𝑓 = (1 − 𝜂𝑡𝑒𝑐)ℎ𝑝1ℎ𝑝2(𝛼𝜏)𝑒𝑓𝑓  

𝑈𝑡,𝑐−𝑎 = [
𝐿𝑔

𝐾𝑔
+

1

ℎ𝑜
]

−1

 

ℎ𝑜 = 5.7 + 3.8𝑉 
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ℎ𝑡 =
𝐾𝑡

𝐿𝑡
 

𝑈𝑏,𝑐−𝑎 = [
𝐿𝑡

𝐾𝑡
+

1

ℎ𝑖
]

−1

 

ℎ𝑖 = 2.8 + 3𝑉; 𝑉 = 1𝑚/𝑠 

ℎ𝑝1 =
ℎ𝑡𝛽𝑡𝑒𝑐

𝑈𝑡,𝑐−𝑎 + 𝑈𝑏,𝑐−𝑎(1 − 𝛽𝑡𝑒𝑐) + ℎ𝑡𝛽𝑡𝑒𝑐
 

𝑈𝑡𝑒𝑐,𝑡𝑜𝑝−𝑎 =
ℎ𝑡𝛽𝑡𝑒𝑐𝑈𝑡,𝑐−𝑎

𝑈𝑡,𝑐−𝑎 + 𝑈𝑏,𝑐−𝑎(1 − 𝛽𝑡𝑒𝑐) + ℎ𝑡𝛽𝑡𝑒𝑐
 

𝑈𝑡𝑒𝑐,𝑡𝑜𝑝−𝑓 =
ℎ𝑡𝛽𝑡𝑒𝑐𝑈𝑏,𝑐−𝑎(1 − 𝛽𝑡𝑒𝑐)

𝑈𝑡,𝑐−𝑎 + 𝑈𝑏,𝑐−𝑎(1 − 𝛽𝑡𝑒𝑐) + ℎ𝑡𝛽𝑡𝑒𝑐
 

ℎ𝑝2 =
𝑈𝑡𝑒𝑐𝛽𝑡𝑒𝑐

𝑈𝑡𝑒𝑐,𝑡𝑜𝑝−𝑎 + 𝑈𝑡𝑒𝑐,𝑡𝑜𝑝−𝑓 + 𝑈𝑡𝑒𝑐𝛽𝑡𝑒𝑐
 

𝑈𝑡𝑒𝑐,𝑏𝑜𝑡𝑡𝑜𝑚−𝑎 =
𝑈𝑡𝑒𝑐𝛽𝑡𝑒𝑐𝑈𝑡𝑒𝑐,𝑡𝑜𝑝−𝑎

𝑈𝑡𝑒𝑐,𝑡𝑜𝑝−𝑎 + 𝑈𝑡𝑒𝑐,𝑡𝑜𝑝−𝑓 + 𝑈𝑡𝑒𝑐𝛽𝑡𝑒𝑐
 

𝑈𝑡𝑒𝑐,𝑏𝑜𝑡𝑡𝑜𝑚−𝑓 =
𝑈𝑡𝑒𝑐𝛽𝑡𝑒𝑐𝑈𝑡𝑒𝑐,𝑡𝑜𝑝−𝑓

𝑈𝑡𝑒𝑐,𝑡𝑜𝑝−𝑎 + 𝑈𝑡𝑒𝑐,𝑡𝑜𝑝−𝑓 + 𝑈𝑡𝑒𝑐𝛽𝑡𝑒𝑐
 

The heat transfer coefficient from the bottom-end of TEC 

module to fluid (htf) flowing below it, considering laminar flow, 

is calculated as: 

ℎ𝑡𝑓 =
𝐾𝑓

𝐿
𝑁𝑢 =

𝐾𝑓

𝐿
× (0.332)𝑅𝑒

1

2𝑃𝑟
1

3

=
0.02622

0.37
× (0.332)

× (1.10846 × 104)
1

20.708
1

3 = 2.21𝑊/𝑚2𝐾 

where Nu is Nusselt number, Pr is Prandtl number, and Re is 

Reynold number. Reynold number (Re) is obtained as follows: 

𝑅𝑒 =
𝑉𝐿

𝜈
=

�̇�𝑓𝐿

𝑏𝐿𝑓𝜌𝜈
=

0.003 × 0.37

0.36 × 0.01 × 1.774 × (15.68 × 10−6)

= 1.10846 × 104 

The constants used in Eqs. are defined as: 

𝑈𝑏 = [
𝐿𝑖

𝐾𝑖
+

1

ℎ𝑖
]

−1

 

𝑈𝑓𝑎 = 𝑈𝑓𝑎,1 + 𝑈𝑓𝑎,2 + 𝑈𝑓𝑎,3 + 𝑈𝑓𝑎,4 

𝑈𝑓𝑎,1

=
ℎ𝑡𝑓𝛽𝑡𝑒𝑐(1 − 𝜂𝑡𝑒𝑐)𝑈𝑡𝑒𝑐,𝑏𝑜𝑡𝑡𝑜𝑚−𝑎

ℎ𝑡𝑓𝛽𝑡𝑒𝑐 + (1 − 𝜂𝑡𝑒𝑐)𝑈𝑡𝑒𝑐,𝑏𝑜𝑡𝑡𝑜𝑚−𝑎 + (1 − 𝜂𝑡𝑒𝑐)𝑈𝑡𝑒𝑐,𝑏𝑜𝑡𝑡𝑜𝑚−𝑓
 

𝑈𝑓𝑎,2 =
𝑈𝑡,𝑐−𝑎𝑈𝑏,𝑐−𝑎(1 − 𝛽𝑡𝑒𝑐)

𝑈𝑡,𝑐−𝑎 + 𝑈𝑏,𝑐−𝑎(1 − 𝛽𝑡𝑒𝑐) + ℎ𝑡𝛽𝑡𝑒𝑐

𝑈𝑓𝑎,3 =
ℎ𝑡𝛽𝑡𝑒𝑐𝑈𝑏,𝑐−𝑎(1 − 𝛽𝑡𝑒𝑐)𝑈𝑡𝑒𝑐,𝑡𝑜𝑝−𝑎

[𝑈𝑡,𝑐−𝑎 + 𝑈𝑏,𝑐−𝑎(1 − 𝛽𝑡𝑒𝑐) + ℎ𝑡𝛽𝑡𝑒𝑐][𝑈𝑡𝑒𝑐,𝑡𝑜𝑝−𝑎 + 𝑈𝑡𝑒𝑐,𝑡𝑜𝑝−𝑓 + 𝑈𝑡𝑒𝑐𝛽𝑡𝑒𝑐]
 

𝑈𝑓𝑎,4 =
ℎ𝑡𝛽𝑡𝑒𝑐𝑈𝑏,𝑐−𝑎(1 − 𝛽𝑡𝑒𝑐)𝑈𝑡𝑒𝑐𝛽𝑡𝑒𝑐(1 − 𝜂𝑡𝑒𝑐)𝑈𝑡𝑒𝑐,𝑏𝑜𝑡𝑡𝑜𝑚−𝑎

[𝑈𝑡,𝑐−𝑎 + 𝑈𝑏,𝑐−𝑎(1 − 𝛽𝑡𝑒𝑐) + ℎ𝑡𝛽𝑡𝑒𝑐][𝑈𝑡𝑒𝑐,𝑡𝑜𝑝−𝑎 + 𝑈𝑡𝑒𝑐,𝑡𝑜𝑝−𝑓 + 𝑈𝑡𝑒𝑐𝛽𝑡𝑒𝑐][ℎ𝑡𝑓𝛽𝑡𝑒𝑐 + (1 − 𝜂𝑡𝑒𝑐)𝑈𝑡𝑒𝑐,𝑏𝑜𝑡𝑡𝑜𝑚−𝑎 + (1 − 𝜂𝑡𝑒𝑐)𝑈𝑡𝑒𝑐,𝑏𝑜𝑡𝑡𝑜𝑚−𝑓]
 

ℎ𝑝3 =
ℎ𝑡𝑓𝛽𝑡𝑒𝑐

ℎ𝑡𝑓𝛽𝑡𝑒𝑐 + (1 − 𝜂𝑡𝑒𝑐)𝑈𝑡𝑒𝑐,𝑏𝑜𝑡𝑡𝑜𝑚−𝑎 + (1 − 𝜂𝑡𝑒𝑐)𝑈𝑡𝑒𝑐,𝑏𝑜𝑡𝑡𝑜𝑚−𝑓
 

ℎ′𝑝1 =
𝑈𝑏,𝑐−𝑎(1 − 𝛽𝑡𝑒𝑐)

𝑈𝑡,𝑐−𝑎 + 𝑈𝑏,𝑐−𝑎(1 − 𝛽𝑡𝑒𝑐) + ℎ𝑡𝛽𝑡𝑒𝑐
 

ℎ′𝑝2 =
ℎ𝑡𝛽𝑡𝑒𝑐𝑈𝑏,𝑐−𝑎(1 − 𝛽𝑡𝑒𝑐)

[𝑈𝑡,𝑐−𝑎 + 𝑈𝑏,𝑐−𝑎(1 − 𝛽𝑡𝑒𝑐) + ℎ𝑡𝛽𝑡𝑒𝑐][𝑈𝑡𝑒𝑐,𝑡𝑜𝑝−𝑎 + 𝑈𝑡𝑒𝑐,𝑡𝑜𝑝−𝑓 + 𝑈𝑡𝑒𝑐𝛽𝑡𝑒𝑐]
 

ℎ′
𝑝3 =

ℎ𝑡𝛽𝑡𝑒𝑐𝑈𝑏,𝑐−𝑎(1 − 𝛽𝑡𝑒𝑐)𝑈𝑡𝑒𝑐𝛽𝑡𝑒𝑐

[𝑈𝑡,𝑐−𝑎 + 𝑈𝑏,𝑐−𝑎(1 − 𝛽𝑡𝑒𝑐) + ℎ𝑡𝛽𝑡𝑒𝑐][𝑈𝑡𝑒𝑐,𝑡𝑜𝑝−𝑎 + 𝑈𝑡𝑒𝑐,𝑡𝑜𝑝−𝑓 + 𝑈𝑡𝑒𝑐𝛽𝑡𝑒𝑐][ℎ𝑡𝑓𝛽𝑡𝑒𝑐 + (1 − 𝜂𝑡𝑒𝑐)𝑈𝑡𝑒𝑐,𝑏𝑜𝑡𝑡𝑜𝑚−𝑎 + (1 − 𝜂𝑡𝑒𝑐)𝑈𝑡𝑒𝑐,𝑏𝑜𝑡𝑡𝑜𝑚−𝑓]

NOMENCLATURE 

Am  Aea of module (m2) 

L   Length of collector (m) 

b  Breadth of collector (m) 
cf  Specific heat of fluid (J/kgK) 

dx  Elemental length (m) 

I(t)   Global solar radiation (W/m2) 
ṁ  Mass flow rate of fluid (kg/s) 

Kg  Thermal conductivity of glass (W/mK) 
Kt  Thermal conductivity of tedlar (W/mK) 

Ktec  Thermal conductivity of TEC module (W/mK) 

Ki  Thermal conductivity of insulation (W/mK) 
Kf  Thermal conductivity of fluid/air (W/mK) 

Lg  Thickness of glass cover (m) 

Lt  Thickness of tedlar (m) 
Ltec  Thickness of TEC module (m) 

Li  Thickness of insulation (m) 

Lf  Thickness of fluid/air column in the duct (m) 

ht heat transfer coefficient from back of solar cells to the 
top end of TEC module (W/m2K) 

htf Heat transfer coefficient from the bottom-end of TEC 

module to fluid (W/m2K) 
Ut,c−a  Overall heat transfer coefficient from top of solar cells 

to ambient through glass cover (W/m2K) 

Ub Overall heat transfer coefficient from bottom of 

insulation to ambient (W/m2K) 

Utec,top-a  Overall heat transfer coefficient from top-end of TEC 

module to ambient (W/m2K) 
Utec,bottom-a  Overall heat transfer coefficient from bottom-end of 

TEC module to ambient (W/m2K) 

Utec,top-f Overall heat transfer coefficient from top-end of TEC 
module to fluid (W/m2K) 
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Utec,bottom-f Overall heat transfer coefficient from bottom-end of 

TEC module to fluid (W/m2K) 
Ufa Overall heat transfer coefficient from fluid to ambient 

(W/m2K) 

Ub,c-a Overall heat transfer coefficient from bottom of solar 
cells to ambient through tedlar (W/m2K) 

hp1  First penalty factor due to glass cover 

hp2  Second penalty factor due to tedlar 
hp3  Third penalty factor due to TEC module 

ηo Solar cell efficiency at standard test condition, i.e. 

I(t)=1000 W/m2 and To=25°C 
ηtec Conversion efficiency from thermal energy to 

electricalenergy of TEC module 

βo Temperature coefficient of solar cell efficiency (K−1) 

Greek letters 

α  Absorptivity 

β  Packing factor 

τ  Transmittivity 

η  Efficiency 

(ατ)eff Product of effective absorptivity and transmittivity 

Subscripts 

a  Ambient 
eff  Effective 

f  Fluid 

fi  Fluid inlet 
fo  Fluid outlet 

g  Glass 

m  Module 
sc  Solar cell 

tec  TEC module 

t  Tedlar 
i  Insulation 
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A B S T R A C T  

 

In this research study, a cost-effective and reliable weather station using a microcontroller system containing 

instruments and sensors for measuring and recording ambient variables was designed, fabricated, and tested. The 
dataset recorded and stored in the meteorological system can be applied to conduct various research in the field 

of energy and environment, especially in solar systems. Employing a microcontroller system reduces costs and 

provides special features such as accessing data on the web-based spreadsheets and adding control devices. In 
this system, meteorological information including solar radiation, air temperature, wind velocity, and air relative 

humidity is measured and saved in user-defined time intervals such as 30 seconds. The total cost for measuring 

equipment, sensors, and microcontroller along with a data logger is about 110 USD. To demonstrate the 
importance of using local meteorological data, in the vicinity of the case studies, the dataset provided by the 

local weather station was compared with the meteorological data of two nearby national stations for one month. 

The results revealed that the values reported by the national stations were different from the actual values 
measured by the local weather station. The deviations for solar radiation, wind velocity, air temperature and 

humidity values were at least 5, 9, 7%, and more than 100%, respectively. 

10.30501/JREE.2023.383796.1551 https://doi.org/ 

1. INTRODUCTION1 

Accurate weather data availability is vital for conducting 

research in the field of energy and environment and analyzing 

the performance of energy systems, especially renewable 

systems (Duffie and Beckman, 2013). For instance, one of the 

most significant factors in measuring the performance of a solar 

system is monitoring of both operating parameters and weather 

conditions. Also, development of energy performance 

indicators and energy baselines for energy management 

purposes requires historical data including meteorological 

variables (Moghadasi et al., 2021). In this regard, in most 

studies, national meteorological data have been applied to 

analyze the performance of these systems. The use of this 

meteorological information may cause errors in performance 

analysis due to possible differences between national and local 

data. Hence, the local weather measurements can enhance 

energy performance analysis. In the past, all systems for 

measuring ambient variables such as temperature, humidity, 

and wind velocity worked mechanically. Therefore, to record 

them, the only method was to read and record the measures 

manually in the specified time intervals. In previous years, by 

developing semiconductors, electronic circuits were used to 

measure meteorological parameters and display and record 

them digitally. The advantages of digital systems include high 

accuracy, fast response, automatic operation, small dimensions, 
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long life cycles, and low price (Rafiquzzaman, 2014). In this 

regard, Pashchenko and Rassadin developed a microclimate 

weather station containing wireless sensors, a data collector, 

and an analytical tool in 2022. This system was part of a project 

to model building energy consumption. Data were collected 

from temperature, humidity, CO2 concentration, and light 

intensity parameters in the location inside the studied building 

in Moscow city for the period of the Coronavirus quarantine 

lockdown. TD-11, Vega Smart-UM0101, ERS, and ERS CO2 

sensors were used to measure environmental parameters and 

the ELT-2 sensor was utilized for connecting through the 

LoRaWAN protocol (Pashchenko and Rassadin, 2022). 

Monteiro et al. built a microclimate weather station on the 

university campus in 2019. This research focuses on the 

development of a wireless network of ambient monitoring 

stations utilizing IoT technology to provide users with weather 

data for daily planning purposes. DSM501A sensor was used 

in the proposed device to monitor air pollution. Also, the 

parameters of CO, CO2, temperature, humidity, and air pressure 

were measured by the system (Monteiro et al., 2019). Wang et 

al. investigated the performance of a microclimate monitoring 

system located on the SouthEast University campus with the 

help of long-term data from the urban weather station and 

EnergyPlus software tools. The results indicated that there was 

a significant difference between the three datasets. For 

example, the mean air temperatures in the microclimate station 
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were 1.2 and 2.2 ºC higher than the city climate station and 

EPW data (Wang et al., 2021). Moreover, Cureau et al. (2022) 

presented a wearable mobile system to monitor environmental 

parameters. BME280 sensor was used to measure the 

parameters of ambient temperature, humidity, and pressure, 

while the CV7-V sensor to measure the parameters of wind 

velocity and wind direction. Also, SP-510-SS, SE-421, 

TDS0037, PMS5003, OX-A431, NO2-A43F, and NEO-M8 

sensors were utilized to measure the parameters of solar 

irradiance, illuminance, CO2 concentration, particulate matter 

concentrations, O3 concentration, NO2 concentration, and GPS 

unit, respectively. This system included the sensors connected 

to a control system that was portable and could be connected to 

other devices via Wi-Fi. By validating the data, it was 

concluded that the highest and lowest rates of measurement 

accuracy were assigned to the ambient temperature values and 

CO2 concentration parameters with root mean square error 

equal to 0.46% and 49.42%, respectively (Cureau, Pigliautile 

and Pisello, 2022). Moghadasi et al. conducted an experimental 

study on a solar air heater with a specific geometry with access 

to data collected by a microclimate weather station, which was 

built and deployed at the data collection site. The parameters 

such as inlet and outlet temperature, radiation, wind velocity, 

ambient air temperature, and humidity were measured by the 

DS18S20, BH1750FVI, AM2302, and 652-1010 Robinson Cup 

type sensors, respectively (Moghadasi et al., 2022). Besides, 

this group used the weather station data in the development of 

machine learning prediction models for the purpose of optimal 

operation of the mentioned air heater (Moghadasi et al., 2023). 

Abbate et al. installed an automatic weather station connected 

to the network in the Alpine glacier (harsh weather conditions) 

in the north of Italy in 2013 (Abbate et al., 2013). Nsabagwaa 

et al. proposed an automatic weather station system at a low 

price in Uganda. The total cost of the proposed system was 

significantly cheaper than conventional types. The cost of the 

provided system was calculated as 1800 USD, while the price 

of conventional automatic weather station commercial data 

collection systems reached 7000 USD (Nsabagwa et al., 2019). 

In 2019, Netto and Neto designed an open-source automatic 

weather station to measure the effects of climate change on 

glaciers. They utilized a set of low-cost sensors, all of which 

were customized for use in natural glacier environment 

conditions (Netto and Arigony-Neto, 2019). Bernardes et al. 

(2022) introduced an affordable automatic weather station 

system using Commercial Off-The-Shelf and IoT technologies. 

A photovoltaic panel was applied to feed the system. An 

intelligent sensor calibration method was proposed to improve 

reliability (Bernardes et al., 2022).

Table 1. Detailed description of related works. 

Author(s) / year Collected parameters Related accuracy 
Main purpose of system 

development 

Cost 

(USD) 

Pashchenko and 

Rassadin / 2022 

Temperature, humidity, CO2 

concentration, and light intensity 

- Building energy 

consumption modeling 

- 

Monteiro et al. / 

2019 

CO concentration, temperature, 

humidity, air pressure, and CO2 

concentration 

- Microclimate monitoring of 

a university campus using 

IoT 

- 

Wang et al. / 2021 

Temperature, humidity, wind speed, and 

solar radiation 

Temperature: ±0.21, humidity: ±2.5%, 

wind speed: ±4%, wind direction: ±5°, 

solar radiation: ±5% 

Comparing local weather 

stations with meteorological 

and use in energy simulation 

- 

Cureau et al. / 

2022 

ambient temperature, humidity and 

pressure, wind velocity, wind direction, 

solar irradiance, illuminance, CO2 

concentration, particulate matter 

concentration, O3 concentration, NO2 

concentration 

Air temperature: ±1 °C, humidity: 

±3%, atmospheric pressure: ±0.25%, 

wind direction: ±1°, solar radiation: 

±5%, illuminance: ±5%, CO2 

concentration: ±2%, 

Monitoring hyper-

microclimate 

- 

 

Moghadasi et al. / 

2022 

Inlet and outlet air temperatures, 

radiation, wind velocity, ambient air 

temperature and humidity 

Temperature: ±0.5°C, humidity: ±2%, 

solar radiation: ±2%, wind velocity: 

±1% 

Fabrication and testing of a 

new solar air heater – current 

present 

110 

Abbate et al. / 

2013 

Wind speed and direction, Snow height, 

Solar radiation, Air temp, and relative 

humidity 

- Installing an automatic 

weather station on a glacier 

- 

Nsabagwaa et al. / 

2019 

Temperature, Soil Moisture, Humidity, 

Wind Speed, Wind Direction, Solar 

Insolation, and atmospheric pressure 

±0.5 Toward a robust and 

affordable Automatic 

Weather Station 

1800 

Netto and Neto / 

2019 

Atmospheric pressure, Humidity, Solar 

radiation, Temperature, Wind velocity, 

and direction 

- Investigation of effects of 

climate change on glaciers 

202 

Bernardes et al. / 

2022 

Wind speed and direction, Rain gauge, 

Temperature, pressure, and humidity 

- Natural disaster monitoring - 

According to the literature review, the high total cost of 

implementing local weather stations is one of the main factors 

that must be taken into account when considering the utilization 

of this system in the case study area. To solve this issue, in this 

research, a cost-effective weather station was designed, 

fabricated, and tested. The main features and advantages of the 

proposed system include (a) high accuracy, (b) low cost, (c) 

using a microcontroller system for recording and storing data, 

and (d) online monitoring using IoT. 

2. MATERIALS AND METHODS 

2.1. General Components of a Weather Station 

In the analysis of the energy and environment systems, the most 

important meteorological parameters are solar irradiance, air 

temperature, wind speed, and relative humidity. In this sub-

section, brief descriptions are provided in connection with 

common measuring equipment for monitoring these 

parameters. 
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2.1.1. Wind Speed 
Anemometer instrument is employed to measure wind speed. 

The anemometers are divided into two categories according to 

the type of performance: (a) the first group measures the wind 

speed and (b) the other group measures wind pressure. Since 

the speed and pressure of the wind are related, the other can be 

calculated by measuring each of these two quantities. 

Conventional anemometers are: 

(A) Cup anemometer: It is one of the most used types of 

anemometers. This speedometer usually has three cups at an 

angle of 120 degrees. The material of this blade differs from 

those in various models and it has several types of fiberglass, 

iron, aluminum, or plastic. These sensors measure the wind 

speed by detecting the rotation of the blade and counting the 

angular speed of the blade (Baseer et al., 2016).  

(B) Vane anemometer: It has a propeller parallel to the vertical 

axis, which is connected to the speedometer. In this type, the 

rotation speed of the blades is converted into the equivalent 

wind speed and shown on the display (Pham, 2014). 

(C) Ultrasonic anemometer: In this anemometer, two or three 

sound receivers are installed on the bowls at a perpendicular 

angle to each other. The electronic circuits inside the 

anemometer measure the difference between the round trip of 

the sound and convert it into the equivalent wind speed 

(Mustafa et al., 2016).  

(D) Hot wire anemometer: In this type, the wind changes the 

temperature of the hot wire and the wind velocity is measured 

by the electric current required to keep the wire warm and 

exposed to the wind at a constant temperature. Figure 1 shows 

the types of anemometers (Ligęza, 2009). 

  
  

d c b a 
Figure 1. Types of Anemometer: (a) cup, (b) vane, (c) ultrasonic, (d) hot-wire. 

 
Figure 2. Stages of converting the ambient light into solar irradiance (Michael and Moreno, 2020). 

 

2.1.2. Solar Irradiance 
One of the most important meteorological parameters is solar 

irradiance. Pyranometers are generally employed to measure 

solar irradiance since they are the most accurate sensors to 

collect this parameter (Blum et al., 2022). Nevertheless, 

pyranometers are costly and their deployment throughout the 

territory, whether on local weather stations or specific 

locations, is not economically feasible. A simple and low-cost 

alternative way is to measure the ambient light and calculate 

the irradiance based on it, which is applied in this work. In 

2020, Michael et al. presented a way to convert the ambient 

light into the amount of solar irradiance based on Figure 2. 

They measured ambient light and irradiance in different 

conditions and by comparing them, they found a linear 

relationship between them (Michael and Moreno, 2020). 

As the main outcome, the measurement and analysis of 

modeling results proved that 120 lx of illumination was equal 

to 1 watt per square meter of solar irradiance. 

2.1.3. Relative Humidity 
It is possible to measure the relative humidity of the air directly 

with different sensors. DHT series sensors are often used in 

microcontroller systems. Among the features of these sensors 

are small size, low price, and high accuracy. In this type, 

relative humidity values are sent directly to the microcontroller 

(DHT22 technical details, 2023). 
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2.1.4. Air Temperature 
There are different sensors to measure air temperature. The 

conventional and widely used sensor is a K-type thermocouple 

for measuring temperature. This sensor converts temperature 

into voltage and the microcontroller reports the measured 

temperature by converting this voltage into temperature 

(Radajewski, Decker and Krüger, 2019). The utilization of this 

sensor is constrained by limitations such as the length of the 

wire, the inability to add a wire to the sensor, and the need for 

regular calibration of the data logger. Another type is the digital 

temperature sensor that reports the temperature directly to the 

microcontroller and does not have the above limitations. 

2.2. Design and Fabrication of the Proposed Weather 
Station 

To use meteorological data in the analysis of the energy and 

environmental systems, especially solar systems, the range of 

changes in weather parameters have been considered according 

to Table 2 in the design and fabrication of the local weather 

station, in addition to the techno-economic criteria. 

Table 2. The range of weather parameters values. 

No. Parameter 
Most common 

natural range 
Unit 

1 Irradiance 0 to 1300 W.m-2 

2 Wind speed 0 to 30 m.s-1 

3 Air temperature (-10) to (+50) °C 

4 Air humidity 10 to 100 % 

2.2.1. Anemometer 
By comparing four anemometer models, introduced in 

Subsection 2.1.1, the vane anemometer has the lowest price. Of 

note, this sensor must be placed perpendicular to the wind flow 

to measure the airspeed. Therefore, this anemometer is not 

suitable for continuous monitoring of the ambient wind 

velocity. Hence, the most suitable and economical sensor to 

measure this parameter is the cup anemometer. In this research, 

according to Figure 3a, the anemometer parts are designed by 

SolidWorks software (Bai et al., 2021) and made by laser 

cutting from the Plexiglas board following the reference sizes. 

Finally, they are connected together with the cups. The built 

anemometer is illustrated in Figure 3b . 

  
(b) (a) 

Figure 3. (a) Anemometer design in SolidWorks software and (b) 

built anemometer. 

In this anemometer, a low-mass magnet is attached to the vane. 

A pulse is sent to the microcontroller after each time the magnet 

passes in front of the Hall-effect sensor, which is installed on 

the body of the anemometer. In the microcontroller, the 

rotational speed of the anemometer is computed by calculating 

the time between the pulses. The wind speed calculation is as 

follows (Anemometer Instructions, 2005): 

1- Determining the radius of rotation (r) by measuring the 

distance from the center of the cup to the center of rotation; 

2- Obtaining the number of revolutions of the anemometer in 

one minute (n); 

3- When one of the cups travels a full circle, it travels a 

distance equal to the circumference of the circle (S), which 

is calculated by Equation 1; 

S = 2 × π × r                                                                    (1) 

4- In the last step, the average wind speed (v) is calculated 

based on Equation 2 in one minute . 

v (m
s⁄ ) =

n × S

60
                                                                    (2) 

2.2.2. Digital Ambient Light Sensor 
In this research, the ambient light was measured using the 

BH1750 sensor (refer to Figure 4.a). Then, the amount of 

irradiance was calculated using the linear relationship (120 lx 

of illumination = 1 
𝑊

𝑚2 of solar irradiance) (Michael and 

Moreno, 2020). The important specifications of the BH1750 

(ROHM semiconductor Instructions, 2023) are as follows: 

• Illuminance to digital converter, 

• Wide range, 

• Low current, 

• Light noise reject function, 

• 1.8V logic input interface, and 

• Adjustable measurement result for the impact of optical 

windows. 

2.2.3. Digital-output Relative Humidity Sensor 
Air humidity is directly measured by the sensor DHT22 (refer 

to Figure 4.b). The main specifications of this sensor are 

(DHT22 technical specifiations, 2023): 

• 3.3 V to 6 V DC, 

• Digital signal via single-bus, 

• Accuracy: ±2%, 

• Resolution or sensitivity: 0.1%, 

• Repeatability humidity: ±1%, 

• Long-term stability, 

• Sensing period average: two seconds, and 

• Fully interchangeable property. 

2.2.4. Digital-output Relative Humidity Sensor 
One of the most common sensors is the DS18B20 temperature 

sensor (Figure 4.c), which is used in this research. This sensor 

measures the temperature with an accuracy rate of 0.5 °C. This 

sensor is advantageous as it does not require periodic 

calibration and has a low price, high accuracy, and suitability 

for long wire lengths. It also features a digital output that 

enables parallel connections of multiple sensors. Furthermore, 

the information transmitted by the sensors has a specific 

address, which can be separated in the microcontroller. The 

important specifications of the DS18B20 (DS18B20 technical 

details, 2023) are as follows: 

• Multidrop capability, 

• 3 – 5.5 V, 

• Measuring range: -55 °C to +125 °C,  

• ±0.5 °C accuracy, 

• Wide applications in various systems. 
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c b a 
Figure 4. (a) light sensor, (b) relative humidity sensor, (c) 

temperature sensor 

3. EXPERIMENTAL SETUP 
 

The proposed weather station consists of two main parts: (a) 

equipment for measuring environmental parameters and (b) a 

data logger. Environmental variables are measured by installing 

sensors of the anemometer, illuminance meter, ambient 

temperature, and relative humidity on special bases, as shown 

in Figure 5. In this regard, several considerations must be taken 

into account: (a) The anemometer should be placed away from 

any surfaces to avoid interference and ensure collection of data 

specific to the surrounding area. (b) The illuminance sensor 

(type BH1750) should be covered with a waterproof cover and 

installed in a location where it will not be affected by shadows 

during any time of day. (c) The temperature sensor (type 

DS18B20) is coated with waterproof steel and should not be 

exposed to direct sunlight. (d) The relative humidity sensor 

(Type DHT22) should be protected from sunlight and rain 

during installation. 

 
Figure 5. View of the proposed weather station and dimensions: (A) 

anemometer, (B) illuminance sensor with waterproof cover, (C) 

waterproof air temperature sensor, and (D) relative humidity sensor 

(installed on the backside of the device) 

Based on Figure 6, monitoring and recording the measured data 

require a system consisting of a microcontroller, power supply, 

display screen, clock module, and SD memory card. This 

system has the ability to connect to the Wi-Fi network and can 

save the data locally (offline). Also, the data can be saved 

online (on the Google Sheets platform). The possibility of 

connecting to the network provides the ability to view real-time 

data, in addition to storing data and accessing them through the 

Internet. 

 
Figure 6. The data logger and components: (A) Wi-Fi-based 

microcontroller and datalogger module, (B) sensors wires, (C) SD 

card slot, (D) power module (voltage regulators), (E) power supply, 

(F) main screen, (G) second screen. 

3.1. Weather Station Total Cost 

One of the main advantages of the proposed meteorological 

station is the low total cost, which makes it affordable for wide 

applications such as performance analysis of energy and 

environmental systems. The total cost of building this station is 

about 110 USD and the relevant details are presented in Table 

3. 
Table 3. Details of the weather station components’ price 

No. Item Price (USD) 

1 Air temperature sensor 5 

2 Air humidity sensor 7 

3 Anemometer 22 

4 Illumination sensor 4 

5 Microcontroller 7 

6 Datalogger module (time and SD card module) 17 

7 Power supply and voltage regulators 10 

8 Display module 13 

9 Structure, wiring, etc. 25 

 Total cost is equal to: 110 USD 

4. RESULTS AND DISCUSSION 

4.1. Measurement Results 
 

The ambient variables were experimentally measured in the 

winter of 2022 in the city of Karaj, Iran, at the location 

coordinates of 35°74ʹ00” N, 50°95ʹ00” E. Figure 7 showcases 

an instance of the measured data trend for three days .
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Figure 7. Trends of sample ambient parameters values.  

 

Average data in 15-minute periods are plotted in Figure 7. As 

mentioned, one of the important advantages of the proposed 

weather station is access to real-time data on the Internet. 

Figure 8 illustrates a sample of an online data display . 

4.2. Comparison of The Proposed Weather Station Data 
with National Meteorological Data 
 

Most of the related studies have applied national 

meteorological data to analyze the performance of energy and 

environmental systems. Due to the difference in data, using this 

national meteorological information may cause errors in the 

performance analysis of the mentioned systems. In order to 

investigate this difference, the data recorded from the local 

station were compared with the data from two stations nearby 

the experiment site in November 2022. According to Figure 9, 

the closest national stations are the Alborz meteorological 

station with a distance of 4 km and the Chitgar meteorological 

station with a distance of 19 km. In addition, the geographical 

locations of stations are presented in Table 4. 

Table 4. Geographical location of stations. 

Location 
Longitude 

(°) 

Latitude 

(°) 

Altitude above sea 

level (m) 

Local Station  50.9575 35.7486 1248 

Alborz Station 50.9395 35.7814 1263 

Chitgar Station 51.1723 35.7492 1314 

 
Figure 8. Online real-time data visualization 

 
Figure 9. (A) The location of the proposed weather station, (B) 

Alborz meteorology office, and (C) Chitgar weather station 

Daily average values were used to compare the data. Figure 10 

shows the average daily air temperature in November. 
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Figure 10. Daily average values of air temperature were reported by the weather stations 

 
Figure 11. Daily average values of air relative humidity recorded by the weather stations 

 
Figure 12. Daily average values of wind speed recorded by three weather stations 

 
Figure 13. Daily average values of solar radiation reported by the weather stations 
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According to Figure 10, the trends of air temperature data are 

similar. Alborz station has recorded closer to the real world 

values than Chitgar station due to its proximity to the local 

station. The monthly average deviation of the local data from 

the Alborz station is 0.6°C (5%), and from the Chitgar station 

is 1.1°C (10%). Figure 11 displays the trend of air relative 

humidity in November. 
Based on Figure 11, it can be observed that the average monthly 

difference in relative humidity between the local weather 

station and the Alborz weather station is 4.3% (9%), while it is 

6.5% (14%) with the Chitgar weather station. Average daily 

wind speed values are presented in Figure 12. 

The values of wind speed in 3 weather stations are very 

different, as shown in Figure 12. This issue results from the 

existence of the building at the location of the local station, the 

various urban structures, and also the relatively long distance 

between the stations. The average monthly difference in local 

wind velocity is 1.6 m/s (456% difference) compared to the 

Alborz weather station, and 1.4 m/s (498% difference) 

compared to the Chitgar weather station, as shown in Figure 12. 

Therefore, it is not practical to use this data. Finally, the average 

daily solar irradiance data sets are shown in Figure 13. 

Alborz meteorological station measures and reports the values 

of wind velocity, ambient temperature, and humidity. Chitgar 

meteorological station also measures and reports solar 

irradiance, in addition to the three mentioned parameters. 
According to Figure 13, the average data difference in 

November at two local weather stations and Chitgar is 24 W/m2 

(7%).  To review the measurement results, the lowest, highest, 

and average values of the meteorological variables are 

presented in Table 5. 

 

 
Table 5. The range of daily data in November 2022. 

Parameter (Unit) 
Local station Alborz station Chitgar station 

Min. Max. Mean Min. Max. Mean Min. Max. Mean 

Air temp (°C) 8.44 16.86 11.45 7.80 16.50 10.86 9.70 18.8 12.58 

Humidity (%) 30.1 68.0 47.0 34.5 78.9 51.3 25.6 70.8 40.5 

Wind velocity (m.s-1) 0.05 0.67 0.28 0.63 3.63 1.53 0.63 3.25 1.65 

Solar irradiance (W.m-2) 267 461 339 N/A N/A N/A 209 487 315 

 

5. CONCLUSIONS 

For analyzing the performance of energy and environmental 

systems, especially solar energy, the most important 

environmental parameters to consider are solar radiation, wind 

velocity, ambient temperature, and humidity. In this research, a 

weather station was designed, built, and tested to measure the 

above parameters at the data collection site. The important 

features of  this weather station were portability, acceptable 

accuracy, and low cost (110 USD). This system contained two 

important parts including environmental measurement sensors 

and a data logger. By using the data logger, the meteorological 

data were stored online and offline at the specified time 

interval. By comparing the local station data with the national 

stations in November 2022, the following results are obtained: 

• The average monthly difference between the local air 

temperature data and the Alborz station is 5%, and with the 

Chitgar station, it is 10%. 

• The average monthly difference in relative humidity 

between the proposed weather station and the Alborz 

meteorological station is 9%, and 14% with the Chitgar 

station. 

• The average monthly difference in local wind velocity data 

compared to Alborz and Chitgar meteorological stations is 

1.6 m/s (456% difference) and 1.4 m/s (498% difference), 

respectively. 

• The average monthly difference in irradiance data between 

the proposed local meteorological stations and the Chitgar 

station is 24 W.m-2, equivalent to a 7% difference. 

For future research, we recommend using new modeling 

methods with artificial intelligence and machine learning to 

predict environmental parameters. Also, the ambient data of the 

meteorological station will be used for the optimal operation of 

solar systems such as solar water heaters and solar air heaters. 
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NOMENCLATURE 

IoT Internet of things 

n Number of revolutions of the anemometer in one minute 

S Circle circumference (m) 

r Radius (m) 

v Wind speed (m.s-1) 
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A B S T R A C T  

 

This study proposes a novel approach to fast and direct determination of the Maximum Power Point (MPP) at 

any value of solar irradiation and cell temperature, without applying further mathematical processing to operate 

at that point. The current approach aims to reduce algorithm complexity, time consumption during the iteration, 
and oscillation to reach the point at which the panel generates maximum possible power. For avoiding or 

eliminating these drawbacks, the chopper duty cycle (D) at which the panel-generated power should be the 

maximum is determined using the panel datasheet with respect to voltage and power at different irradiation rates 
(G). Mathematical equations are derived for MPP voltage and power at any value of solar irradiation using the 

manufacturer Photovoltaic (PV) specification. The simulation results obtained by MATLAB/SIMULINK 
platform showed that the power had a linear change, while the voltage had a nonlinear one with narrow 

variations.  The yield duty cycle controls the Modified Single Ended Primary Converter (MSEPIC) that regulates 

the load voltage through a wide range below and above the rated panel voltage. The simulation results showed 
the fast response of chopper operation with a negligible starting time required by the MPPT algorithm, no duty 

cycle oscillation, and shorter iteration time. Furthermore, the conducted approach is validated based on the data 

published in a reputed journal, and the obtained results gave rise to new aspects that helped reduce dependency 
on conventional MPPT algorithms and, consequently, enhance the system response, efficiency and cost 

reduction. 

https://doi.org/10.30501/jree.2023.361697.1450

1. INTRODUCTION1 

Renewable energy sources enjoyed many different applications 

in three decades ago, mainly in photovoltaic and solar systems, 

wind energy systems, biogenertors, and other non-conventional 

sources. The great tendency for the growth of these sources is 

pushed ahead due to instability of international markets for 

fossil oils, conducted efforts for saving and protecting the 

environment, and high cost of traditional oil and gas as 

mentioned (Martini et al, 2015) and (Mahmoud Y. et al., 2012) 

in their studies. In addition, these sources suffer greatly from 

expected depletion in the near future. Consequently, intensive 

research is encouraged on the development of advanced 

renewable sources such as photovoltaic (PV) generators. 

(Khader et al, 2021)  described a Photovoltaic generator 

consists of solar panels, DC chopper, smoothing unit, and 

power management unit for operating it at maximum extracted 

power called Maximum Power Point Tracker (MPPT). 

(Mastromauro et al, 2012) in their study described voltage and 

current control models using MPPT approach.  Usually, PV 

systems are designed to operate at the point of maximum power 

called MPP in order to realize maximum efficiency and better 

utilization. Therefore, the need for MPPT module is an 

essential stage in energy conversion procedure to obtain 
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maximum energy with reduced switching losses of the chopper 

and minimized overall system losses at high efficiency.  

There are several MPPT techniques for tracking the maximum 

power of the PV system such as Perturb and Observation 

(P&O), which uses iteration procedures for reaching maximum 

power at the knee of power performance. (Femia et al, 2005) 

proposed optimization procedure for obtaining precise MPPT 

results. It is characterized by a simple mathematical approach 

and easy implantation, but with great voltage oscillation on the 

chopper electronic switch that cannot be completely avoided, 

leading to switching losses and excess of heat. The second 

technique is called Incremental Conductance (IC) method 

discussed by (Zegaoui, et al, 2011), which has a similar 

iteration procedure that uses the change of current rather than 

the change in power with respect to the voltage. The third 

technique is known as the Fuzzy Logic Control method (FLC) 

which was described by (Hasan et al, 2021)   and is used very 

successfully in the implementation for MPP searching and the 

sliding mode control which was described by (Yatimi et al, 

2016).   

The P&O method stands out as the most relatively used method 

due to its simplicity. This method has a good operating 

behavior in slow changing solar irradiation and temperature 

change with respect to time. However, it is a time-consuming 

2423-7469/© 2023  The Author(s). Published by  MERC. This is an open access article under the CC BY license
(https://creativecommons.org/licenses/by/4.0/legalcode).
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method and hence, cannot track the MPP fast enough, leading 

to the loss of a certain amount of power before reaching the 

MPP value due to the iteration procedure and oscillation as well 

as generation of voltage stress across the chopper switch due to 

duty cycle variation. 

Article main task and elements:  

What is the article main task?  

Usually, solar irradiation varies during the day time and this 

leads to continuous tracking of MPP point by various MPPT 

algorithms, meaning significant time delay, loss of energy, and 

excess of switching losses due to variation in the chopper duty 

cycle. Therefore, in order to avoid these drawbacks, it is 

necessary to immediately find the MPP voltage and power 

based on previously embedded equations Vmpp & Pmpp =f(GT) 

for any irradiation rate during the day.  

This article is organized as follows:   

- Section 1: Introduction and overview about the development 

of electronic converters and their applications in solar energy 

and energy conversion.  

- Section 2: Mathematical modeling for deriving a direct 

relationship between maximum power and solar irradiation 

using real data and specifications of manufactured solar 

panels. 

- Section 3: Building the simulation model for direct detecting 

of the maximum power at any value of solar irradiation 

during the day time without oscillation around the MPP for 

Modified Single Primary Inductance Coil (MSEPIC) 

described by (Mahdavi  et al, 2011) , (Bodetto  et al, 2016) 

and (Fernão  et al, 2016) .  

- Section 4: Running the proposed model for simulation of 

power, voltage, and current at any time of the year without 

using the already known MPPT techniques. 

- Section 5: Conducting various simulations for MPP power 

when the cell temperature varies below and above the 

Standard Test Conditions (STC) value.  

- Section 6: Analysis of results and discussion are presented. 

Finally, some conclusions are drawn.   

  

2. MATHEMATICAL MODELING 

2.1. Panel’s PV Current and Voltage 

Most solar panel manufacturers provide the power voltage 

performance of a given real panel Ppv=f(Vpv) for solar 

irradiation starting with 100 Watt/m2 to 1000 Watt/m2 as 

shown in Figure 1, where the maximum values for voltage and 

power at the knee of the curves are stated in Table1 for 

SunPower-SPR-315E-WTH-D, (SUNPOWER datasheet, 2022). 

With regard to the above issue for any type of PV panel, several 

methods can be used for MPP tracking. The only condition to 

build the required equation is to have PV data for small (may 

be minimum) and large (may be maximum) power spectra for 

a given type of panels. Table 2 presents the power range for 

various PV panel datasheets stored in MATLAB/Simulink 

database (MATLAB and Simulink (2016)). 

Table 1. PV data at MPP for SPR315E-WHT-D. 

G, Watt/m2 1000 750 500 250 100 

Vmpp, V 54.7 54.65 54.34 53.38 51.64 

Impp, A 5.76 4.32 2.88 1.44 0.576 

Pmpp, Watt 315.1 236.1 156.5 76.88 29.75 

In order to build the mathematical model and related simulation 

platforms, the following procedure is applied and graphically 

illustrated in Figure 2: 

1. Read discrete values for the voltage and power of real solar 

panel and build the voltage performance Vmpp=f(G) and 

Pmpp=f(G) for irradiation points G=100, 250, 500, 750, and 

1000 W/m2. 

Table 2. Examples of PV data at MPP for various panels at full Sun. 

Pmpp, 

W 
Impp, 

A 
Vmpp, 

V Serial code Range 
Panel 

Type 
63.07 5.3 11.9 

SPR PL-PLT-

63L-BLK-U 
Small 

Sun 

Power 
444.86 5.8 76.7 

SPR-X20-

445-Com 
Large 

80 4.58 17.5 CS5C-80M Small Canadian 

Solar 665 17.28 38.5 CS7N-665MS Large 

215.1 7.34 29.35 
Soltech-

1STH-215-P 
Small 

Soltech 

350 8.15 43 

Soltech-

1STH-350-

WH 

Large 

385 10.59 36.36 Q-Cell 385 Small Hanawa 

Q-cell 585 12.97 45.10 Q-Cell 585 Large 

 

2. Extract interpolation equations using MATLAB fitting tools 

for both voltage and power. 

3. Build the continuous voltage equation VCON=f(G) and 

PCON=f(G). 

4. Build/plot the continuous waveforms based on formulated 

equation for various panel datasheets. 

5. Directly detect MPP for any given irradiation value.  

 

a) Panel P-V performance  

 
b) Panel I-V performance  

Figure 1. Panel I-V and P-V characteristics.  
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6. Build the solar irradiation rate G=f(time) for any time of the 

year. 

7. Combine the obtained equation VCON and PCON with G. 

8. Build the Simulink model that combines the MPP 

performance with irradiation for any time of the year,  

determine MPP for Pmpp and Vmpp at any value of G, and plot 

Vmpp and Pmpp=f(G). 

 

2.2. Voltage and Power Equations` 

Let us start with the data specification related to Solar panel 

Soltech-15TH-215-P, where the voltage is displayed in Figure 

3 with the interpolated equation stated in (1), while the power 

performance versus irradiation has a linear change presented as 

a first-order equation. It is shown that the MPP voltage has a 

slight change when the irradiation varies between a weak and a 

full sun. The interpolated voltage equation is presented as 

follows: 
VMPP = 4ZV

4 + 3ZV
3+ 2ZV

2 + 1𝑍𝑉 + 
0

;  

                          

(1) 

 

where,  ZV = (
GT−β

δ
) ;  β = 520;  δ = 370; 

     4 = −0.23; 3 = 0.42;  2 = −0.17; 1 = 0.041; 0 = 29. 

 

While the power equation can be stated as follows: 
PMPP =  b1ZV + b0;                                                        (2) 

 

where,    b1 = 78.11; b0 = 111.3 .         

The obtained results related to voltage and power at MPP are 

displayed in Figure 4 for a power range of real panel types 

1SOLTECH.    

The same procedure is applied for another type of panels with 

a large power range related to HANAWA Q-Cell (Hanawa-Q 

Cell, 2022) , where the maximum rated panel power is 585 

Watts peak with a rated voltage of 45V per panel, as shown in 

Figure 5, for which the voltage and power variation is displayed 

at MPP, as the solar irradiation varies as well. 

2.3. Direct Detection of MPP` 

After deriving the continuous voltage and power equations with 

respect to the solar irradiation, there is a need to derive a 

formula for directly determining the chopper duty cycle, 

voltage, and power at MPP without conducting any type of 

iteration procedures. To this end, it is necessary to determine 

the minimum power at a minimum irradiation rate, e.g., 

G=100W/m2, and the rated panel power at G=1000W/m2 is 

already known from the datasheet. With reference to Figure 4 

(b), the MPP powers of performance 1 and performance 5 are 

known and represented in Figure 6, which are used to derive 

the power formula for two options: 

 

Option 1: When the rated panel power Pmpp, i is located inside 

the power range “Performance A”, the minimum power Pmin,i is 

determined according to the following equation: 

 

Pmin,i =  (Pmax,i − Pmaxs)Xp + Pmins                                  (3) 

where, Xp =  
PminL−Pmins

PmaxL−Pmaxs  
  presents the power ration of panel 

spectrum, 
Pmins, Pmaxs:   the smallest min. and max. values of rated Pmpp 

of PV Panel’s power range;   
PmimL, PmaxL: the largest min. and max. values of rated Pmpp of 

PV Panel’s power range; 

Pmini, Pmax,i: the min. and max. values of rated Pmpp inside of 

PV Panel’s power range; 

 
Figure 2. Model functional chart (Daud et al, 2022) . 

 
Figure 3. Vmpp at different irradiation rates. 
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Pmin,o; Pmax,o: the min. and max. values of rated Pmpp outside of 

PV Panel’s power range.  

 

Option 2: When the panel power Pmpp,o is located outside the 

power range “Performance B”, the minimum power Pmin,o is 

determined according to the following equation: 

 

Pmin,o =  Pmax,oXp + 
∆P

PmaxL− Pmaxs
  ,                                (4) 

with, ∆P =  PmaxL ∙  Pmins − Pmaxs ∙  PminL 
The instantaneous maximum power Pmpp (G) at given 

irradiation can be expressed as follows:  

Pmpp(G) =  M. (G − Gmin) +  Pmin                              (5) 

 

with,   M =  
Pmax− Pmin

Gmax− Gmin

; presents the power slope.  

and 

 Pmax = {
Pmax,i  for case 1

Pmax,o  for case 2
  and   Pmin = {

Pmin,i  for case 1

Pmin,o  for case 2
 

 

 
 

 

 

 
a) Voltage at MPP 

 

 
b) Power at MPP 

 

Figure 4. Voltage and power at MPP for different irradiations of 

various SOLTECH panels. 

 
a) Voltage at MPP 

 
b) Power at MPP 

Figure 5. Voltage and power at MPP for different irradiations of 

HANAWA Q-Cell (Hanawa-Q Cell, 2022). 
 

 

 
Figure 6. Exact MPP power at given G. 
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Referring to Figure 7, the MPP voltage Vmpp of PV panel within 

the power range can be calculated via the following voltage 

formula: 

Vmpp(G)=(a4s ∙ ZV
4 +a3s ∙ ZV

3 + a2s ∙ZV
2 +a1s ∙ZV+a0s)       (6) 

With     

   XV,i = Xy  ∙  [1 +  αp  ∙  Xz  ∙  (
VminL− Vmins

VminL+ Vmins
)] 

 

                 Xy =  
Vmax,i

Vmaxs
       and           Xz =  

VmaxL

Vmaxs
 . 

                αp = f (Panel type)  ≤ 1 . 

Where, Vmins, Vmaxs: the  min. and max. values of rated Vmpp 

of PV Panel’s power range;  

VmimL, VmaxL: the largest min. and max. values of rated Vmpp 

of PV Panel’s power range;  

Vmin,i, Vmax,i: the min. and max. values of rated Vmpp inside of 

PV Panel’s power range;  

aos, a1s, a2s, a3s, a4s: Equation coefficient of the smallest power 

of PV panel power range; 

P: Panel type’s tuning coefficient (estimated value). 

Equation (6) is applied for different panel types in order to 

determine the Vmpp voltage at any irradiation rate and panel’s  

specification. Figure 8 shows the behaviors of Vmpp(G) for 

some well-known solar panels worldwide as stated (Robert 

Wortrich, 2022), keeping in mind that the rated power is 

selected to be 350W for all types.  

 

It is clearly shown that Vmpp for the same radiation differs 

from one type to another with a percentage of change that goes 

up to 17%, as shown in the stated histogram.  

 

It is imperative to look at the power behavior as shown in 

Figure 9 where all panel types have the same rated power of 

350W.  Now, by studying these performances, it can be noticed 

that there is a slight difference in the generated voltage and 

power amongst several types. 

 Based on the voltage generation according to Figure 8, the 

panel type “SunPower” had the highest value, while 

“Canadian” had the lowest value. 

 

Based on the generated power according to Figure 9(b), it can 

be noticed that the panel type “Trina” generated the largest 

amount of energy. Therefore, the application of this approach 

provides clear information about the effectiveness of panels and 

helps better judge in the selection process.  

 
2.4. Solar Irradiation Calculation 

In order to determine the maximum power at given irradiation, 

it is necessary to determine the daily solar irradiation any time 

of the year as stated in (Gilbert M. Masters, 2017) as follows:  

- The direct solar irradiation is given by: 

G(t) =  Gmax sin (
π

Td
(t − tsr)) ; for tsr  ≤ t ≤  tsr +  Td      (7) 

where, tsr, tss, Td are the sunrise time, sunset time, and day 

duration, respectively. 

tsr =  LT − 
Td

2
 ; LT =  LST − 

TC

60
 ;  tss =  LT + 

Td

2
 ;        (8) 

 

In addition, the daily duration can be presents as :  

Td =  
2

15
cos−1(− tan ∅ tan δ) ;                            (9) 

where 

δ = 23.45 ∗ sin [
360

365
(𝑛 − 81)] .                                                                                   

              =31.53 is the solar latitude;  

              n- is the day number (1≤ n ≤ 365); and 

              LST and LT are the local solar time and local time, 

respectively.   

 
Figure 7. Exact MPP voltage at given G. 

 
 

a) Continuous change of Vmpp  

 
b) Histogram of selected 5 panels. 

Figure 8. VMPP voltage performance for various panel types with 

Pmpp=350W 
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The local time LT can be expressed as follows: 

 

LT = 4 ∗ (𝜑 − 𝐿𝑆𝑇𝑀) + EOT.                                 (10) 

 

where    = 35.1 is the longitude angle;  

LSTM=15.TUC is the local standard time meridian; 

 

EOT = 9.87 ∗ sin 2 β − 7.53 ∗ cos β − 1.53 ∗ sin β;      (11) 

where 

             β =
360

364
(n − 81). 

3.  SIMULATION RESULTS AND DISCUSSIONS 
 

The derived equations for solar irradiation, power, and duty 

cycle at MPP are simulated using MATLAB/ SIMULINK 

platform for MSEPIC shown in Figure 10(a) where the 

conventional SEPIC converter circuit is also displayed. The 

built simulation model is illustrated in Figure 10(b), while 

Figures 10(c) to 10(j) illustrate the sub-models used in 

conducting the simulation process. The obtained results are 

hereby displayed:  

 

 

3.1 Continuous Values Approach 

The calculation of the MPP voltage and power based on 

discrete irradiation values yields a step-wide change in the 

voltage and power, which is somewhat far from real conditions, 

as shown in Figure 11 (and according to Table 1). In contrast, 

applying a continuous-value approach to calculating the 

voltage and power throughout the complete solar irradiation 

range yields closer results to those of real irradiation conditions.  

 

 
a) Full irradiation range 

 
b) Stretched irradiation range.  

Figure 9. Pmpp power performance for various panels’ types.  

 
a1) SEPIC Converter 

 
a2) Modified SEPIC Converter 

 

(a) SEPIC and Modified SEPIC (Daud et al, 2022) 
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??????????????????????????????????????????????????????? 

 
(b) Main Matlab/ Simulink Model 

 

 

 

 

 

 

 
 

 

 

 
(c) IrradiationCoditions sub-model with a shading unit 

 

 

 

 

 
 

 

(d) Temperature Condtion sub-model 
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  (e) PV & MSEPIC Chopper sub-models 

 

 

 

 

(f) PV Panel and  MSEPIC controller 

 
(g)  MSEPIC simulation circuit                                                                        

 

 

 

 

 

 

 

 

(h)  Close-loop control with PID controlle 

 
 . 

 
 

 

 

(i) Loading unit with R1, R2, and R3.  

Figure 10. Electrical and simulation main and sub-modules. 
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Figure 12 illustrates the MPP voltage and power change, 

Vmpp, Pmpp=f(GT) with respect to the daily irradiation for 

both the 21st dates of June & December. It is shown that the day 

duration changes from June to December and related MPP 

voltage and power vary as well in standard test conditions.  

Figure13 illustrates the loading scenario in which the current 

changes according to connected loads and this current is 

projected over the panel capability with respect to MPP current 

for the same months. It is shown that a significant current 

shortage is observed during December month when 

Impp<Lout. 

Figure 14 illustrates the effect of load changing over the output 

voltage at various irradiation rates for 21st June, in which it can 

be noticed that the negligible oscillation of the output voltage 

during the transition from one loading level to another. 

 

 

 

 
3.2 MPP Power and Current for Real Measured 
Irradiation Data. 
The proposed MPP approach is now applied for real measured 

data taken from a weather station installed over  the rootop of 

the university buildings where the irradiation rate for May, 

23,2022 is shown in Figure 15, but the real temperature 

measured for the same date is shown in Figure 16 (Solar Log 

2000, 2022). The generated equations for irradiation (G) and 

temperature (Tt) are stated in (12) and (13) as follows. 
G = δ4Zg

4 + δ3Zg
3 + δ2Zg

2 + δ1Zg + δ0;            (12) 

where, 

Zg = (
t − β1

β12
) ; β1 = 11.61;    β2 = 4.062 ;    

𝛿0 = 999.6 ; 𝛿1 = 1.441𝑒 − 13;  𝛿2 = −410.71 ; 
 𝛿3 = 2.491𝑒 − 14; 𝛿4 = 25.46  . 
and    

Tt = 𝜏4Zt
4 + 𝜏3Zt

3 + 𝜏2Zt
2 + δ1Zt + τ0; 

where,    

Zt = (
t − βτ

δτ
) ; βτ = 1.60;    δτ = 0.88;    

𝜏0 = 19 ;  3.2 ; 𝜏1 = 3.2 ; 𝜏2 = −2.4;  
                𝜏3 = 3.2; 𝜏4 = 0.21 .                     (13) 

 

 
Figure13. Matching between load current (load changing) 

 and MPP current. 

 

 

 
Figure 14. Output and reference voltage change. 

 
Figure11. Discrete values of solar irradiation and voltage at 

MPP. 

 
Figure 12. MPP voltage & power for the longest & 

shotest days of the year. 
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After generating approximated equations for both irradiation 

and temperature, the MPP volage and power (Daud et al, 

2022) are expressed according to (14) and (15) and displayed 

in Figure 17, taking into account the effect of temperature 

change for performance test conditions. 

 

VMPP(Tt) = VMPP(STC) ∗ [1 − 
∆V

°C
(Tt − 25)] ;                     (14) 

 

PMPP(Tt) = PMPP(STC) ∗ [1 −  
∆P

°C
(Tt − 25)].                    (15) 

 

where 

∆𝑉

°𝐶
= −0.27269%

V

°𝐶
;       

∆𝑃

°𝐶
= −0.016823 %

𝑊

°𝐶4

 

 

VMPP (STC) and PMPP (STC) are the rated panel voltage and 

power in full sun and standard test conditions. 

 
Figure 16. Measured real temperature.. 
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Figure 17. MPP voltage at different irradiations and 

temperature Tt. 

 

 

 

 

 
Figure 15. Measured real irradiation . 
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Figure 15. Measured real irradiation . 
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It can be noticed that the MPP voltage is higher than that 
of STC because the maximum temperature for that day 

(May 23rd , 2022) was detected around 20C at noon time. 
 

Figure 18 illustrates both the input-output performances in 

terms of irradiation, duty cycle, MPP voltage, and output 

voltage according to reference voltage with values VREF= 60, 

85, 135, and 100 V and with constant load of R=120 .  

 
a) Main performances in the time domain 

 
 

 
b) Histogram of voltages 

 

 
 

c) Histogram od duty cycle  
 

., 2022rdfor May,23 sloading voltage differentoutput performances at -Input  .18 Figure 
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In addition, the histogram for the voltage and duty cycle is 

displayed in the same figure.        

 The MSEPIC chopper duty cycle is expressed according to 

(16) in order to generate PWM pulses capable to regulate and 

boost up the MPP voltage according to the reference values 

mentioned by (Daud et al, 2022) : 

 

𝐷(𝑡) =
𝑉𝑅𝐸𝐹−𝑉𝑀𝑃𝑃

𝑉𝑅𝐸𝐹+𝑉𝑀𝑃𝑃
.                                                        (16) 

It can be seen that at a low output reference voltage, the average 

duty cycle is tolerating around zero, i.e., D0, while at a high 

output reference voltage, where the difference between (VREF-

VMPP) is high which requires the chopper to operate at a larger 

duty cycle, i.e., D0.42. 

 

4. MPP TECHNIQUES COMPARISON WITH THE 
PRESENT APPROACH 
 

There are several MPPT techniques used to operate the chopper 

at maximum power of the PV system as proposed in (Ben Ali 

et al,2022), (Pavithra et al, 2021) ,( Hossain   et al, 2021), ( 

Chowdhury et al, 2021) and (Boonraksa et al, 2022), where four 

techniques are described in this work as follows: Hill Climbing 

(HC), Incremental Conductance (INC), Perturb and Observe 

(P&O), and Fuzzy Logic Control (FLC).  

 

These techniques have their pros and cons with respect to the 

fast response, starting time, output power variation, occurred 

chopper losses, and model simplicity. Three key decision 

elements can be taken for criteria judgment and precise 

estimation proposed by already conducted research done by 

Eltamaly and Rizk (Eltamaly et al, 2015)    over solar panel type 

“Solarex MSX-60 “with data stated in Table 3. 

Table 3 The key specifications for the Solarex MSX60 PV panel 

(Solarex PV Specifications, 2022) .   

Vmpp,V 17.1 Voc, V 21 

Impp, A 3.5 Isc, A 3.74 

Pmpp, Watt 59.90 T, C 25 

4.1. Starting Time  

This is the time taken from the instant where the radiation 

changes till reaching the MPP value. Any significant increase 

in this time should cause additional energy loss and voltage 

stress over the chopper switch and excess of heat. 

 The variation of the generated PV power and duty cycle during 

starting time for mentioned techniques are illustrated in Figure 

19, where all of them reach the maximum power Pmax within 

the time tstart=0.2 second. 

While according to the present approach, there is no significant 

time to reach the maximum power under clear sky conditions 

as shown in Figure 20, i.e., tst  0.05 second. 

 

4.2. Output Power Variation 

As the solar irradiation varies, the generated MPP changes, as 

shown in Figure 21, for the mentioned techniques stated in 

(Eltamaly et al, 2015), where the observed uneven oscillation 

in duty cycle and power perturbation around the maximum 

value of the power point cause additional chopper losses due to 

frequent switching on and off.  

These behaviors can be minimized through our proposed 

approach, as shown in Figure 22, for the constant reference 

voltage of Vref=30V and fixed load of R1=15.5 , where the 

irradiation changes 800, 850, and 1000 W/m2.  

It can be shown that the duty cycle varies within a small range 

with an average value of Davg= 0.28. 

Comparing the P&O algorithm of Figure 21 in terms of duty 

cycle with that of Figure 22, a stable change of D irrespective 

of the great change in solar irradiation during the day can be 

observed.   

 
Figure 19. Power and duty cycle presented in (Eltamaly et al, 

2015) 

 

 
 

Figure 20. The power and parameters of the proposed 

approach in the full sun condition. 



S. Khader al. / JREE:  Vol. 10, No. 4, (Autumn 2023)   44-58 

 

 

56 

The above-mentioned techniques deal with a step-wide change 

in solar irradiations during the day being somewhat far from the 

real case of solar irradiation except in the case of sudden 

shadowing of the panel. Our proposed approach deals with a 

continuous change in solar irradiation, which causes further 

reduction in voltage stress across the chopper switch and 

conditioning elements of another chopper.   

 

5.  CONTINUOUS CHARACTER OF MAXIMUM POWER 
AT A FIXED OUTPUT VOLTAGE 
 

Figure 23(a) shows the continuous character of solar irradiation 

and corresponding reference voltage Vout = 20, 35, 50, and 40 

V with a fixed load of R1=60 , while Figure  23(b) shows the 

case when Vref=30V and the load varying with R1=60, 

R2=30, and R3=15. 

It can be shown that keeping the voltage at a fixed reference 

value reduces the oscillations of the duty cycle and the load 

voltage. Furthermore, when various loads are added, the 

voltage sag is immediately recovered and the system returns to 

deliver an exact and stable output voltage.   

 

6. CONCLUSION 

A novel approach was applied to extract power at MPP without 

the need for conventional MPPT techniques. The proposed 

technique outperforms the conventional ones by eliminating the 

time needed to reach the point of maximum power and the 

 
Figure 22. Main parameters of the proposed approach at 

different irradiation rates   

 
a) With variable output voltage and fixed load of R1=60 .. 

 
Figure 21. MPP power and duty cycle with variable irradiation 

described in (Eltamaly  et al, 2015). 

 

 

 
b)  With fixed output voltage and variable loading of R1, R2, 

and R3. 

Figure 23. Main parameters of the proposed approach to 

 continuous irradiation. 
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consequent loss of energy. In addition, frequent switching and 

voltage tension across the switching device were reduced.   

The proposed approach used the PV key specification provided 

by the panel’s manufacturer at different irradiation rates, where 

a continuous power function was derived for MPP points 

without running any kind of iteration procedures. The derived 

equation remained valid and regenerated itself for other panel 

data that belonged to the same manufacturer datasheet.   

The PV power performance was built for any rated value of 

manufacturer’s datasheet by merely noting the rated panel 

power. A variable loading was simulated at which the power, 

voltage, and current were tracked at the MPP.  

The proposed model validation was verified based on the real 

measured data for solar irradiation and panel temperature. 

Furthermore, this model was compared to other published data 

in terms of the starting time and power fluctuations around the 

MPP (Eltamaly  et al, 2015) . 

 Accordingly, the data published from used algorithms were 

reported around 0.2 second, while the starting time of our 

proposed model tended to about 0.05 second. Furthermore, the 

voltage stress and switching losses were significantly reduced.  

The proposed model was projected over PV datasheets of nine 

solar companies with respect to the power and voltage at MPP, 

where a comparison analysis was conducted. The results 

showed a significant difference between these panels in terms 

of voltage and power at MPP, which in turn gave us a clear 

decision about panel selection.     

The importance of the proposed model for the PV system 

manufacturers lies in reducing hardware complexity in the 

process of fabricating MPPT module and related accessories. 

Mainly, there is no need for voltage and current sensors to 

measure the PV voltage and current and no need for 

complicated microprocessor module, too. Furthermore, 

increase in the chopper lifetime due to reduced voltage stress 

was achieved besides reduced heatsink size. Given the 

reduction of the model complexity, the overall solar inverter 

performances were enhanced and the system footprint (size) 

and cost were achieved. The only restriction was that this model 

was valid for clear sky conditions with neglected effect of dust 

and eventual mismatching.  

For future research, a hardware prototype model should be built 

and experimentally implemented in order to practically validate 

the discussed analytical and simulation results. This should be 

the main objective of the upcoming article.   
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NOMENCLATURE 
MPP Maximum Power Point  
MSEPIC 

LSTM 

Modified Single Ended Coil  

Local Standard Time Meridian (hour) 

TUC 

LT 
LST 

EoT 

Differential Universal Coordinated Time 

Local Time (hour) 
Local Standard Time (hour) 

Equation of Time (minute) 

PV 
STC 

Photovoltaic  
Standard test conditions 

MPPT Maximum Power Point Tracker 
FLC Fuzzy Logic Control 

INC 

HC 
P&O  

Incremental Conductance  

Hill Climbing  
Perturb and observe 

Greek letters 

 

 

                                        
 

declination angle (degree) 
Latitude angle (degree) 

Longitude angle (degree) 

Parameter depends on the day number (degree).  
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A B S T R A C T  

 

Paraffin waxes are widely used as commercial organic heat storage phase changes (PCM) for many applications 

due to their suitable properties. Significant heat from fusion, nonpoisonous and stable properties, no phase 
separation, and the phase process result in a small volume change. Meanwhile, they are subject to low thermal 

conductivity. The thermal conductivity of PCMs can be increased by different techniques such as the use of 

dispersion of particles or nanomaterials with high conductivity in PCM and the use of metal foams. The use of 
nanoparticles has such disadvantages as high cost and particle deposition after various cycles. Hence, in this 

study, some experiments were carried out to investigate the effect of porous media like copper foam and iron 

wool as the filler instead of nanomaterials on improving the heat conductivity of PCM. The results show that 
the porous foam increases the heat transfer and during the charging operation, the temperature of the porous 

plate wall increases continuously at the same rate as the paraffin. At 2400 s, the temperature of pure PCM, iron 

wool, and copper foam reaches 67.3, 72.5, and 73.27℃, respectively. The optimal mode is the one in which the 

copper absorber plate is connected to the copper foam, thus reducing the charging time by 600 s compared to 

pure PCM and saving 75% of energy. Connecting the copper absorber plate to the iron wool has a good thermal 

performance and stores 70.83% of energy. Thus, iron wool has an acceptable performance and is suitable for 
storage systems. 

https://doi.org/10.30501/JREE.2023.365995.1483 

1. INTRODUCTION1 

Energy consumption has significantly increased in recent years 

because of the swift development of human civilization and the 

economy. Based on recent research and studies, energy 

consumption in the world doubles every 20 years. Because of 

this problem, less renewable energy is used than fossil fuels. 

However, in recent years, there has been a growth in the usage 

of renewable energy, particularly solar energy (Iranmanesh et 

al., 2020; Jahromi et al., 2022). Thermal Energy Storage (TES) 

systems are utilized in various climatic conditions as temporary 

thermal energy storage or store preservatives. For many 

engineering applications, thermal energy storage is essential 

(Zhao et al., 2010). The word "TES" is not a new term; it has 

been applied for centuries in numerous industrial and 

agricultural endeavors, including drying procedures and 

building heating. Energy storage helps power systems operate 

more efficiently by regulating supplies and boosting 

dependability (Matofali and Massawe, 2016). TES plays an 

essential role in thermal energy saving by reducing the degree 

of time or uncertainty between supply and demand. Thermal 

energy can be stored in a liquid or solid with sufficient thermal 

                                                           
*Corresponding Author’s Email:  vkalantar@yazd.ac.ir (V. Kalantar)& 
m.iranmanesh@kgut.ac.ir (M. Iranmanesh) 

URL: https://www.jree.ir/article_164809.html  

insulation by changing the internal energy of the material, such 

as sensible heat or latent heat, or a combination thereof (Ali et 

al., 2019). Sensible heat, latent heat, and chemical energy are 

the three primary subtypes of TES. Depending on the material's 

thermo-physical characteristics, applications may vary (Zhang 

et al., 2017). Sensible Heat Storage (SHS) uses the heat 

capacity of a solid or liquid to raise its temperature while 

changing the material temperature during charging and 

discharging to store heat energy. The environment, temperature 

swings, and the value of the heat storage material all affect how 

much heat is stored (brahim et al., 2017; Dincer and Rosen, 

2021). When a material section transitions from a base state into 

another state, Latent Heat Storage (LHS) depends on the 

absorption or desorption of thermal energy during that 

transition (liquid to gas, solid to liquid, or vice versa) (Zhang et 

al., 2017; Barghi Jahromi et al., 2020). Given the latent heat in 

the PCM material, the heat storage process takes place at a 

temperature close to the melting point of the PCM, which 

increases the density of energy storage in two units of mass and 

volume in a cycle of approximately the same temperature (Zhao 

et al., 2010; Abhat, 1983). PCMs use chemical bonds to store 

and unleash heat. When the PCM materials regenerate from 

2423-7469/© 2023  The Author(s). Published by  MERC. This is an open access article under the CC BY license

(https://creativecommons.org/licenses/by/4.0/legalcode).
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solid to liquid or liquid to solid, the chemical connections are 

disrupted and heat transmission occurs (Kumar and Gupta, 

2021). Therefore, storing thermal energy in the latent heat of 

PCM is an exclusive benefit of increasing the value of thermal 

energy in the system. PCM materials fall into three main 

categories: organic, inorganic, and eutectic. The required 

temperature range is 0-150℃, which is very suitable for solar 

applications (Ali et al., 2019; Usman et al., 2018). For many 

applications, the PCM needs higher latent heat, higher thermal 

conductivity, and lower volume expansion (brahim et al., 

2017). The thermal conductivity of PCMs, which ranges from 

0.1 to 0.3𝑤
𝑚 ∙ 𝑘⁄ , is relatively low, but has a significant latent 

heat value. If the thermal conductivity is low, the heat transfer 

coefficient when releasing the stored heat will decrease. 

With a variety of methods, many researchers have tried to 

increase heat transport in PCMs. Due to the low thermal 

conductivity coefficient of PCM and increasing heat transfer, 

surfaces or containers with a higher thermal conductivity 

coefficient such as spiral copper tubes (Iranmanesh et al., 2020; 

Ebrahimi et al., 2021), aluminum containers (Shalaby and Bek, 

2015; Bhardwaj et al., 2021), fins (Ali and Arshad, 2017; 

Arshad et al., 2018; Arshad et al., 2017), honeycomb structures 

(Xie et al., 2015; Wang et al., 2015), microencapsulation 

(Agyenim et al., 2010), and nanoparticle additives (brahim et 

al., 2017) can be used. To speed up heat transfer in PCMs, 

porous materials or porous metal plates are utilized. Highly 

conductive foams like copper, aluminum, iron, nickel, and 

others can be employed. To improve heat transfer, PCM is 

incorporated into a porous material. Foam exists in pores and 

different densities, affecting the heat transfer rate. In the 

applications of energy storage and increasing heat transfer, the 

porous copper plate should be used because it has a high 

thermal conductivity coefficient and a higher volume than the 

volume of the material filled in the porous plate. Research has 

been done on the melting variation of the phase change material 

in copper and iron foams. Zhang et al (Zhang et al., 2017), 

investigated the phase transition properties of a composite 

material comprised of metal porous plate and paraffin. The 

findings demonstrate that the unbalanced thermal effect on the 

heat transmission between the paraffin and the porous copper 

plate caused a significant temperature difference between the 

copper ligaments and the paraffin porous plate. The use of the 

two-temperature energy method correctly answers the 

characteristics related to heat transfer because in the research 

of most researchers, the experimental and simulation results 

have a low percentage of error. In order to store thermal energy, 

Nie et al (Nie et al., 2021), investigated the effect of geometry 

adjustment on the thermal response of metal porous plate/phase 

change composite materials. The findings demonstrate that 

compared to the cylinder system, the conical shell system 

boosts natural convection. The frustum tube arrangement, 

however, boosts convection as well as conduction. The 

performance of the composite metal/PCM porous plate in terms 

of heat transfer is largely unaffected by variations in geometry. 

For pure PCM and composite metal/PCM porous plates, the 

change in geometry reduces the full melting time by at least 

9.2% and 5.6%, respectively. Zhao et al (Zhao et al., 2010), 

investigated the use of porous metal plates embedded in phase 

transition materials to enhance heat transfer to store thermal 

energy (PCM). Depending on the structure and composition of 

the porous plate metal, the porous metal plate was able to boost 

the overall heat transfer rate by 3 to 10 times in the melting 

process (two-phase zone) and the pure liquid region compared 

to PCM. Baby and Balaji (Baby and Balaji, 2013), performed 

experimental studies on the increase in thermal performance 

and the effect of orientation on a PCM-based heat sink filled 

with a porous plate. The working time of a PCM with a porous 

metal plate filled with PCM is compared to a PCM without a 

porous metal plate but filled with PCM 7.5 at 10 watts to 

determine the enhancement ratio and to determine the 

maximum PCM increase ratio. The PCM-based heatsink 

operation ratio is full of the porous metal plate to metal porous 

plate heatsink, but without PCM 3 at 7 watts for the set point 

temperature of 52℃. In addition, the results of heat sinks based 

on PCM with the aluminum metal porous plate were also very 

similar to the previous case. Cui (Cui, 2012), conducted an 

experimental investigation of the thermal charging procedure 

using a paraffin-filled high-porosity copper porous plate. The 

findings demonstrate that a metal porous plate can, therefore, 

be used to decrease the charging time and speed up the melting 

process by 36%. A myristyl alcohol/metal porous plate was 

used by Huang et al (Huang et al., 2017), to study the thermal 

characteristics and improved thermal conductivity of composite 

phase change materials for solar thermal storage. The latent 

heat when using PCM metal porous plate composite is reduced 

by 3-29% in the melting process compared to the latent heat of 

Myristyl pure alcohol. Jin et al (Jin et al., 2017), examined a 

visualized pore-scale study of the heat transfer of a molten 

paraffin wax saturated in a porous copper plate and the effects 

of pore size. The results showed that at a wall superheat of 20℃, 

30 PPI and 50 PPI copper porous plates result in approximately 

the same overall melting rate, which is much faster than the 15 

PPI melting rate. In order to store energy for electronic thermal 

management, Ali et al (Ali et al., 2020), conducted 

experimental research on the thermal behavior of paraffin in 

open-cell copper and nickel-iron foams. The results showed 

that the heatsink based on a porous copper plate at 5 to 6 ℃ 

exhibited a lower base temperature than a nickel-iron porous 

plate. When examining the effect of porous plate porosity, 

porous copper plate with less porosity (95%) at the end of the 

charge cycle exhibited an 11% lower base temperature. Using 

experimental and numerical methods, Marri and Balaji (Marri 

and Balaji, 2021), investigated the impact of metal foams' 

porosity and PPI gradients on the thermal efficiency of a 

composite phase change heat sink. The findings indicate that 

the porosity performs better than heatsink settings with uniform 

porosity and PPI density in terms of time to reach the set point 

temperature by 28 and 45%, respectively. It is clear from the 

numerical simulations that the convection velocity cells are 

dramatically altered by the PCM melt percentage, which 

impacts the PCM melting dynamics. Babapour and Karimi ( 

Babapoor and Karimi, 2015), investigated the thermal storage 

optimization of paraffin composites with different 

nanoparticles. The results showed that Al2O3 nanoparticles had 

the ability to promote the thermal storage properties of paraffin. 

Bahari et al (Bahari et al., 2020), investigated the effect of 

paraffin nanocomposite with AL2O3 in an indirect solar dryer. 

The results showed that the addition of AL2O3 nanofluid to 

paraffin reduced the drying time of the product. A summary of 

experimental studies on the PCM material melting process in 

porous plates is presented in Table 1. 

The examined literature indicates that the melting of PCM 

material in two copper and iron foams (iron wool) connected to 

the copper absorber plate has not been studied. Due to the low 

thermal conductivity of paraffin as a phase change material, 

copper and iron foams (iron wool) were used, and the charging 
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and discharging processes of PCM and the effect of the 

implementation of the copper absorber plate on the charging 

and discharging processes of PCM materials were investigated 

and the results were compared to each other. This new study 

can be widely used for solar storage applications, especially 

solar panels, types of solar collectors (FPSC, ETSC, and 

PTSC), solar air heaters (SAH), solar desalination systems, and 

solar dryers that are capable of using porous foams. The 

obtained results were achieved using the solar simulation 

device, which would significantly help scientists in the field of 

renewable energy in future research. 

Table1. Several experimental research papers on the charging and 

discharging of PCMs in copper and iron foams. 

 

Ref. 

Type of 

PCM / 

melting 

temperature 

Type 

of 

porous 

foam 

Important results 

(Zhang  

et al., 

2017) 

Paraffin / 

54.43-64.11 

copper 

foam 

-Due to its high latent heat, 

paraffin warmed up slowly 

during the melting process, 

but porous copper plate 

warmed up more quickly. 

- The paraffin/ copper 

porous plate composite 

performed better in heat 

transmission than pure 

paraffin due to the solid 

thermal conductivity of the 

copper foam. 

Compared to paraffin, 

which is pure paraffin, the 

temperature distribution of 

the paraffin/foam copper 

composite was more even. 

(Chen et 

al., 

2016) 

Paraffin / 54-

56 

copper 

foam 

-To improve heat transfer, 

the FSPCMs (form-stable 

phase change materials) can 

infuse into the porous metal 

plate. 

-To improve heat transfer, 

the FSPCMs can 

impregnate porous metal 

plates. 

(Li  et 

al., 

2012) 

Paraffin / 

46.48-60.39 

copper 

foam 

-The foam-PCM 

composite's ultimate overall 

thermal resistance was 

lower than that of PCM. 

- By either reducing the 

pore density to speed up 

natural convection or 

reducing the porosity to 

improve the effective 

thermal conductivity, the 

temperature distribution 

within the foam-PCM 

composite becomes more 

uniform. 

Ref. 

Type of 

PCM / 

melting 

temperature 

Type 

of 

porous 

foam 

Important results 

(Li  et 

al., 

2017) 

Sodium 

acetate 

trihydrate / 

56.75 

copper 

foam 

-Copper porous plate /SAT 

has a thermal conductivity 

rate 11 times greater than 

pure SAT. 

-Copper porous plate /SAT 

composite PCM has an 

energy storage density up to 

467𝑀𝐽/𝑚3. 

(Mancin  

et al., 

2015) 

Paraffin wax 

/ 52-60 

copper 

foam 

-The function of PCM heat 

transmission is significantly 

improved by copper foams. 

-Using a copper foam 

structure allows for the 

elimination of severe 

freezing issues associated 

with asymmetric heating. 

(Zhu  et 

al., 

2020) 

lauric acid / 

41-45 

Iron 

foam 

-The latent heat and melting 

point of the composites are 

177.88 kJ/kg and 44.36℃. 

-Composites are made of 

lauric acid and porous iron 

plate that contain graphene 

offer good thermal stability 

and dependability. 

(Ali  et 

al., 

2020) 

Paraffin wax 

/ 34-36 

Iron-

Nickel 

foam 

- By examining the heat 

transfer, it can be concluded 

that foam with less porosity 

will perform better during 

charging and discharging. 

- Minimal melting point 

PCMs work well with light 

heating loads. 

Present 

study 

Paraffin wax 

/ 57-60 

Copper 

Foam 

and 

Iron 

wool 

- The copper absorber plate 

attached to the copper foam 

accelerated the melting rate 

to a pure PCM of 600s. 

- Energy saving in the case 

of using the copper absorber 

plate connected to the 

copper foam had the highest 

value of 75%. 

 

2. EXPERIMENTAL 

An experimental system including a solar simulator, data 

logger and K-type thermocouple, pyranometer, and Teflon 

insulation was set up to place samples. Tests were performed at 

the "Institution of Science and High Technology and 

Environmental Sciences, Kerman." Figure 1 shows the 

experimental settings used. Test boxes made out of Teflon 

insulation with dimensions of 5 × 5 × 2 𝑐𝑚 and the samples 

were placed inside the cubic hole in the middle compartment of 

Teflon with dimensions of 4 × 4 𝑐𝑚. Copper foam and iron 

wool were both 3 × 3 𝑐𝑚 in size and 1 𝑐𝑚 in thickness. The 

thermo-physical properties of copper foam and iron wool and 

PCM material (paraffin RT57-60) are given in Table 2.
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The porosity effect was considered for copper foam with a 

constant PPI density of 10. The solar simulator provided the 

heat required for melting PCM in terms of LUX. Therefore, a 

pyranometer was placed in the solar simulator to measure 

irradiation intensity and heat flux. In all experiments, the heat 

flux was 3.824𝑘𝑤
𝑚2⁄ . The features of the solar simulator are 

given in Table 3. 

As shown in Figure 2a, the sample preparation steps include: 

(1) calculating the weight of PCM material and porous foams, 

(2) melting PCM material with an electric heater, (3) filling 

copper and porous iron plates with PCM material, and (4) 

placing samples in Teflon insulted box. The next step, shown 

in Figure 2b, is to place the copper plate using solder on copper 

and iron foams and, then, to fill it with PCM. The melting 

temperature fluctuations of PCM material were investigated 

using pre-calibrating K-type thermocouples. K-type 

thermocouples were affixed to the paraffin-filled inside of the 

foam, and a 16-channel data logger was employed to capture 

temperature data (Model: 32M96, Hioki, Japan, precision 0.1). 

Pyranometer (KIPP ZONEN, CMP6, precision 4W/m2) was 

used to gauge the radiation output of the solar simulator. 

Therefore, by analyzing the collected data, it is possible to 

determine the melting rate of PCM materials and their heat 

storage capability. A sample of pure paraffin core (without any 

porous metal plate) was examined for comparison to investigate 

the increase in heat transmission caused by copper and iron 

foams. Moreover, the impact of the structure (porosity) of 

porous foams on the transfer of heat from solid to liquid was 

examined. DSC analysis was also carried out to obtain the 

thermo-physical attributes of paraffin, as shown in Figure 3. 

 

 
Figure 1. Image of test setup and measuring instruments. 

 

Table 2. Thermo-physical attributes of paraffin and selected foams 

 

Feature 
Copper 

Foam 

Iron 

Wool 

PCM 

(paraffin 

RT57-60) 

Porosity (%) 85 95.2-98.3 - 

Melting range 

(℃) 
- - 57-60 

Thermal 

conductivity 

(W/m.K) 

378 81 0.2 

Latent heat 

(J/g) 
- - 169.51 

Apparent 

density 

(kg/m3) 

200 180 783 

Table 3. Technical specifications of the tested solar simulator 

 

Components Details and Dimension 

Chamber solar 

simulator 

12 inches wide, 12 inches deep, and 8.5 inches 

high are the internal dimensions. External 

dimensions are 18 inch wide, 13.75 inches deep, 

and 26 inches high. Weight 31 pounds and 

output current 110 or 220 VAC with 6 amps. The 

external and internal materials of the body are 

stainless steel and aluminum alloy (highly 

reflective), respectively. 

Lamp 

A 300W Cermax Xenon light is used by the 

device. There is also a dimmer switch so that 

power output can be adjusted to meet AM 1.5 

intensity. 

Filter 
A single 2-inch round filter is positioned at the 

chamber's top (in the filter holder). 

Lense 

Lenses with a diameter of 2" can fit the filter 

adaptor. This beam can modify the output 

intensity by expanding or contracting the beam. 

 
Figure 2. (a) Sample preparation steps; (b) Paraffin filling in cases 

with copper foam, iron wool, copper foam with copper absorber, and 

iron wool with copper absorber. 

 

 
 

Figure 3. The melting curve of paraffin from DSC. 

 

3. UNCERTAINTY ANALYSIS 
 

The measurement error in the case of the input heat flux and 

temperature is responsible for the overall uncertainty. Test 

uncertainty in this research was conducted using Equation 1 

(Zhao et al., 2010). With 𝛿𝑇𝑇𝐶  being ±0.1ºC (±0.43 %) for 

thermocouples, the uncertainty of the solar simulator is ±0.5 %. 

Using Eq. (1), the test's overall degree of uncertainty was 

calculated as 1.41%.
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UT = √(
δTTC

TTC
)

2
+ (

δqPM

qPM
)

2
× 100%                                            (1) 

4. RESULTS AND DISCUSSION OF EXPERIMENTS 
Figure 4 depicts the PCM sample outcome when two pieces of 

foam made of copper and iron are involved. The wall 

temperature rises steadily at the same rate as paraffin 

throughout the charging process. The 2400s pure PCM reaches 

67.3℃, i.e., above the melting point; copper foam and iron 

foam reach 73.27℃  and 72.5℃, respectively.The increase in 

heat transfer via copper foam is due to the excellent heat 

conduction of metal foam solid structures. The temperature line 

experiences a significant drop following the successful 

transition of the pure PCM from solid to liquid. The increase in 

heat transmission brought about by the inherent convection 

effect of the liquid phase can be the cause of it. Foam can make 

the temperature distribution more homogeneous in the 

discharging process. The heat from the PCM can be efficiently 

dissipated via a foam structure, resulting in a reduction process 

for copper and iron foams. Therefore, using metal foams 

significantly improves the PCM heat transfer efficiency, similar 

to the charging process. 

 

 

Figure 4. Comparison between three different modes of pure PCM: 

PCM with copper foam and PCM with iron foam in the charging and 

discharging processes. 

 

In Figure 5, upon the addition of a copper absorber plate to 

copper and iron foams, the melting process of PCM material 

and the effect of heat transfer are investigated. As can be seen, 

by adding the absorber plate, the heat transfer increases and the 

maximum value is 77.41℃ for copper foam and 74.67℃ for 

iron foam. The reason for this can be the effect of conductive 

heat transfer between the copper absorber plate and the foam 

structure containing PCM. For copper and iron foams, a foam 

structure can quickly dissipate heat from the PCM and reduce 

discharging. However, when the copper absorber plate is added 

to copper and iron foams, the process does not decrease during 

discharge and the heat present in the copper absorber plate, 

which still transfers to the foam containing PCM, can explain 

the reason. 

 
Figure 5. Comparison between pure PCM samples and copper and 

iron foam samples with copper absorber plate during the melting 

process 

 

Figure 6 depicts a diagram showing the temperature of the 

absorber plate when mounted on copper and iron foams while 

they are melting PCM. The maximum temperature of the 

absorber plate reaches 104℃ in the 1800s. Moreover, at 3000s 

to 7200s, the temperature of the absorber plate slowly declines. 

Figures 4 and 5 show that the onset of phase change of PCM 

material from liquid to solid is in the 2400s. As shown in Figure 

7, when copper and iron foam are used, the phase changes in 

the time of the PCM material are 2100 and 2390s, respectively. 

When the copper absorber plate is added to the copper and iron 

foam, the phase changes in the time of the PCM material are 

1800 and 2100s, respectively. Therefore, the best case is when 

the copper absorber plate is connected to the copper foam 

containing PCM. However, when the copper absorber plate is 

connected to the iron foam, it can provide acceptable results. 

 

 
Figure 6. Temperature absorber plate used when melting PCM 

 

 
Figure 7. Comparison of paraffin melting time in different modes 

 

To calculate the energy saving of PCM materials in different 

modes, the start time of the phase change process can be 

reduced from the total phase change time (7200s) and divided 

by 7200s. In Figure 8, when copper and iron foam are used, the 

stored energy reaches 70.83% and 66.8%, respectively. 
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However, when the copper absorber plate is used, it reaches 

75% and 70.83%, respectively. The best case is when the 

copper absorber plate is attached to the copper foam. 

 
Figure 8. Comparison of melting paraffin energy saving in different 

modes 

 

5. CONCLUSIONS 

This study used pure paraffin filled with and without porous 

copper plate and iron wool, as well as pure paraffin with the 

addition of a copper absorber plate to the copper and iron wool, 

to melt PCM. The findings demonstrated that adding metal 

foams could significantly increase the effective thermal 

conductivity of the melting process. Given that it uses a porous 

copper plate and iron wool, the highest temperature of PCM 

reaches 73.27°C and 72.5°C, respectively. By adding copper 

absorber plates to copper porous plate and iron wool, the 

highest PCM temperature reached 77.41°C and 74.67°C, 

respectively. The heat transfer rate increased by 14% when the 

copper porous plate was combined with a copper absorber 

plate. Therefore, using metal foam with a copper absorber plate 

might hasten its melting and cut down on charging time. 

Natural convection can boost heat transfer efficiency and lower 

the temperature discrepancy between the wall and the PCM 

when the PCMs start to melt. The best case is when the copper 

absorber plate is connected to the porous copper plate, which 

reduces the charging time by 600 seconds compared to the pure 

PCM and saves 75% of the energy, while the pure PCM saves 

66.66% of the energy. In addition, connecting the copper 

absorber plate to iron wool ensure viable thermal performance 

and stores 70.83% of the energy. The most important 

disadvantage of porous copper plates is their high cost, which 

makes them less popular for use in storage systems. Therefore, 

according to the results of this research, iron wool exhibits 

acceptable performance in terms of increasing heat transfer and 

speeding up the melting of PCM materials, and it can be used 

in storage systems. 
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Nomenclature  
UT Uncertainty total (%) 

ETSC Evacuated tube solar collector 

FPSC Flat plate solar collector 

LHS Latent Heat Storage 

PCM Phase change material 

SAH Solar air heater 

SHS Sensible Heat Storage 

TES Thermal energy storage 

REFERENCES 

1. Abhat, A. (1983). Low temperature latent heat thermal energy storage: 

heat storage materials. Solar energy, 30(4), 313-332. 
https://doi.org/10.1016/0038-092X(83)90186-X 

2. Agyenim, F., Hewitt, N., Eames, P., & Smyth, M. (2010). A review of 

materials, heat transfer and phase change problem formulation for latent 
heat thermal energy storage systems (LHTESS). Renewable and 

sustainable energy reviews, 14(2), 615-628. 

https://doi.org/10.1016/j.rser.2009.10.015 

3. Ali, H. M., Janjua, M. M., Sajjad, U., & Yan, W. M. (2019). A critical 

review on heat transfer augmentation of phase change materials 

embedded with porous materials/foams. International Journal of Heat 
and Mass Transfer, 135, 649-673. 

https://doi.org/10.1016/j.ijheatmasstransfer.2019.02.001 

4. Ali, H. M., & Arshad, A. (2017). Experimental investigation of n-
eicosane based circular pin-fin heat sinks for passive cooling of electronic 

devices. International Journal of Heat and Mass Transfer, 112, 649-661. 

https://doi.org/10.1016/j.ijheatmasstransfer.2017.05.004 

5. Ali, H. M. (2020). Experimental study on the thermal behavior of RT-

35HC paraffin within copper and Iron-Nickel open cell foams: Energy 

storage for thermal management of electronics. International Journal of 
Heat and Mass Transfer, 146, 118852. 

https://doi.org/10.1016/j.ijheatmasstransfer.2019.118852 

6. Arshad, A., Ali, H. M., Khushnood, S., & Jabbal, M. (2018). 
Experimental investigation of PCM based round pin-fin heat sinks for 

thermal management of electronics: effect of pin-fin diameter. 

International Journal of Heat and Mass Transfer, 117, 861-872. 
https://doi.org/10.1016/j.ijheatmasstransfer.2017.10.008 

7. Arshad, A., Ali, H. M., Ali, M., & Manzoor, S. (2017). Thermal 
performance of phase change material (PCM) based pin-finned heat sinks 

for electronics devices: Effect of pin thickness and PCM volume fraction. 

Applied Thermal Engineering, 112, 143-155. 

https://doi.org/10.1016/j.applthermaleng.2016.10.090 

8. Babapoor, A., & Karimi, G. (2015). Thermal properties measurement and 

heat storage analysis of paraffinnanoparticles composites phase change 
material: Comparison and optimization. Applied Thermal Engineering, 

90, 945-951. https://doi.org/10.1016/j.applthermaleng.2015.07.083 

9. Baby, R., & Balaji, C. (2013). Experimental investigations on thermal 
performance enhancement and effect of orientation on porous matrix 

filled PCM based heat sink. International Communications in Heat and 

Mass Transfer, 46, 27-30. 
https://doi.org/10.1016/j.icheatmasstransfer.2013.05.018 

10. Barghi Jahromi, M., Kalantar, V., & Abdolrezaie, M. (2020). 

Experimental Study of Effect of Storage Phase Change Materials (PCM) 
on the Function of a Passive Solar Ventilator. Modares Mechanical 

Engineering, 20(7), 1709-1717.  http://mme.modares.ac.ir/article-15-

38118-en.html 

11. Bahari, M., Najafi, B., & Babapoor, A. (2020). Evaluation of α-AL2O3-

PW nanocomposites for thermal energy storage in the agro-products solar 

dryer. Journal of Energy Storage, 28, 101181. 
https://doi.org/10.1016/j.est.2019.101181 

12. Bhardwaj, A. K., Kumar, R., Kumar, S., Goel, B., & Chauhan, R. (2021). 

Energy and exergy analyses of drying medicinal herb in a novel forced 
convection solar dryer integrated with SHSM and PCM. Sustainable 

Energy Technologies and Assessments, 45, 101119. 

https://doi.org/10.1016/j.seta.2021.101119 

13. Brahim, N. I., Al-Sulaiman, F. A., Rahman, S., Yilbas, B. S., & Sahin, A. 

Z. (2017). Heat transfer enhancement of phase change materials for 

thermal energy storage applications: A critical review. Renewable and 
Sustainable Energy Reviews, 74, 26-50. 

https://doi.org/10.1016/j.rser.2017.01.169 

14. Chen, P., Gao, X., Wang, Y., Xu, T., Fang, Y., & Zhang, Z. (2016). Metal 
foam embedded in SEBS/paraffin/HDPE form-stable PCMs for thermal 

energy storage. Solar Energy Materials and Solar Cells, 149, 60-65. 

https://doi.org/10.1016/j.solmat.2015.12.041 

15. Cui, H. T. (2012). Experimental investigation on the heat charging 

process by paraffin filled with high porosity copper foam. Applied 



M. S. Barghi Jahromi et al. / JREE:  Vol. 10, No. 4, (Autumn 2023)   59-65 

 
65 

thermal engineering, 39, 26-28. 

https://doi.org/10.1016/j.applthermaleng.2012.01.037 

16. Dincer, I., & Rosen, M. A. (2021). Thermal energy storage: systems and 

applications. John Wiley & Sons. 

https://scholar.google.com/scholar?hl=en&as_sdt=0%2C5&q=I.+Dincer
+and+M.+A.+Rosen%2C+Thermal+energy+storage+systems+and+appl

ications.+John+Wiley+%26+Sons%2C+2021.&btnG=  

17. Ebrahimi, H., Akhijahani, H. S., & Salami, P. (2021). Improving the 
thermal efficiency of a solar dryer using phase change materials at 

different position in the collector. Solar Energy, 220, 535-551. 

https://doi.org/10.1016/j.solener.2021.03.054 

18. Huang, X., Lin, Y., Alva, G., & Fang, G. (2017). Thermal properties and 

thermal conductivity enhancement of composite phase change materials 

using myristyl alcohol/metal foam for solar thermal storage. Solar Energy 
Materials and Solar Cells, 170, 68-76. 

https://doi.org/10.1016/j.solmat.2017.05.059 

19. Iranmanesh, M., Akhijahani, H. S., & Jahromi, M. S. B. (2020). CFD 
modeling and evaluation the performance of a solar cabinet dryer 

equipped with evacuated tube solar collector and thermal storage system. 

Renewable Energy, 145, 1192-1213. 
https://doi.org/10.1016/j.renene.2019.06.038 

20. Jahromi, M. S. B., Kalantar, V., Akhijahani, H. S., & Kargarsharifabad, 

H. (2022). Recent progress on solar cabinet dryers for agricultural 
products equipped with energy storage using phase change materials. 

Journal of Energy Storage, 51, 104434. 
https://doi.org/10.1016/j.est.2022.104434 

21. Jin, H. Q., Fan, L. W., Liu, M. J., Zhu, Z. Q., & Yu, Z. T. (2017). A pore-

scale visualized study of melting heat transfer of a paraffin wax saturated 
in a copper foam: Effects of the pore size. International Journal of Heat 

and Mass Transfer, 112, 39-44. 

https://doi.org/10.1016/j.ijheatmasstransfer.2017.04.114 

22. Kumar, N., & Gupta, S. K. (2021). Progress and application of phase 

change material in solar thermal energy: An overview. Materials Today: 

Proceedings, 44, 271-281. https://doi.org/10.1016/j.matpr.2020.09.465 

23. Li, W. Q., Qu, Z. G., He, Y., & Tao, W. (2012). Experimental and 

numerical studies on melting phase change heat transfer in open-cell 

metallic foams filled with paraffin. Applied Thermal Engineering, 37, 1-
9. https://doi.org/10.1016/j.applthermaleng.2011.11.001 

24. Li, T. X., Wu, D. L., He, F., & Wang, R. Z. (2017). Experimental 

investigation on copper foam/hydrated salt composite phase change 
material for thermal energy storage. International Journal of Heat and 

Mass Transfer, 115, 148-157. 

https://doi.org/10.1016/j.ijheatmasstransfer.2017.07.056 

25. Mancin, S., Diani, A., Doretti, L., Hooman, K., & Rossetto, L. (2015). 

Experimental analysis of phase change phenomenon of paraffin waxes 

embedded in copper foams. International Journal of Thermal Sciences, 
90, 79-89. https://doi.org/10.1016/j.ijthermalsci.2014.11.023 

26. Marri, G. K., & Balaji, C. (2021). Experimental and numerical 

investigations on the effect of porosity and PPI gradients of metal foams 
on the thermal performance of a composite phase change material heat 

sink. International Journal of Heat and Mass Transfer, 164, 120454. 

https://doi.org/10.1016/j.ijheatmasstransfer.2020.120454 

27. Matofali, A. X., & Massawe, E. S. (2016). Investigation of effect of rock 

storage system parameters on thermal cooling performance. 

https://article.sciencepublishinggroup.com/html/10.11648.j.acm.201605
01.12.html 

28. Nie, C., Liu, J., & Deng, S. (2021). Effect of geometry modification on 

the thermal response of composite metal foam/phase change material for 
thermal energy storage. International Journal of Heat and Mass Transfer, 

165, 120652. https://doi.org/10.1016/j.ijheatmasstransfer.2020.120652 

29. Shalaby, S. M., & Bek, M. A. (2015). Drying nerium oleander in an 
indirect solar dryer using phase change material as an energy storage 

medium. Journal of Clean Energy Technologies, 3(3), 176-180. 

10.7763/JOCET.2015.V3.191 

30. Usman, H., Ali, H. M., Arshad, A., Ashraf, M. J., Khushnood, S., Janjua, 

M. M., & Kazi, S. N. (2018). An experimental study of PCM based finned 

and un-finned heat sinks for passive cooling of electronics. Heat and 
Mass Transfer, 54, 3587-3598. https://doi.org/10.1007/s00231-018-

2389-0 

31. Wang, Z., Zhang, Z., Jia, L., & Yang, L. (2015). Paraffin and 

paraffin/aluminum foam composite phase change material heat storage 
experimental study based on thermal management of Li-ion battery. 

Applied Thermal Engineering, 78, 428-436. 

https://doi.org/10.1016/j.applthermaleng.2015.01.009 

32. Xie, B., Cheng, W. L., & Xu, Z. M. (2015). Studies on the effect of shape-

stabilized PCM filled aluminum honeycomb composite material on 

thermal control. International Journal of Heat and Mass Transfer, 91, 
135-143. https://doi.org/10.1016/j.ijheatmasstransfer.2015.07.108 

33. Zhao, C. Y., Lu, W., & Tian, Y. (2010). Heat transfer enhancement for 

thermal energy storage using metal foams embedded within phase change 
materials (PCMs). Solar energy, 84(8), 1402-1412. 

https://doi.org/10.1016/j.solener.2010.04.022 

34. Zhang, P., Meng, Z. N., Zhu, H., Wang, Y. L., & Peng, S. P. (2017). 
Melting heat transfer characteristics of a composite phase change material 

fabricated by paraffin and metal foam. Applied Energy, 185, 1971-1983. 

https://doi.org/10.1016/j.apenergy.2015.10.075 

35. Zhu, C., Ran, F., & Fang, G. (2020). Thermal properties improvement of 

lauric acid/iron foam composites with graphene nanoplates as thermal 

energy storage materials. Journal of Energy Storage, 27, 101163. 
https://doi.org/10.1016/j.est.2019.101163 

 

 

 

 

 



JREE:  Vol. 10, No. 4, (Autumn 2023)   66-77 
 

 

Please cite this article as: Amole, A. O., Adeyeye, A. O., Akinyele, D. O., Makinde, K. A. & Oladipo, S. (2023). Techno-Environmental Analysis of Hybrid Energy 
System for Offshore Oil Rig Black Start, Journal of Renewable Energy and Environment (JREE), 10(4), 66-77. https://doi.org/10.30501/jree.2022.350408.1402. 

 

  

  
 

 

 
MERC 

  

Journal of Renewable 
Energy and Environment 

J o u r n a l  H o m e p a g e :  w w w . j r e e . i r  

 

Research Article 

Techno-Environmental Analysis of Hybrid Energy System for Offshore Oil Rig Black 

Start 

Abraham Olatide Amolea*, Adebimpe Oluwaseun Adeyeyea, Daniel Oluwaseun Akinyeleb, Kehinde Adeleye Makindec, Stephen 
Oladipod 

 
Technology, Ota, Nigeria.University of Bells of Engineering,  CollegeEngineering, Electrical, Electronics, and Telecommunication Department of  a 

.Iwoye, Nigeria-University, Ago, Olabisi Onabanjo Engineering Department of Electrical and Electronics b 
UK. School of Computing, Design and Digital Technologies, Teesside University, Middlesbrough,  C 

d Department of Electrical and Electronics Engineering, University of Johannesburg, Johannesburg, 2006, South Africa
 

P A P E R  I N F O  

 

Paper history: 
Received: 13 July 2022 
Revised: 30 October 2022 
Accepted: 07 November 2022 

 

Keywords: 
Oil Rig,  
Black Start, 
Energy Systems,  
Technical,  
Environmental,  
Analysis 
 
 
 
 
 
 
 

A B S T R A C T  

 

The use of Diesel Generators (DGs) and gas turbines to power oil rigs is characterized by pollution due to the 

emission of harmful gases like carbon dioxide, very high noise levels, high maintenance costs, and the inability 
to start the platform if the DG fails. Offshore wind energy generation system provides a viable alternative means 

of powering the oil rig and can also be integrated to operate in parallel with gas turbines. However, offshore 

wind energy might fail if not properly designed due to the high variability of wind resources. Hence, the objective 
of this work is to design offshore Wind Turbine Generator (WTG) energy generation system, DG, and hybrid 

DG-WTG for the black start of an offshore oil rig. The designed energy systems are simulated using HOMER 

Pro. Furthermore, the performance of the simulated systems was evaluated using the electrical production, unmet 

load, and emission profile as the performance metrics. The results of the hybrid DG-WTG powered black start 

revealed that 150kW DG generated 322,071kWh/yr representing 6.77% of the total generation and 1.5MW WTG 

generated 4,434,632kWh/yr representing 93.2% of the total generation. The comparison of the emissions from 
DG and DG-WTG revealed that 294,058kg/yr, 1,945kg/yr, 80.9kg/yr, 9.02kg/yr, 720kg/yr, and 688kg/yr of CO2, 
CO, UH, PM, SO2, and NO, respectively, were released into the atmosphere by DG-WTG which is very low 

compared to 969,129kg/yr, 6,109kg/yr, 267kg/yr, 37kg/yr, 2373kg/yr, and 5739kg/yr of CO2, CO, UH, PM, SO2, 
and NO, respectively, released into the atmosphere by DG. The sensitivity analysis revealed that while the 

electrical production of 100kW and 50kW DGs decreased with an increase in WTG height, the electrical 

production of 1.5MW WTG increased with an increase in WTG height. It was further revealed that the higher 
the WTG height the smaller the quantity of the emission released into the atmosphere.  

 
https://doi.org/10.30501/jree.2022.350408.1402 

1. INTRODUCTION1 

The conventional means of generating energy poses a lot of 

challenges emanating from high costs and emissions. Nigeria is 

currently battling with energy deficiency arising from poor 

power networks, ageing power infrastructure, and insufficient 

generation (Makinde et al, 2021; Amole et al., 2020). 

According to Ijeoma, 2012), there are numerous obstacles 

militating against the development and the present state of 

energy generation and utilization. The author also discussed the 

ways the Nigerian government is operating the existing power 

sector and the plans to attract private companies to contribute 

to the growth of the sector. The global communities continue to 

develop interest in renewable energy as a means of addressing 

global energy challenges and climate change issues and 

significant efforts have been made to develop and create eco-

friendly alternative energy generation techniques (Attabo, 

2019; Chakraborty et al., 2011). A comparative study of 

renewable energy sources in (Salih et al., 2014) revealed that 

wind energy was the most promising, economical, and fast-
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growing renewable energy source. The market potential, ample 

availability, and cost competitiveness of wind energy led to a 

consistent technological development, which has made it easier 

and more effective to exploit its energy potential (Aazami et al., 

2022; Hosseini et al., 2022). Another renewable energy source 

that has similar potential is solar photovoltaics. Both have been 

widely utilized in replacing conventional energy generation 

sources such as gas, crude oil, and coal (Ajibola and Balogun, 

2019) and have helped to reduce atmospheric pollution and the 

level of harmful gas emissions. 

In response to the growing demand for environmentally-

friendly energy generating sources, energy providers are 

making significant investments in the development of wind 

energy (Kumar et al., 2018, Brimmo et al., 2016). Electricity 

generation using wind energy has the fastest growth and 

development rate among other renewable energy sources, as 

reported in (Lop´ez-Guevara  et al., 2020). Nigeria is still 

lagging behind in the implementation of these eco-friendly 

energy-generating technologies. The United State wind energy 

generating capacity stood at 16,818 MW in 2007 with 

additional 8,358 MW in 2008 and 9,922 MW in 2009 (Olalekan 

2423-7469/© 2023  The Author(s). Published by  MERC. This is an open access article under the CC BY license

  (https://creativecommons.org/licenses/by/4.0/legalcode).
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et al., 2020). As of the beginning of 2010, the generation 

capacity increased to 35,098 MW, which is double what was 

generated in 2007 (Ajayi et al., 2014, Pritesh et al., 2016). 

Today, offshore WTGs with capacities as high as 10 MW to 14 

MW are available. Further, several manufacturers have 

announced and are testing offshore WTGs up to 14 MW. Yet, 

no WTGs larger than 15 MW have been announced (Energinet, 

2015). 

Further development has been made to maximize the energy 

being generated from the WTG (Arshad and O’kelly, 2013, 

Adedipe et al., 2018). Offshore wind energy has been one of the 

most significant outcomes of this development since there are 

enough wind resources to harness offshore. Therefore, the 

development of WTG with a higher energy-generating capacity 

has been made possible (Aardal et al. 2012). One of the major 

challenges of energy generation using wind energy is the 

availability and variability of wind resources (Arshad and 

O’kelly, 2013, Kumar et al., 2021, Ajibola and Balogun, 2019). 

These challenges are mostly responsible for the failure of 

several wind energy system installations (Pham and Shin, 

2020). Installation of WTGs offshore has offered better wind 

availability and less variability, making the generation of 

electricity through this means more efficient and reliable 

(Rohan et al., 2020). Offshore wind energy eliminates the cost 

of transmitting energy from the grid or onshore wind farm for 

offshore usage since the offshore wind turbines are much closer 

to such loads (Vales and Soares, 2020). 

Renewable energy has found usage in different areas, thereby 

lessening the demand for conventional energy sources. For 

example, solar PV has been variously used to energize different 

loads such as residential (Dioha and Kumar, 2018; Makinde et 

al., 2021; Hosseinian et al., 2016; Imam et al., 2020), 

telecommunications (Anayochukwu and Onyeka 2014; Amole 

et al., 2021), water supply (Okakwu et al., 2022; Stoyanov et 

al., 2021), and healthcare (Babatunde et al., 2019; Olatomiwa 

et al., 2018, Oladigbolu et al., 2021). In the same manner, the 

wind energy system has been used to provide the required 

energy for several services and businesses among which one 

include water supply (Ayodele et al., 2018) and electricity 

supply (Ohunakin et al., 2012). Grid integration of wind energy 

systems is one of the most common phenomena in renewable 

energy system design and implementation as it has been found 

to offer several advantages such as strengthening of weak 

transmission lines (Butt et al., 2022), real power loss reduction 

(Mahat, 2006), and WTG performance improvement (Aazami 

et al., 2022). The biogas energy system is another fast-growing 

renewable energy source that aids a cleaner environment and an 

energy-sufficient world (Akinbomi et al., 2014; Odekanle et al., 

2020). Energy from bio-gasifier has been used for powering 

rural healthcare facilities (Achirgbenda et al., 2020) and 

providing support to the grid (Jumare et al., 2020). 

Hybridization of these renewable energy sources has been 

widely adopted for design and performance improvement 

(Ndukwe et al., 2019; Teo and Go, 2021; Gabbar et al., 2020; 

Mazzeo et al., 2021). The idea behind hybridizing energy 

sources is to increase the reliability of the system, which is the 

desired factor for efficient operation (Kitindi 2021). This also 

helps reduce the generator running time, thereby reducing fuel 

usage and running cost. Then, it backs up the system during the 

period where the wind speed is not enough to drive the WTG to 

produce enough energy (Jayswal, 2017). 

Generally, the sustainability of renewable energy depends on 

many factors that are complex and highly dynamic. The STEEP 

model is a model that gives a comprehensive account of factors 

that generally affect renewable energy systems (Akinyele et al., 

2021). The model has been used to evaluate different designs of 

renewable energy systems. For instance, techno-environmental 

studies (Erixno and Rahim, 2020; Lubritto et al., 2011; Aberilla 

et al., 2019; Amole et al., 2021) of different energy systems 

allow for technical evaluation and environmental impacts of 

such systems. While techno-economic analysis (Gabbar et al., 

2020; Oladigbolu et al., 2019; Jahid et al., 2020; Imam et al., 

2020; Jamil et al., 2012) of renewable energy systems permits 

technical assessment and economic implications of such 

systems, techno-economic and environmental studies (Butt, 

2022; Kitindi, 2021; Akinbulire et al., 2014; Masrur et al., 

2020) give a broader view of technical, economic, and 

environmental assessments of renewable energy systems in 

general. The social and policy implications (Kumar, 2020) of 

any renewable energy system can also be measured with the 

STEEP model.  

Oil rig platforms, which are usually of larger capacities, can be 

located onshore and offshore. Effective running of the rig 

depends on reliable and large amounts of electricity (Zhang et 

al., 2019). The black start unit is a very essential unit of the oil 

rig platform that provides electricity supply for platform startup 

and emergency loads, including platform lighting and other 

loads in the living quarters when the gas turbine is not running. 

The black start unit provides electricity supply to the gas turbine 

compressors and pumps that need to be operated even when the 

rig is not in operation.  

Traditionally, oil rig platforms are powered using both DG and 

gas turbine that involves burning fossil fuel (Agung et al., 

2022). The use of gas turbines and DG is, however, 

accompanied by the emission of carbon dioxide (CO2), 

particulate matter (PM), Sulphur dioxide (SO2), and nitrate-

oxide (NO) which are harmful to the eco-system and high 

running costs. It has been reported that 80% of the greenhouse 

gas emission from offshore drilling results from these 

generators (Wu and Re, 2012). In this paper, attention is given 

to the black start of ExxonMobil offshore platform, Bonny 

Island, Nigeria which is the DG. 
A review of relevant literature presented in the subsequent section 

indicates that wind energy has been widely used for different 

applications. However, it has been found that the wind energy 

system is mostly used in the complementary mode with other 

energy sources due to its high variability for effective performance. 

Also, it has been claimed a number of times that there is abundant 

wind energy offshore and in the coastal areas. However, these 

resources are yet to be explored for offshore applications. 

Consequently, this paper examines WTG, DG, and hybrid offshore 

DG-WTG for the black start of ExxonMobil offshore platform, 

Bonny Island, Nigeria by considering both the techno-

environmental aspect of an offshore hybrid DG-WTG system and 

the sensitivity analysis since the height of the WTG is a major 

factor that determines the number of wind resources that WTG can 

access (Vorpahl et al., 2013). The variability of wind speed remains 

a major factor that affects the offshore WTG power output and this 

can severely impact its performance. This is a great disadvantage 

to the oil rig as the WTG may not be able to generate as much 

energy as required for the oil rig operation (Yang et al., 2022). 

Hence, the need to have a hybrid offshore DG-WTG system to 

provide ancillary support in cases where offshore wind energy is 

unable to meet the rig black start energy demands for some periods 

due to wind variability (EWEA, 2009). 
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2. LITERATURE REVIEW  

Despite its abundance of renewable energy resources, wind 

energy is underused in West African nations such as Nigeria. 

Wind energy, on the other hand, has been highlighted as a 

feasible solution to Nigeria's energy poverty and insecurity. 

According to reports, North African countries remains at the 

forefront of the African wind energy market while South and 

Eastern African countries were predicted to make efforts that 

would reduce the gap. However, the implementation of wind 

farm projects is scarce in Central Africa and West African 

countries (Ajayi et al., 2014). In Nigeria, the notion to tackle 

energy insecurity through sustainable sources has made 

researchers and some other governmental bodies evaluate the 

nation’s potential for power generation using wind and solar 

energy, in which some areas have been identified to have good 

wind resources. The Nigeria Metrological Station identified 

some states with good wind resources including Jos, Katsina, 

and Maiduguri with wind speeds as high as 8.07m/s, proving 

that there is a high onshore wind speed in the Northern part of 

Nigeria. Although the wind resources in the southwestern 

region of Nigeria are not so encouraging, few offshore areas in 

Lagos through Ondo were identified with strong wind potential 

and others in Bayelsa, Akwa Ibom and River State (Adedipe et 

al., 2018; Olujobi et al., 2022).  

Several studies have gathered data on wind resources in 

different parts of Nigeria and evaluated the performance of 

wind energy conversion systems. A study in (Izelu et al., 2013) 

utilized the wind resources in Port Harcourt to meet the 

electricity requirement of the University of Port Harcourt 

(UNIPORT) and at its Teaching Hospital (UPTH), the WTG 

was installed along the Choba banks of the New Calabar River. 

It was demonstrated that for a projected power requirement of 

21 MW in 20 years, an airfoil shape of NACA 2412 WTGs of 

1.5 MW capacity would be needed for a wind velocity of 17.5 

[m/s]. The economic value of the system when compared with 

the existing diesel plant demonstrated a saving of 

N8,633,032,101.98. An LCOE and present cost-based analysis 

of WECSs in a different part of Nigeria was carried out in 

(Ohunakin et al., 2013). It was found that the hub height played 

a significant role in the amount of energy generated by the 

WECS. 

Grid integration of renewable technologies is another viable 

solution to achieving sufficient and sustainable energy in 

Africa. The opportunities and the associated challenges with 

the integration of renewable energy into Nigeria’s power 

network were extensively discussed in (Adebanji et al., 2022; 

Uguru-Okorie et al., 2015). The impact of the integration of 

WECS on the voltage stability of the Nigerian 330 kV power 

grid was investigated using DIgSILENT Power Factory and 

MATLAB (Adeokun et al., 2021). The work revealed that 

DFIG-based WECS was effective in overcoming the 

overvoltage problem in the Northern region of the country with 

a Penetration Level (PL) satisfying a bus voltage criterion of 

1.0 ± 0.05p.u. The work further demonstrated that loading of 

all critical power system equipment was 35% and hence, it 

proffered a viable solution for voltage instability on the weak 

National grid. Similarly, the fuzzy logic-based peak load-

sharing technique for grid-connected wind energy systems was 

studied in (Ashraf et al., 2017). The result obtained from the 

work revealed that the improved Pitch Frequency Control 

(PFC) of the wind energy system was achieved with minimal 

percentage overshoot and settling time. The General Algebraic 

Modeling System (GAMS) was adopted for the study of power 

management in smart 33‐bus distribution networks augmented 

with wind turbines and solar PV (Mehbodniya et al., 2022). The 

results presented in the work in comparison to conventional 

power flow studies showed improvement rates of 40.7%, 33%, 

36%, and 74.7% for the active and reactive power losses, 

network energy costs, and voltage deviations, respectively. 

The hybridization of different energy sources has proven to be 

one of the most promising means of providing affordable and 

clean energy to the growing population. Therefore, several 

studies have considered hybrid renewable energy technologies 

for a reliable supply of electricity (Ohiero et al., 2018; Asif and 

Khanzada, 2015; Kitindi, 2021). Genetic algorithm-based 

optimization of a hybrid PV-WTG energy system for the Patani 

community was examined by the authors in (Nyeche and 

Diemuodeke, 2019) using HOMER, MATLAB, and MS Excel 

spreadsheet. The result showed that for satisfactory 

performance of the system, the peak rated powers of 217 kWp 

and 226050 kW were required for PV and WTG, respectively. 

The study further illustrates that with a loss of load probability 

of 0.1086, the Levelized Cost of Energy (LCOE) obtained for 

the system is 0.27 $/kWh. The Grasshopper Optimization 

Algorithm (GOA) was employed in (Bukar et al., 2019) for 

effective energy management in a microgrid comprising solar 

PV, wind turbine, and diesel generator. A comparison of GOA 

with Particle Swarm Optimization (PSO) and Cuckoo Search 

(CS) through MATLAB simulation showed that GOA was 

optimal sizing using the Cost of Energy (COE) and system 

capital cost as a benchmark. 

The technical and economic aspects of an advanced combined 

power generation cycle were considered in (Hosseinpour et al., 

2020). The system consisted of a biomass gasifier, a cascaded 

humidified advanced turbine (CHAT), and a steam turbine. The 

economic result indicates a positive Net Present Value (NPV) 

with an investment cost per unit of energy of about 909 USD 

per kW. For a typical building integrated Photovoltaic (BIPV), 

the energy, economics, and environment were reflected for 

solar cells slope and azimuth as sensitivity analysis variables in 

(Dehkordi and Jahangiri, 2022). It was demonstrated that a 30-

degree slope and zero azimuth at the per kWh of energy was 

found to be $0.09 and is the optimal configuration for the BIPV. 

Recent studies on renewable energy systems have focused more 

on the technical and economic implications of these systems 

(Peña Sánchez et al., 2021; Peloriadi et al., 2022). For instance, 

the hybrid renewable energy systems for electric vehicle 

charging applications were presented in (AlHammadi et al., 

2022) with the techno-economic indices as the variables of 

interest. Also, off-grid renewable energy electrification models 

in rural Namibia were considered with an emphasis on the 

technical and economic parameters (Amupolo et al., 2022). In 

recent studies by independent researchers, environmental and 

economic parameters were prioritized for a standalone hybrid 

energy system (Chowdhury et al., 2022) and integrated 

anaerobic co-digestion power plant (Hamedani, 2020). 

Subsequently, methods for acquiring data with respect to the 

energy input and load profiles were determined, and a techno-

economic analysis was performed using Hybrid Optimization 

of Multiple Energy Resources (HOMER) software. The results 

demonstrated that the optimal electric vehicle charging model 

comprising solar photovoltaics, wind turbines, batteries, and a 

distribution grid was superior to the other studied 

configurations from the technical, economic, and 

environmental perspectives. An optimal model could produce 

excess electricity of 22,006 kWh/year with an energy cost of 

0.06743 USD/kWh. Furthermore, the proposed battery–grid–
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solar photovoltaics–wind turbine system had the highest 

renewable penetration and, thus, reduced carbon dioxide 

emissions by 384 tons/year. The results indicated that the 

carbon credits associated with this system could result in 

savings of 8786.8 USD/year. 

Some WTG-based studies are reported in Table 1 and they 

demonstrated that wind energy was mostly used in a hybrid 

mode with other energy sources like solar PV and DGs. The 

table further indicates that technical, economic, and 

environmental parameters are predominantly used for 

quantifying these systems with applications in 

telecommunications, healthcare, and generic electricity 

production. The background so far laid has revealed that wind 

energy has been used for diverse onshore applications. 

However, despite the enormous wind potential offshore, it is 

glaring that this potential remained untapped. The offshore oil 

rig is the right means for harnessing this untapped offshore 

wind energy. This will ensure a healthier environment for the 

aquatic lives that are greatly affected by DG emissions and oil 

rig activities. Consequently, in this work, the feasibility of wind 

energy deployment for powering the black start load of the oil 

rig is explored.   

Table 1. Some WTG-based studies 

Author(s) 
System 

Configuration 
Results Applications 

Jahid et al., 

2020). 

Grid, Solar 

PV, WTG, and 
DG 

Technical, 

Economic, and 
Environmental 

Telecommunication 

Ajewole et 

al., 2019) 

Okundamiya 
et al., 2014) 

Solar PV, 

WTG 

Technical, 
Economic, and 

Environmental 

Telecommunication 

Kitindi, 

2021), 
Abdulmula 

et al., 2022) 

Solar PV, 
WTG, and DG 

Technical, 

Economic, and 

Environmental 

Telecommunication 

Babatunde 

et al., 2019), 
Oladigbolu 

,. 2021), 

Gbadamosi 
and Nwulu, 

2022), 
Babatunde 

et al., 2018) 

Solar PV, 

WTG, and DG 

Technical, 
Economic, 

Environmental, 

and Policy 

Healthcare 

Kumar et 

al., 2019) 
Solar PV 

Technical, 

Economic, 
Healthcare 

Diyoke et al. 
2022) 

Hydro, Solar 
PV, and WTG 

Technical, 

Economic, and 

Environmental 

Electricity 

Adaramola 
et al., 2012) 

Solar PV, 
WTG 

Technical, 
Economic 

Electricity 

Ajibola and 

Balogun, 
2019) 

Grid, Solar 

PV, WTG, and 
DG 

Technical, 

Economic, and 
Environmental 

Telecommunication 

  Kumar et 

al., 2018),  

Brinmo et 
al., (2016) 

Solar PV, 

WTG 

Technical, 
Economic, and 

Environmental 

Telecommunication 

Lop´ez-

Guevara  et 
al., 2020), 

Olalekan et 

al., 2020) 

Solar PV, 

WTG, and DG 

Technical, 
Economic, and 

Environmental 

Telecommunication 

Author(s) 
System 

Configuration 
Results Applications 

Ajayi et al., 

2014),  

Pritesh et 
al., 2016), 

Energinet,  

2015), 
Arshad and 

O’kelly, 

2013) 

Solar PV, 
WTG, and DG 

Technical, 

Economic, 
Environmental, 

and Policy 

Healthcare 

Adedipe et 

al., 2018) 
Solar PV 

Technical, 

Economic, 
Healthcare 

Aardal et al,. 

2012) 

Hydro, Solar 

PV, and WTG 

Technical, 

Economic, and 
Environmental 

Electricity 

Kumar et 

al., 2021) 

Solar PV, 

WTG 

Technical, 

Economic 
Electricity 

 
3. MATERIALS AND METHODS 
The materials and the methods used in this work are presented 

step by step in this section.  

3.1   Description of case study 

The study area for this research is the ExxonMobil offshore 

production platform with a water depth of (26-34m) which is 

located about 28km off southeast, Bonny Island, Nigeria 

(latitude 4˚ 26ʹ 34.19ʺ N and longitude 7˚ 14ʹ 14.40ʺ E). This is 

the only oil and gas platform operating offshore presently in 

Nigeria. This is floating production storage and offloading 

platform as shown in Figure 1. The estimated 1.2MW load 

requirement of the black start is presented in Table 2 showing 

different pumps, vent fans, compressors, etc. 

3.2    Wind resources and WTG model  

The monthly average wind data of the study area for the years 

2010 and 2011 are given in Table 3 as obtained at 10m 

anemometer hub height. The wind speed at the WTG hub height 

can be obtained from the wind speed at the anemometer hub 

height according to Equation (1), where 𝑈𝐻 is the wind speed 

at the hub height of the WTG (m/s), 𝑈𝐴 is the wind speed at 

anemometer height (m/s), 𝑍𝐻 denotes the hub height of the 

WTG (m), 𝑍𝐴 is the anemometer height (m), and 𝑍0 represents 

the surface roughness length (m). It should be noted that the 

WTG hub height of 80m is considered in this work and the 

corresponding wind speed is presented in Figure 2. The energy 

available in the wind can be harnessed with WTG designed 

based on Equation (2). Here, 𝜌, 𝐴, and v denote the air density 

(1.225 kg/m3), WTG rotor swept area (m2), and the wind speed 

(m/s). PWTG is the WTG rated power and is equal to 1.5MW for 

a black start load of 1.2MW considering a safe operating 

condition of 0.2. The wind data used in this work is obtained at 

80m hub height. The WTG rotor diameter can be calculated 

using Equation (3), where 𝑟 is the length of the blade or radius 

of the rotor.   

3.3 DG model 

The peak load demand is a key parameter to consider in 

determining the rated capacity of a DG because the DG is 

expected to meet maximum demand at all times. The 

mathematical relation can be described by Equation (4). Here, 

𝐷𝑝𝑘 and 𝜎 represent the peak load (kW) and safety factor (%) 

that accounts for the difference between the DG capacity and 

the peak load. The DG fuel consumption is calculated by 

Equation (5), where  𝑃𝑜, 𝑃𝑟 , 𝐴, and 𝐵 are the DG’s operating 

power output (kW), DG’s power rating (kW), fuel curve slope 

(0.246 L/kWh), and fuel curve intercept coefficient (0.08415 

L/kWh), respectively.
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Figure 1. ExxonMobil offshore platform, Bonny Island, Nigeria. 

Table 2. Black start equipment and specifications 

Equipment Specification/capacity (y) Quantity 

Hydraulic starter 

pump 
149kW, 415VAC 1 

Generator lube oil 

pump 
50kW, 415VAC 1 

Vent fans (150×2)kW, 415VAC 2 

Instrument load Approximately 8kW 1 

Compressor 330kW, 415VAC 1 

Others (lighting, 

heating, 

ventilation and 

living quarters) 

350kW 
Quite a 

few 

 
Table 3. Average wind data for the years 2010 and 2011 at 10m 

anemometer height 

Month 

Average wind speed 

(m/s) 

Year 2010 

Average wind speed 

(m/s) 

Year 2011 

January 4.67 4.15 

February 4.88 4.56 

March 4.52 4.27 

April 4.96 4.25 

May 5.56 6.05 

June 6.58 6.87 

July 6.56 6.78 

August 6.73 6.76 

September 6.41 6.09 

October 5.82 5.63 

November 5.00 5.25 

December 4.36 4.94 

 

 

Figure 2. Daily Wind Resources of the area under study at 80m 

anemometer height 
 

 

 
 

 

3.4 Design of hybrid DG-WTG  

The design of the hybrid DG-WTG is based on Figure 3 using 

Equations 2 and 4 as presented in Table 4. The control unit is 

responsible for coordinating the energy interplay among the 

WTG, DG, and the load, as shown in Figure 4. It should be 

noted that the DG configuration is such that 50kW and 100kW 

DGs were synchronized prior to synchronization with the 

WTG. If  PWTG represents the WTG turbine power, PDG 

represents DG power, and PL is the black start load, then the 

power coordination for the control unit is based on Equations 6 

to 9. Equation 6 implies that as long as the power available from 

the WTG is sufficiently greater than the required power by the 

load, the load is powered by the WTG. Also, Equation 7 implies 

that when no power is available from the WTG, the DG is fully 

called into operation. In Equation 8, ∆𝑃 represents the power 

deficit between the WTG and the load. ∆𝑃 is dynamic based on 

wind variability and is equal to 𝑃𝐷𝐺 . In a condition where the 

WTG power is less than the load power as in Equation 9, the 

DG is called into operation to augment the WTG power. It 

should be noted that the control unit has synchronization 

capability. The designs in 3.2, 3.3, and 3.4 were simulated using 

HOMER pro in Figure 5 and the performance of the energy 

systems was evaluated based on the metrics presented in 

Subsection 3.6. 

Table 4. System model equations 

Model Equations Equations No. 

𝑈𝐻 =  𝑈𝐴 [ln (

𝑍𝐻
𝑍0

⁄

𝑍𝐴
𝑍0

⁄
)] (1) 

PWTG =
1

2
𝜌𝐴𝑣3 (2) 

𝑟 =  √
2PWTG

𝜌𝜋𝑣3     (3) 

𝐷𝐺𝑐 = 𝐷𝑝𝑘(1 + 𝜎) (4) 

𝐷𝐺𝑓𝑐 = 𝐴𝑃𝑜 + 𝐵𝑃𝑟 (5) 

𝑃𝑊𝑇𝐺 ≥ 𝑃𝐿, 𝑃𝑊𝑇𝐺 (6) 

𝑃𝑊𝑇𝐺 = 0, 𝑃𝐷𝐺 (7) 

∆𝑃 = 𝑃𝑊𝑇𝐺 − 𝑃𝐿 ≈ 𝑃𝐷𝐺 (8) 

𝑃𝐿 ≥ 𝑃𝑊𝑇𝐺 , ∆𝑃 + 𝑃𝑊𝑇𝐺  (9) 

 
 

Diesel Generator

Wind Turbine

Control Unit

AC Bus

Black Start Load

 

Figure 3. Hybrid DG-WTG Energy System Configuration 
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Figure 4. System energy management flowchart 

 

Figure 5. HOMER simulation diagram 

 

3.5 Sensitivity analysis 

The independent variable for this analysis is the hub height and 

it varies from 25m (for smaller WTGs of 50kW or less) to 100m 

(for larger WTGs of 100kW or more) and even heights higher 

than 100m in offshore technology for very large wind turbines 

of multi-megawatt. The effect of the variation in hub height on 

other variables that determine the quality of the hybrid 

generator is studied. The impact of the variation in WTG hub 

height with electrical production, unmet load, fuel summary, 

and emissions is also examined. 

 

3.6 Evaluation of the hybrid energy system  

The following parameters were used to measure the 

performance of the WTG, DG, and hybrid DG-WTG energy 

generators for the oil rig black start. 

3.6.1 Electrical load served 

The electrical load served is the total amount of load the 

electrical generating system is able to supply adequate power 

for proper operation. In case of excess production, the excess 

can be sold to the national grid. 

3.6.2 Unmet electrical load 

Following the simulation, there were instances when the 

simulation results revealed that some of the loads in the system 

did not get the electrical power required for operation; such 

loads are referred to as an unmet load. It happens when the 

electricity demand exceeds the supply. HOMER measures the 

cumulative unmet load as well as the unmet load fraction for 

each device over the year. By default, the software regards any 

power system with an unmet load as inadequate because a good 

power system should be able to cater for the power need of the 

entire system. 

 

3.6.3 Emission 

Emission is a major parameter that must be factored into the 

design of a power system. The focus of this work is to design a 

system with minimal emission with the use of WTG.  

 
4. RESULTS AND DISCUSSION 
The simulation results of the offshore DG, WTG, and hybrid 

DG-WTG-powered black start for the platform are presented 

in the subsequent subsections. 

 

4.1 Simulation results for WTG-powered black start 

Table 5 presents the simulation results of the WTG-powered 

black start. It is shown that 4,434,623KWh/yr is generated by 

the 1.5MW WTG at a height of 60m. An estimated load of 

101,093 kWh/yr equivalent to 7.69% was not served by the 

WTG-powered black start, which is not acceptable considering 

the importance of the load being powered by this system. It 

should be noted that this system poses no environmental 

concerns as no fuel is used in this system as revealed by the fuel 

summary. Figure 6 depicts the electricity production of the 

WTG-powered black start, which indicates that the highest 

electricity, about 700kW monthly average, was generated in 

June, while the lowest electricity, about 280kW monthly 

average, was produced in January. The output power of the 

1.5MW WTG is presented in Figure 7 from which it is observed 

that about 1500kW power is produced by the WTG for most of 

the periods between May and November. The unmet electric 

load of the WTG-powered black start is presented in Figure 8, 

which shows that the system is predominantly unable to serve 

the start between January to April and the latter part of the year. 

Table 5: Simulation results of the WTG-powerd black start 

Parameters Value 

WTG Turbine Size 1.5 MW 

WTG Hub Height 60m 

Electricity Generated 4,434,623 kWh/yr 

Unmet Electricity 101,093 kWh/yr (7.69%) 

Fuel Summary 0 

 

 

Figure 6. Monthly Average Electricity Production of WTG-

Powered Black Start
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Figure 7. Daily Power Output of the 1.5MW WTG 

 

Figure 8. Daily Unmet Electrical Load 

 
4.2 Simulation results for DG-powered black start 

The simulation results of the DG-powered black start are 

presented in Table 6.  The table 6 shows that the DG generated 

1,314,000 kWh/yr of electricity with a 0% unmet electrical 

load, which is desirable given the significance of the load this 

system is powered by. However, it is noteworthy that this 

system poses a great environmental threat with 969,129kg/yr of 

CO2, 6,109kg/yr of CO, 267kg/yr of UH, 37kg/yr of PM, 

2373kg/yr of SO2, and 5739kg/yr of NO released into the 

atmosphere from 370,234 L/yr of diesel fuel, as presented in 

Table 8. These emissions are high and must be reduced to 

enhance a cleaner environment for human beings and aquatic 

lives. The monthly average electricity production of the DG is 

presented in Figure 9, illustrating that constant electricity of 

150kW was produced by the DG round the year, whereas the 

monthly average fuel consumption of the DG is shown in 

Figure 10. The monthly average of about 42L/hr is consumed 

by the DG around the year. The daily power output by the DG 

is presented in Figure 11 where a constant power output of 

150kW is observed. The result shows no unmet electrical load.  

 
Table 6. Summary of emissions by the DG-powered black start 

 

 

Figure 9. Monthly average electric production of DG 

 

 

 Figure 10. Monthly average fuel consumption of DG 

 

Figure 11. Daily power output of DG 

4.3 Simulation results for hybrid DG-WTG-powered black 

start 

The results of the hybrid DG-WTG-powered black start are 

presented in Table 7. The table shows that the 1.5MW WTG 

produced 4,434,632kWh/yr, which is 93.2% of the total 

production, while the 150kW DG produced 322,071kWh/yr, 

which is 6.77% of the total output. It can be inferred from this 

result that the WTG provides the backbone of the generation 

while the DG only provides ancillary support to the system. The 

table further presents the desired 0% system unmet electrical 

load with a less environmental threat in terms of emissions from 

112,392 L/yr consumed by the system. The comparison of the 

emissions from DG and DG-WTG-powered black is presented 

in Table 8. It is evident that 294,058kg/yr of CO2, 1,945kg/yr 

of CO, 80.9kg/yr of UH, 9.02kg/yr of PM, 720kg/yr of SO2, 

and 688kg/yr of NO were released into the atmosphere by DG-

WTG, which is very low compared to 969,129kg/yr, 

6,109kg/yr, 267kg/yr, 37kg/yr, 2373kg/yr, and 5739kg/yr of 

CO2, CO, UH, PM, SO2, and NO, respectively, released into the 

atmosphere by DG powered black start. Figure 12 depicts the 

monthly average electric output of the DG-WTG powered 

system, revealing that the maximum electricity, about 800kW, 

was generated from June to August, with the lowest, nearly 

340kW, produced in January. This indicates that the DG is only 

called into operation when the WTG cannot power the black 

start load due to wind resources variability. 

 

 

Figure 12. Monthly average electric production by the hybrid DG-

WTG powered system 

  

Parameters Value 

Diesel Generator Size 150 kW 

Electricity Generated 1,314,000 kWh/yr 

Unmet Electricity 0 kWh/yr 

Fuel Summary 370,234 L/yr 
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Table 7. Simulation results of the hybrid DG-WTG powered black 

start 

Height 

(m) 

Electrical Production 

(kWh/yr) 

Unmet 

Electricity 

(kWh/yr) 

Fuel 

Summary 

(L/yr) 

60 

100kW 
265,496 

(5.58%) 

0 (0%) 112,392 50kW 
56,575 

(1.19%) 

1.5MW 

wind 

4,434,632 

(93.2%) 

The output powers of the 50kW DG, 100kW DG, and 1.5MW 

WTG are presented in Figures 13, 14, and 15, respectively. 

From these figures, it is observed that about 1500kW power is 

produced by the WTG between May and November, while that 

of 50kW DG and 100kW DG remains constant around the year. 

The percentage renewable penetration of the hybrid DG-WTG 

powered black start is presented in Figure 16, where it is 

observed that the WTG contributes largely to the total power 

output of the system. 

 

Figure 14. The 50kW fixed capacity of the hybrid DG-WTG 

powered black start 

 
Table 8. Emission Summary of DG and DG-WTG 

System 
Height 

(m) 
Emissions (kg/yr) 

  CO2 CO UH PM SO2 NO 

DG - 969,129 6,109 267 37 2373 5739 

DG-

WTG 
60 294,058 1,945 80.9 9.02 720 688 

 

 

Figure 15. The 100kW fixed capacity of the hybrid DG-WTG 

powered black start 

 

 

Figure 16. The 1.5MW WTG output of the hybrid DG-WTG 

powered black start 

 

 

Figure 17: The percentage of renewable penetration of the hybrid 

DG-WTG powered black start 

44.4 Sensitivity analysis results 

The sensitivity analysis results of DG-WTG powered black 

start at varying WTG heights is presented in this section. Figure 

17 shows the comparison of electrical production with the 

variation of WTG height for 100kW, 50kW, and 1.5MW. 

According to the Figure 17, the electrical production of 50kW 

and 100kW DGs decreases with an increase in the WTG height. 

This suggests that at a higher height, the WTG can produce 

more electrical energy, thereby reducing the energy demand 

from the DGs. The figure shows that the electrical production 

of 1.5MW WTG increases with WTG height, implying that at 

a greater height, there are more wind resources and, hence, 

WTG generates greater electrical energy. Generally, it can be 

inferred that while the electrical production of DGs decreases 

with an increase in WTG height, the electrical production of 

WTG increases with an increase in WTG height. 

The comparison of the variation of hub height with the unmet 

electrical load and fuel summary of the hybrid DG-WTG 

powered black start is presented in Figure 18. The figure reveals 

that the unmet electricity of the hybrid DG-WTG powered 

black start decreases with an increase in the WTG height, which 

attests to the availability of more wind resources at a higher 

height, thereby resulting in reduced unmet electricity. In 

addition, Figure 19 shows that the fuel summary of the hybrid 

DG-WTG-powered black start decreases with an increase in 

WTG height. This shows that as a result of more energy 

produced by WTG at higher heights due to the availability of 

more wind resources, the DGs are not running at full capacity 

leading to a decrease in fuel summary. 

 

Figure 18. Comparison of electrical production of 100kW DG, 5kW 

DG, and 1.5MW WTG at different heights
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Table 9 presents the summary of emissions by the hybrid DG-

WTG powered black start at different heights from which six 

gases namely carbon dioxide (CO2), carbon-monoxide (CO), 

unburned hydrocarbon (UH), particulate matter (PM), sulphur 

dioxide, SO2, and nitrate-oxide (NO) were emitted into the 

environment.  

Table 9 shows that a large amount of gas was released at a lower 

WTG height (10m), whereas less was released at the maximum 

WTG height (100m), which is consistent with the fuel summary 

stated before. 100m because greater electricity is produced with 

less diesel fuel at a reduced emission quantity. 

 
Table 9. Summary of emissions by the hybrid DG-WTG-powered 

black start at different heights 

Height (m) 
Emissions (kg/yr) 

2CO CO UH PM 2SO NO 

10 362,953 2,431 99.9 10.6 889 564 

20 314,843 2,109 86.7 9.17 771 486 

30 289,987 1,942 79.8 8.45 711 446 

40 274,162 1,826 75.5 7.98 672 421 

50 262,537 1,729 72.3 7.64 643 402 

60 253,356 1,697 69.7 7.38 621 388 

70 258,088 1,702 71.0 8.00 632 648 

80 253,022 1,671 69.6 7.81 602 619 

90 247,811 1,637 68.2 7.64 607 602 

100 242,332 1,600 66.7 7.48 594 592 

 

 
Figure 19. Comparison of unmet electricity and fuel summary with 

WTG height 

A general study of the Table 9 shows that the higher the WTG 

height, the smaller the quantity of gases emitted into the 

environment. Finally, it can be concluded from this section that 

the optimal WTG height for this work is  

5. CONCLUSIONS AND FUTURE DIRECTIONS 

The use of renewable energy to provide the needed power for 

various applications is constantly on the rise. The use of wind 

energy is gaining acceptance due to its ability to power 

inductive loads. However, its high variability limits the 

reliability. According to the literature review conducted for this 

study, wind energy has mostly been employed in the generation 

of general electricity, healthcare, and telecommunications 

industry. It was further revealed that wind energy system was 

mostly used in the hybrid mode to improve the overall system 

reliability. Consequently, the possibility of harnessing the 

abundant offshore wind energy to power the black start load of 

an oil rig in place of DG was presented in this work. It was 

shown through HOMER Pro simulations that though the WTG 

provides clean energy to power the black start of the oil rig, it 

exhibits some unmet electrical load which necessitates the need 

for the hybrid DG-WTG. Furthermore, it was established that 

while DG had a relatively high emission profile compared to 

zero emissions of the WTG, the DG-WTG had a lower emission 

profile with no unmet electrical loads. Hence, it can be 

concluded from this work that the hub height of the WTG plays 

a significant role in the performance of the system. Moreover, 

the more the WTG height, the more energy produced by the 

WTG. Moreover, the greater the WTG height, the less the fuel 

summary and, hence, the less the emissions released into the 

atmosphere. Finally, it was demonstrated that the optimal WTG 

height for this work was 100m. This work opened up the 

possibility of harnessing the abundant offshore wind energy for 

offshore applications. Future studies will investigate the 

feasibility of harnessing the offshore wind energy for onshore 

applications and usage. 
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NOMENCLATURE 

DG Diesel Generators  

WTG  Wind Turbine 

CO2  Carbon Dioxide 

CO  Carbon Monoxide 
UH  Unburn Hydrocarbon 

PM  Particulate Matter 

SO2  Sulphur Dioxide 
NO Nitrae-oxide 

MW Mega Watts 

PV Photovoltaics 
STEEP Social, Technical, Economic, Environmental, and Policy 

WECS  Wind Energy Conversion System 

LCOE Levelized Cost of Energy 
MATLAB Matrix Laboratory 

PL Penetration Level 

PFC Pitch Frequency Control 
GAMS General Algebraic Modeling System HOMER Hybrid 

Optimization of Multiple Energy Resource 

GOA  Grasshopper Optimization Algorithm 

PSO Particle Swarm Optimization 

CS  Cuckoo Search 

CHAT Cascaded Humidified Advanced Turbine 
NPV Net Present Value 

BIPV Building Integrated Photovoltaic 

kWh  kilo Watt hour 
USD US dollar 

L/kWh Litre per kiloWatt hour 
kWh/yr  kiloWatt hour per year 

L/hr Litre per hour 

L/yr Litre per year 
Kg/yr           kilogram per year 
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A B S T R A C T  

 

Dust accumulation on PV surface panels is a crucial factor affecting their performance. It is more frequently 

noted in the desert zones. The effect of dust on the electrical behavior of damaged PV panels was investigated 
in this study. Three panels are used: the degraded panels (with and without dust) and the reference panels; they 

are located in an industrial zone with a continental climate (Bordj Bou Arréridj, Algeria). The I-V and P-V 

characterization and degradation mechanism visualization are used. Also, a numerical simulation was conducted 
to calculate the five parameters of the three modeled PV panels (diode ideality factor (a), series resistance (Rs), 

Shunt resistance (Rp), photocurrent (Ipv), and diode saturation current (I0)). These parameters were utilized for 

the first time to study the impact of dust on their degradation rate and the PV panel behavior. The degradation 
rate and the annual degradation rate of each parameter are affected by dust differently. The power degradation 

rate is increased by 5.45%. The Isc and Imax degradation rates are climbed by 6.97% and 6.0%, respectively. 

Vmax and Voc degradation rates decrease by 1.20% and 0.35%, respectively. Dust increased the rate of 
degradation for a, Iph, and I0 by 4.12%, 6.99%, and 68.17%, respectively. For Rs and Rp, the degradation rate 

was reduced by 4.51% and 20.01%, respectively. An appropriate netoiling approach must be considered because 

dust, even in non-desert areas and industrial zones, has a significant impact on the electrical characteristics 
degradation of a PV panel. 

https://doi.org/10.30501/jree.2023.367573.1491 

1. INTRODUCTION1 

Solar chimneys, photovoltaic (PV), and concentrated-solar 

power plants are a few examples of solar utilizations that have 

been observed in the electricity industry (Franzese et al., 2020). 

Thermoelectric (TE) technology is an approach that directly 

converts the heat available from automobiles, industries, etc. 

into electricity without any intermediate conversion (Seebeck 

effect and Peltier effect) (Subbarama et al., 2019). Similarly, 

TEG converts electricity into thermal energy for the required 

heating or cooling applications. In order to achieve the high 

conversion efficiency and spread its wings for all applications, 

extensive research into the TE technology and its materials was 

conducted (Subbarama et al., 2019). A recent invention 

involving the combination of TEG with solar concentrator 

technologies to generate electricity has been welcomed (Sahu 

et al., 2021). 

Electricity can be produced directly from chemical energy in 

reactants by electrochemical devices known as fuel cells. 

Proton Exchange Membrane Fuel Cells (PEMFC) have 

received significant attention among all fuel cell types and have 

been viewed as the best option for both portable electronics like 

laptops and future transportation applications. Numerous 

 
*Corresponding Author’s Email: razika.ihaddadene@univ-msila.dz (R. Ihaddadene)  

URL: https://www.jree.ir/article_165693.html 

studies have looked into different PEMFC performance facets 

in relation to operating parameters. The results of numerical 

simulations indicated that the presence of a substantial Gas 

Diffusion Layer (GDL) could enhance the movement of species 

across porous layers, increasing the performance of fuel cells 

(Ahmadi et al., 2015). Besides, the circular and elliptical 

channel cross-sections produced higher current densities, as 

compared to the traditional model (Ashkan et al., 2014). 

The PV application has been developed in terms of its 

technology and electricity production, leading to price 

reduction (Darwish et al., 2013). The susceptibility of this 

technology to various outside climate parameters like humidity 

levels, temperature, wind, clouds, and lack of solar radiation in 

some regions is a drawback (Chaichan & Kazem, 2016). These 

climatic parameters have a significant impact on the efficiency 

of PV systems (Ihaddadene et al., 2022; Sendhil & Subbarama, 

2019). 

The impact of dust on PV performance on a global scale was 

recognized in (Mani & Phillai, 2010; Chaichan et al., 2015; 

Kazem et al., 2017; Vidyanandan, 2017; Chen et al., 2020). By 

serving as a barrier between the PV and the radiation, dust 

attenuates the transmittance of cellular glazing (Chaichan et al., 

2015) in dusty countries and in desert regions. In dusty 

2423-7469/© 2023  The Author(s). Published by  MERC. This is an open access article under the CC BY license
  (https://creativecommons.org/licenses/by/4.0/legalcode).
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countries and desert regions, it reduces cellular glazing 

transmittance (Chaichan et al., 2015) by acting as a barrier 

between the PV and the radiation. Dust collects particles with a 

diameter less than 500 m (Tanesab et al., 2019; Pan et al., 

2019). Its composition, structural morphology, and deposition 

are related to its localization characteristics (Aissa et al., 2017). 

Noting that many contaminants and dirt, such as sand, dust, 

pollutants, smoke, dirt, pollen, and so on that result from human 

activities are suspended in the air and these have been 

expressed as dust in most studies. PV module performance is 

heavily influenced by the particle size and surface density of 

dust deposited on the panels (Styszko et al., 2019). Indeed, 

studies on this phenomenon have been reported for different 

solar energy technologies, in particular PV, CSP, CPV, and 

thermal solar (Menoufi,2017; Chaichan et al., 2018). 

Dust collection on a panel may cause the cells to warm up, 

acting as a barrier to the power produced (Kazem et al., 2017). 

This tendency results in a major decline in efficiency and even 

the formation of a hot spot, which may eventually harm the PV 

module (Tripathi et al., 2017). However, there have been 

numerous suggestions for cleaning PV to increase efficiency. 

The cleaning of PV modules cannot rely on occasional rain and 

should be planned based on the regular density accumulated. 

PV system tilt-angle and orientation, ambient temperature and 

humidity, site characteristics, dust properties, wind speed 

velocity, and glazing characteristics are all factors that 

influence dust settlement (Mani & Phillai, 2010). Specifically, 

in arid areas where the use of water is challenging due to its 

scarcity, the presence of relatively high humidity in the air 

combined with dust may result in the development of thin 

surface layers on the PV. These layers cannot be removed by 

wind or any conventional cleaning techniques (Hachicha et al., 

2019). The wind decelerates after a dust storm, and granules 

start to gather and settle. Consequently, due to their size and 

weight, small molecules can stay in the atmosphere for days or 

even months (Namdari et al., 2018). 

The performance of PV systems is impacted by soiling and 

condensation in arid regions with high dust frequencies and 

high relative humidity levels, which can significantly reduce 

their power production. Recently, Amer et al. (Amer et al., 

2022) developed a new technique to lessen the impact of 

moisture and soiling accumulation on PV performance using 

superhydrophobic and superhydrophilic coating on the PV 

module surface. The effect of condensation and the buildup of 

soiling, which could damage the performance of the PV panels 

and lower their efficiencies, was successfully reduced by this 

technique. 

Due to its assistance, especially in primarily desert nations 

which make up the solar belt zone and its environs, the effects 

of dust deposits on PV panel surfaces have been extensively 

researched. Based on the plant location, it was found that the 

daily reduction in PV productivity in hot climates without 

precipitation may reach 0.2%/day or reduce PV productivity by 

56.2% per year (Kimber et al., 2007). The findings revealed a 

31–35% decline in PV performance in August 2010 in Jordan 

(Essalaimeh et al., 2013). The impact of dust on PV cell 

efficiency was examined in Baghdad (Iraq) (Mani & Phillai, 

2010). The reported finding shows that dirt and pollution 

reduced the performance of PV despite a brief time without 

washing. The efficiency of the filthy and contaminated PV cells 

was about 12 % less than that of the clean cell. Prolonged 

exposure times cause the aggregation of dust particles (Waved 

et al., 2017). Five distinct types of dust (carbon, cement, and 

various classes of limestone) were used in an indoor experiment 

to examine if they could impact the output power of solar cells 

(El-Shoboksky & Hussein, 1993). They discovered that the PV 

efficiency was considerably worsened by finer particles. 

Another study examined the effects of traffic-related pollutants 

and the dirt arising from them. This study discovered that this 

type of dust and pollutants accumulates quickly, clearly 

reducing the performance of PV by 20% (Dorobantu et al., 

2017). The study findings also indicate that even a very thin 

layer of this kind of dirt buildup can result in a 40% decrease in 

PV efficiency. Significantly less short-circuit current is 

produced, especially at high dust density (Hachicha et al., 

2019). Following a 1.7%/g/m2 decline, a linear relation is found 

between normalizing PV power and dust collection on the PV 

surface. Both indoor and outdoor circumstances were validated 

for this correlation. 

It should be mentioned that studies on the impact of dust on 

solar panels are frequently carried out in desert areas. Also, 

degraded panels were not used in these studies. According to 

the findings of the current research, maximum power (Pmax), 

short-circuit current (Isc), open-circuit voltage (Voc), and shape 

factor (FF) all degrade at different rates. Several studies on the 

effect of dust on the degradation of resistances (Rs and Rp) are 

also mentioned. The present paper investigates the impact of 

dust on the degraded panels under outdoor conditions in an 

industrial zone located in a non-desert region characterized by 

a continental climate.  

The first part of this work is devoted to the effect of dust and 

degradation on all the parameters of the curves (I-V and P-V), 

including Isc, Voc, Pmax, Imax, and Vmax. Of note, the evolution of 

these curves is performed using a PV simulator, which allows 

them to be plotted precisely under normal conditions (1000 

W/m2 and 25 °C). Furthermore, degradation mechanisms of the 

degraded panel in this zone are visualized.  

The second section of this paper employs a numerical 

simulation to compute five electrical parameters (a, Rs, Rp, Ipv, 

and I0) of the three panels namely degraded (with and without 

dust) and reference panels. This simulation uses a mathematical 

model to simulate the behavior of the PV panel. For the first 

time, degraded panels are used in this simulation. The obtained 

results allow calculating the degradation rate and annual 

degradation rate of these five parameters as well as evaluating 

the effect of dust on their degradation. Of note, the two 

mentioned rates have been calculated for the first time ever. 

 

2. MATERIALS AND METHODS 

This study concentrates on the monocrystalline PV modules 

(CEM235P-60) installed on the roof of Condor company in 

Bordj Bou Arréridj (BBA-Algeria), as shown in Figure 1 in 

detail. Despite being mounted on the roof, these panels did not 

produce any electricity. They are made up of 60 cells that are 

linked in series and have the properties of their manufacturers 

under typical conditions, as shown in Table 1. One panel, 

known as a "degraded panel with dust," has been degrading 

naturally for six years (it has not been cleaned). It is referred to 

as a "degraded panel without dust" after cleaning. Of note, in 

the experiments, soiling from rain and airborne dust particles, 

particularly in this industrial zone, constitutes the majority of 

the dirt accumulation. A new panel with the same settings was 

utilized as a reference panel. 
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BBA is located on a high plateaux in the north-east of Algeria 

(Figure 2). It is placed between 35° and 37° parallels of latitude 

north and between the meridians of longitudes 4° and 5° east. 

It is characterized by a continental climate that offers hot 

temperatures in the summer and very cold temperatures in 

winter, among the lowest in Algeria. The annual rainfall ranges 

from 300 to 700 mm. Winters are long, extremely cold, and 

frequently cloudy in BBA, whereas summers are brief, hot, dry, 

and mostly clear. The average annual temperature ranges from 

1°C to 34°C, rarely falling below -3°C or rising above 37°C 

(Weather Spark. 2022).  
 

 
Figure 1. Used panels from left to right :(a) Reference panel, (b) 

degraded panel with dust and (c) degraded panel without dust. 
 

 

 
Figure 2. Geographical location of BBA region in Algeria 

(Wikipedia, 2022). 

 

The performance of photovoltaic panels was evaluated using a 

photovoltaic simulator at Condor Company in BBA (Algeria) 

(Figure 3). This LED sun simulator (simulator of the 

A+A+A++ class), known as Ecosun Plus, was designed to carry 

out semi-automatic quality checks based on artificial lighting 

and a replication of the normal operating state for the module 

(STC). The high LED output allows for the recreation of solar 

irradiance in comparable settings, simulating the solar spectrum 

in accordance with IEC 60904 editions 2 and 3. 

The solar simulator measures the courbes I-V and P-V, one of 

many variables that are crucial for determining the module 

power and efficiency. With the option to repeat tests without 

losing time between them, the same simulator offers an 

immediate response, good stability, and repeatability. In other 

words, the solar simulator is crucial for determining potential 

power losses in finished modules and checking the quality of 

the modules in the couse of solar panel testing. Ecosun Plus can 

be exploited for all existing solar cell technologies, including 

HIT, PERC, MWT, bifaciales, and hybrid silicon cells and also 

photovoltaic modules of all shapes and sizes, from crystal to 

"couche mince" for back-contact cells. In this study, this 

simulator was used for investigating solar panels to give the 

I−V and P−V  curves under the STC test. 
 

 
Figure 3. LED Sun Simulator in Condor company. 

 

The degradation rate and the annual degradation rate of the 

degraded panel with dust are denoted by RDD and RAD, 

respectively.  The degradation rate and the annual degradation 

rate of the degraded panel without dustn(cleaned) are given as 

RDC and RADC, respectively. The degradation rate and the annual 

degradation rate of each performance parameter (open circuit 

voltage (Voc), short-circuit current(Isc), maximum power (Pmax), 

maximum voltage (Vmax), and maximum current (Imax)) in a 

standard condition are calculated using the following equations 

(Bandou et al., 2015, Bouaichi et al., 2019): 

𝑅𝐷𝐷(𝐶)(𝑌) = (1 −
𝑌

𝑌0
) × 100                                               (1) 

𝑅𝐴𝐷𝐷(𝐶)(𝑌) =
𝑅𝐷𝐷(𝐶) (𝑌)

𝑁
                                                         (2) 

The performance parameters of the degraded panel with dust or 

without dust (cleaned) and reference panel are denoted by Y = 

[Isc, Voc, Pmax, Vmax, Imax] and Y0 = [Pmax0, Vmax0, Imax0, Isc0, Voc0], 

respectively. N is the year number of module exposure duration 

in real conditions. The reference performance parameters and 

the degraded performance parameters (with and without dust) 

are determined experimentally using the Led Sun simulator in 

standard conditions. 
 

Table 1. The electrical parameters of the used PV panel at STC 

(Condor, 2022). 

Parameters Values. 

Nominal power (Pmax)
 

235 W 

Short-circuit current (Isc) 8.4 A 
Open-circuit voltage (Voc) 37.4 V 

Maximum power current (Imax) 7.78 V 
Maximum power tension (Vmax) 30.2 V 

Cells number (Ns) 60 
Temperature coefficient of Isc (kI) +0.06%/°C 

Temperature coefficient of  Voc (kV) +0.32%/°C 
Temperature coefficient of Pmax (kP) +0.41%/°C 
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3. RESULTS AND DISCUSSION 

3.1. Degradation rates 

After analyzing the degraded PV panel (with and without dust) 

and reference PV panel in the STC using the Ecosun Plus 

simulator, the I-V and P-V curves of each panel are plotted, the 

parameter values (Isc, Voc, Pmax, Imax, and Vmax) extracted for 

each case, and the degradation rate and the annual degradation 

rate calculated for the degraded panels (with and without dust).  

 

A. Degraded panel without dust 

The I-V and P-V evolutions of the degraded panel (without 

dust) and the reference panel are illustrated in Figures 4 and 5, 

respectively. All the electrical parameters (Isc, Voc, Pmax, Imax, 

and Vmax) are degrading at different rates, as noted in Table 2.  

The power rate degradation was 4.32% with an annual 

degradation rate of  0.86%/y. These findings are consistent with 

the Algerian power degradation rate in several climates, 

including the Saharan environment (Adrar), where annual 

power degradation rate ranges from 0.85%/y to 2.26%/y 

(Bandou et al., 2015), and the Mediterranean climate in the 

Bouzareah, where annual power degradation rate varies from 

0.82%/y to 1.47%/y (Belhaouas, 2022). In Adrar region, higher 

power degradation rates are observed (3.33%/year to 

4.64%/year) (Kahoul et al., 2017) than that noted in BBA with 

continental climate conditions. Voc has the lowest degradation 

rate (0.91%) with  an annual degradation rate of 0.18%/y. Both 

currents Isc(1.17%-0.23%/y) and Imax(1.13%-0.23%/y) 

experienced similar degradation rates. A high degradation rate 

for Vmax (3.24%-0.65%/y) is noted .  

 

B. Degraded panel with dust 

Figures 6 and 7 illustrate the I-V and P-V evolutions of the 

reference and degraded panels with dust, respectively. The two 

curves I-namely V and P-V of the degraded panel with dust 

have the same pattern as those of the reference panel. In this 

case, the power rate degradation was 9.50 % with an annual 

degradation rate of 1.90%/y. As a result, the presence of dust 

reduced the maximum power generated by the degraded panel 

by 5.45 %. 

The degradation rate of Voc for the panel degraded with dust 

was 0.56%, with an annual degradation rate of 0.11%/y and a 

minimal rise of 0.35 % compared to the degraded panel without 

dust.  

The highest degradation rates were registered for the currents, 

namely Isc(8.06%-1.61%/y) and Imax(7.65%-1.53%/y), with the 

increase rates of 6.97% and 6.0% in the presence of dust. The 

degradation rate of Vmax for the degraded panel with dust was 

2.08% (0.42%/y) with a reduction of 1.20% in the presence of 

dust. 

As noted, the presence of dust affects the degradation rate and 

the annual degradation rate of all the parameters (Isc, Voc, Pmax, 

Imax, Vmax) with different values, and this finding in agreement 

with the results of Hachicha et al. (2019). Also, in this case, the  

Isc degradation rate was more significant than Voc degradation 

rate; this finding is consistent with high dust density (Hachicha 

et all., 2019) and various industrial dusts (Dorobantu et al., 

2017). Therefore, dust accumulation had no significant impact 

on Voc as seen in Figures 6 and 7. (Andrea, 2019) found similar 

results using different industrial dusts (fertilizer, gypsum, 

aggregate crusher, and coal mine industries) under a tropical 

climatic condition of Arusha, Tanzania.  
 

 
Figure 5. P-V curves for the reference panel and degraded without 

dust panel. 
 

 

 
Figure 4. I-V curves for the reference panel and the degraded 

without dust panel. 
 

 

 
Figure 6. P-V curves for the reference panel and degraded without 

dust panel. 
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Figure 7. P-V curves for the reference panel and degraded without 

dust panel. 

 

3.2. Degradation mechanisms 

Visual analysis was carried out to determine the PV panel 

degradation modes that took place during the exposed period in 

the BBA climate. The following defects have been identified:  

A. Discoloration of capsulant 

Discoloration of encapsulant is one of the most prevalent types 

of visual degradation that has been noted (Figure 8a). 

Encapsulant discoloration (EVA degradation) occurs when a 

clear encapsulant turns yellow or even brown, causing the light 

to transmit towards the solar cells. This phenomenon may lead 

to the reduction of Isc module and attenuated power output. 

According to Yang & Whitfield, (2012), the yellowness index 

of the encapsulant is proportionally correlated with the 

degradation of the Isc of the modules. The performance of the 

module can be reduced by as much as 50% due to encapsulant 

browning (Munoz et al., 2011). 

B. Snail track 

This mode of degradation is one of PV defects (Figure 8b) that 

can be detected either visually or by EL imaging. It appear as 

discoloration of the grid fingers of the silicon solar panel front 

side, resembling a snail track (Yang & Jiang, 2019). A snail 

track is caused by discoloration of the silver paste of the front 

side metallization of silicon solar cells, which occurs at the edge 

of the solar cell and usually traces invisible cell cracks. Some 

studies claim that the snail track shortage will show symptoms 

within 3–5 months (Meyer et al., 2013), while others claim it 

could take up to 2 years (Dobaria et al., 2018; Bouaichi et al., 

2019). The cracks are caused by thermal stress and high 

temperatures, and the presence of moisture seeping through the 

microcracks causes  

the snail track to emerge. 

Due to the discoloration of the snail trails, the ability of PV cells 

to absorb solar irradiance is diminished, which adversely 

affects the performance of the PV modules. Numerous studies, 

however, demonstrate that this kind of failure does not 

significantly lower electrical performance (Yang et al. 2018). 

Moreover, the performance of the PV module is mostly 

impacted by the broken PV cells (Dolara et al., 2016). 

C. Hot spot 

The hot spot behavior in crystalline silicon solar cells, which 

has been well reported in many research studies, may result 

from shading, soiling, damaged cells, or connections 

(metallization, interconnects), as well as places where high 

currents flow via resistive zones (Simon & Mayer, 2010). This 

type of degradation was noted in the studied panel, as noted in 

Figure 8c. Hot spots are cell regions with increased 

temperatures that have the ability to severely degrade modules 

and hasten the emergence and spread of further failure 

mechanisms (Kato, 2011). 

D. Corrosion 

To safeguard the glass borders and provide mounting points for 

other modules, the majority of commercial modules are 

enclosed. The most popular frame material is anodized 

aluminum due to its great strength, low weight, and inexpensive 

price. Over time, frames may become corroded, deformed, or 

loose (Mathiak et al., 2012). Mechanical loading or subpar 

manufacturing quality can both cause or hasten them. An 

example of this kind of corrosion was noted in the studied 

panel, as seen in Figure 8d. The frame degradation mode was a 

less frequent failure mode than the other failure modes 

(Halwachs et al., 2019). 

The junction box is a rather typical source of failure in the 

reported module field failures (Leva & Aghaei, 2018). 

Detachment (from the module backsheet), improperly sealed or 

closed boxes, corrosion, and arcing because of defective or 

deteriorated wiring are the main failure modes for junction 

boxes. Figure 8e illustrates the corrosion of the junction box 

noted in the analyzed panel. Due to the high current levels 

passing through, junction box component deterioration and 

failure can result in significant performance losses and safety 

risks (Kontges et al., 2014). 

The oxidation of metallic contacts such as cell interconnect 

ribbon was also noted in this panel, as illustrated in Figure 8f. 

This can be caused by several factors, such as humidity ingress, 

higher moisture absorption of encapsulant, the combination of 

higher temperature and humidity, and high system voltage. This 

defect increases the series resistance and degrades the fill 

factor, leading to reduced output power (Kim et al., 2014). 
 

Table 2. The electrical parameters associated with the degradation rate of the used PV panel in STC. 

Parameters Ref Panel 
Deg cleaned 

Panel 

Deg with dust 

Panel 

 

RDC(%) 

 

RDD(%) 

 

RADC(%/y) 

 

RADD(%/y) 

Isc 8.56
 

8.46
 

7.87
 

1.17
 

8.06
 

0.23
 

1.61 

Voc 37.36 37.02 37.15 0.91 0.56 0.18 0.11 

Imax 7.97 7.88 7.36 1.13 7.65 0.23 1.53 

Vmax 28.37 28.37 28.71 3.24 2.08 0.65 0.42 

Pmax 233.58 223.49 221.38 4.32 9.5 0.86 1.90 
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E. Finger interrupts 

The finger interrupts that happen in cell metallization and 

module connections are also a typical external problem in PV 

modules. This defect frequently leads to a rise in Rs, which 

diminishes power rating (Zafifirovska et al., 2017). It was noted 

in the tested module, as illustrated in Figure 8g. The efficiency 

of the solar cell is directly impacted by the its finger shape, 

aging, and fabrication quality (Li et al., 2022). 

3.3. The five electrical parameters’ degradation rate  

The values of the characteristic parameters (a, Rs, Rp, Iph, and 

I0) of the employed PV panels (degraded (with and without 

dust) and the reference panel under standard conditions were 

evaluated using the extraction method provided by Hussein, 

(2017). There are two steps in this method. The first step is 

concentrated on the determination of the four parameters 

namely Rs, Rp, Iph, and I0 using the  characterization equations 

of the points: short-circuit current (Isc), open-circuit voltage 

(Voc), and the maximum power Pm with the corresponding 

voltage (Vm) and courent (Im). In the following step, the ideality 

factor (a) value is adjusted by comparing the experimental and 

simulated I-V curves. The optimization of the NRMSE error 

was used to accomplish this improvement. This procedure is to 

be resumed as in the following:  

Values of the constants A, B, and C are assumed to be as 

follows: 

A = exp (
Voc

aVt
) − 1                                               (3) 

 

B = exp (
RsIsc

aVt
) − 1                                             (4) 

 

C = exp (
Vm+RsImax

aVt
) − 1                                    (5) 

 

The thermal voltage Vt  is given as: 

Vt =
a×Ns×k×T

q
                                                      (6) 

Where a and Ns are the diode ideality factor and  the number of 

series-connected solar cells in the panel, respectively. q and k 

are the electron charge and Boltzmann constant, respectively, 

and T  is the working temperature in Kelvin. 

The equations of the specific points cited above can be given as 

follows (Hussein, 2017): 

 

 
 

Figure 8. Degradation mechanisms recorded. 

(a) Discoloration, (b) Snail track, (c) Hot spot, (d) Corrosion of aluminum frame, (e) Corrosion of the junction box, (f) Corrosion of 

interconnections, and (g) Finger interrupts.
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𝐼0 =
𝐼𝑝ℎ

𝐴
−

𝑉𝑜𝑐

𝐴𝑅𝑝
                                                      (7) 

 

𝐼𝑠𝑐(1 +
𝑅𝑠

𝑅𝑝
) = 𝐼𝑝ℎ − 𝐵𝐼0                                    (8) 

 

𝐼𝑚𝑎𝑥(1 +
𝑅𝑠

𝑅𝑝
) = 𝐼𝑝ℎ − 𝐼0𝐶 −

𝑉𝑚𝑎𝑥

𝑅𝑝
                    (9) 

 

By substituting Eq.7 into Eq.9, the following equation is 

obtained: 

Imax(
Rs+Rp

Rp
) = Iph(

A−C

A
) +

CVoc−AVmax

ARp
           (10) 

 

By substituting Eq.7 into Eq.8 , the following equation is 

obtained: 

Iph =
AIsc(1+

Rs
Rp

)−B
Voc
Rp

(A−B)
                                           (11) 

 

From Eq.10 and Eq.11, maximum power can be written as 

follows (Hussein, 2017): 

𝐼0(𝐶 +
(𝐶+1)𝑉𝑚𝑎𝑥 

𝑉𝑡
) − 𝐼𝑝ℎ −

2𝑉𝑚𝑎𝑥

𝑅𝑝
 = 0             (12) 

 

The four parameters namely Rs, Rp, I0, and Iph are determined 

by solving the following system of equations, Eq.7, Eq.8, Eq.9, 

and Eq.12, respectively. These equations can be rearranged to 

obtain an equation with only one variable, Rs, as follows 

(Hussein, 2017): 

 

f(Rs) = Vmax(C + 1)[IscVoc − IscVmax − ImaxVoc] −
(A − C)IscVmaxVt  + (B − C)ImaxVocVt  + 2(A −
B)ImaxVmaxVt                  (13) 

 

As shown, this equation  has one variable only Rs, and it is easy 

to find its value using the solver in the Excel software. Once the 

value of Rs is determined, the values of Rp and Iph are estimated 

using  the following equations (Hussein, 2017): 

𝑅𝑝 =
(𝐶−𝐵)𝑉𝑜𝑐 −(𝐴−𝐵)𝑉𝑚𝑎𝑥 

(𝐴−𝐵)𝐼𝑚𝑎𝑥 −(𝐴−𝐶)𝐼𝑠𝑐 
− 𝑅𝑠                              (14) 

 

𝐼𝑝ℎ =
𝐴(1+

𝑅𝑠
𝑅𝑝

)𝐼𝑠𝑐 −
𝑉𝑜𝑐
𝑅𝑝

(𝐴−𝐵)
                                                 (15) 

As mentioned in Eq. 7, the value of I0 is calculated using the 

estimated  values of Rp and Iph. 

Noting that the four unknown parameters, Rs, Rp, Iph, and I0, 

must be calculated using a proposed algorithm, which must be 

based on an initial value of the ideality factor a0. The optimum 

values of these four parameters are then determined by 

minimizing the Normal Root Mean Square Error (NRMSE) 

between measured current (Im) and simulated current (Is) 

values, as noted as an objective function. The NRMSE is 

calculated as follows (Maouhoub, 2018): 

NRMSE(%) =
100

∑ Im,i
N
i=1

N

× (
∑ (Im,i−Is,i)

2N
i=1

N
)

0.5

        (16) 

The values Im,i and Is,i are the measured and simulated currents 

of the ith point, respectively, and N is the total number of 

experimental points used. 

A program in the Excel software was developed to perform the 

determination of all these parameters for the three panels 

studied. The values of the five parameters are gathered in 

Tableau 3 for the reference panel and the degraded panel (both 

with and without dust) in the standard conditions. 

Figures  9, 10, and 11 show the validity of these findings by 

comparing the experimentally measured and simulated curves 

(I-V and P-V) for the three panels (reference, degraded ones 

(with and without dust)). It should be noted that the Husein 

method accurately defines the parameters (a, Rs, Rp, Iph, and I0).  

The reference panel has a coefficient of determination (R2) of 

0.9999, an NRMSE value of 0.00813% for I-V curve, a R2 

value of 0.9995, and an NRMSE value of 0.0147% for P-V 

curve. The degraded  panel without dust revealed 0.9995 (R2 ) 

and 0.026% (NRMSE) values for the I-V curve and 0.9897 (R2) 

and 0.0588% (NRMSE) values for the P-V curve. The degraded  

panel with dust showed 0.9999(R2) and 0.004% (NRMSE) 

values for the I-V curve, and 1 (R2 ) and 0.006% (NRMSE) 

values for the P-V curve.  

For each of the five parameters (a, Rs, Rp, Iph, and I0), the 

degradation rate and annual degradation rate are determined in 

order to investigate the effects of degradation and dust on those 

parameters. As noted in Table 3, degradation and the presence 

of dust have an effect on the five parameters. 

The ideality factors(a) including degradation rate and annual 

degradation rate were 7.93% and 1.59%/y, respectively. When 

dust is present, this factor increases by 4.18%, reaching 11.77% 

(2.36%/y). The Iph degraded rate is the lowest at 1.04% 

(0.21%/y); then, it increases to 7.96% (1.98%/y) with a 

pourcentage of 6.99% in the presence of dust. However, when 

the I0 degradation rate is the highest at 76.87% (18.53%/y), it 

jumps to 92.64% (18.53%/y), with a rise of 68.17% due to the 

presence of dust.  

 

Table 3. The electrical parameters associated with the degradation rate of the used PV panel in STC. 

Parameters Ref Panel 
Deg cleaned 

Panel 

Deg with dust 

Panel 

 

RDC(%) 

 

RDD(%) 

 

RADC(%/y) 

 

RADD(%/y) 

a 1.274
 

1.173
 

1.124
 

7.93
 

11.77
 

1.59
 

2.35 

Rs 0.3254 0.4502 0.4705 -38.35 -44.59 -7.67 -8.92 

Rp 372.5177 341.2018 409.4662 8.41 -9.92 1.68 1.98 

Iph 8.56 8.4712 7.879 1.04 7.96 0.21 1.59 

I0 4.63011x10-8 10171x10-8 3.80x10-9 76.87 92.64 15.37 18.53 
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The Rs increased during this time; its degradation rate was -

38.35%, with an annual rate of -7.67%/y, and this can be related 

to the detected degradation mechanisms (oxidation of metallic 

contacts and finger interrupts, as described in Section 3.3) and 

inducing power degradation, as noted in Table2. In arid 

climates, the same evolution of Rs resistance was observed 

(Younes et al., 2020), but with much high values ranging from 

137.84% to 229.73%. When dust is present, this Rs degradation 

decreases to -44.59% (-8.92%/y), with the decrease of 4.51%. 

In this case, the dust  acts as a barrier between the PV and the 

radiation, reducing the transmittance of cellular glazing 

(Chaichan et al., 2015) and the output power, as shown in Table 

2. 

The Rp degradation  rate was 8.41%, with an annual rate of 

1.68%/y. A similar decrease in Rp was seen in a desert climate 

(Younes et al., 2020), with an elevated value of 65%. The 

decrease in Rp contributes to the current reduction (Younes et 

al., 2020), hence the decrease in the power, maximum voltage, 

and maximum current, as noted in Table 2. Due to the impact 

of dust being present, the mentioned rate degraded by -9.92% 

(-1.98%/y), with a -20.01% decrease, which increased the 

current, as shown in Figure 6 compared with Figure 4. 

The climate conditions of the BBA region across the six-year 

study period have a variable impact on the five characteristic 

parameters of the panels. I0 is the parameter most affected by 

the mentioned conditions, followed by resistance Rs , which 

degrades at a negative rate, followed by Rp and a, which 

degrade at a similar rate, and finally Ipv ,which degrades at the 

slowest rate. These degradation rates vary when dust is present 

on the PV panel. I0 suffers another degradation (severe) on the 

order of 68.17%. The resistance Rp rises by 20.01%, the Ipv 

deteriorates by 6.99%, and the resistance Rs rises by 4.51%, as 

well. The ideality factor (a) has decreased by 4.18%. 

 

5. CONCLUSIONS 

Photovoltaic module performance was found to be susceptible 

to the climate, particularly in desert areas. In addition to these 

climate factors, dust collection is another problem that has an  

impact on the functioning of the PV system. Noting that the 

desert areas are not the only ones with this problem,this study 

considers the impact of dust on the degraded panels under 

outdoor conditions in an industrial zone in the BBA (Algeria) 

region with a continental climate. The degradation rate and the 

annual degradation rate of the five parameters characterizing 

the behavior of a degraded PV panels were carried out for the 

first time. 

In order to analyze the I-V and P-V curves for the tested panels 

and to identify the degraded mechanisms noticed under this 

climate after six years of exposure, three panels including 

SEM235P-60 (degraded panels (with and without dust) and a 

reference panel) were examined. 

The power degradation rate for the degraded panel without dust 

was 4.32% (0.86%/y), which was comparable to the literature 

finding and lower than the results observed in desert regions. 

Vmax had the highest rate of degradation rate (3.24%-0.65%/y), 

followed by Isc (1.17%-0.23%/y) and Imax (1.17%-0.23%/y) 

with comparable degradation rates, while Voc had the lowest 

rate of degradation (0.91% (0.18%/y)). These degradation rates 

were related to the mechanisms of degradation identified in the 

tested panel. 

For the degraded panel with dust, the power degradation rate 

was 9.50% (1.90%/y), with an increase of 5.45% compared to 

the panel without dust. The Voc degradation rate was 0.56% 

(0.11%/y) with a non-significant degradation of 0.35% in the 

presence of dust. Isc (8.06%-1.61%/y) and Imax (7.65%-

1.53%/y) experienced the highest degradation rates, with 

6.97% and 6.0% increases in the presence of dust, respectively. 

The Vmax  degradation rate was 2.08% (0.42%/y), with a 

reduction of 1.20% compared to the panel without dust.  

The determination of the five parameters (a, Rs, Rp, I0, and Ipv) 

of the PV panels studied was carried out according to the 

Hussien model. This model is quite effective for both the 

reference panel and the gradient panels (with and without dust). 

With the help of these results, the degraded rate and annul 

degraded rate of the five characteristics, as well as how dust 

affects these parameters, were determined.  
 

 
Figure 9. Comparaison of the measured and simulated  curves (I-V and P-V) for the reference panel. 
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Figure 10. Comparaison of the measured and simulated curves (I-V and P-V) for the degraded panel without dust. 

 

 

 
Figure 11. Comparaison of the measured and simulated curves (I-V and P-V) for the degraded panel with dust. 

 

The degraded panel without dust had an ideality factor(a) 

degraded rate of 7.93% and (1.59%/y). This factor rose by 

4.18% when dust was present, reaching 11.77% (2.36%/y). The 

Iph degradation rate was the lowest at 1.04% (0.21%/y); then, it 

increased to 7.96% (1.98%/y), which is 6.99%, in the presence 

of dust. However, the I0 degradation rate was the highest at 

76.87% (18.53%/y) and jumped to 92.64% (18.53%/y) with a 

rise of 68.17% when dust was present.  

The degradation rate of the Rs was -38.35% (-7.67%/y), which 

could be attributed to the indicated degradation mechanisms, 

and it caused power degradation. When dust was present, the 

Rs degradation decreased to -44.59% (-8.92%/y), which is a 

4.51% decrease. In this instance, the dust acts as a shield 

between the PV and the radiation, reducing the cellular. glazing 

transmittance and as a result, the output power is reduced Rp 

degradation rate was reduced by 8.41% (1.68%/year), which 

was related to the loss of current and consequently power 

(maximum voltage and maximum current). In the presence of 

dust, Rp degradation rate was -9.92% (-1.98%/year), with a 

drop of -20.01% compared to the absence of dust.  

The appropriateness of netoiling methods must be considered 

because dust, even in non-desert climates, has a significant 

impact on the electrical characteristics of a PV panel. 
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NOMENCLATURE 

Ns Number of cells 

P Generated power by the PV module [W]  
Pmax Maximum power [W] 
q Electronic charge (1.6x10-16  C) 
R² Coefficient of determination 
RADC Annual degradation rate of the degraded panel 

without dust [%/Y] 
RADD Annual degradation rate of the degraded panel with 

dust [%/Y] 
RDC Degradation rate of the degraded panel without dust 

[%] 
RDD Degradation rate of the degraded panel with dust 

[%] 
Rp Shunt resistance [Ω] 
Rs Series resistance [Ω] 
T Cell temperature [K] 

V Generated voltage  [V] 
Vmax Maximum power tension [V] 

Voc Open circuit voltage [V] 
Vt Thermal voltage 
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A B S T R A C T
 

Oil Palm Frond (OPF) juice has been the focus of Malaysian bioenergy producers through acetone-butanol-

ethanol (ABE) fermentation. However, due to the high concentration of phenolic compounds in the hydrolysate, 

usually gallicacid and ferulic acids, the fermentation medium turns acidic which hinders the growth of most 
microorganisms. A suitable method of phenolic compound removal with a minimal effect on the sugar stability 

of OPF juice has been employed using Amberlite XAD-4 resin. During the detoxification process, the effects of 

temperature and pH on the removal of phenolic compounds and sugar stability were also assessed. The Amberlite 

XAD-4 resin managed to adsorb about 32% of phenolic compound from the OPF hydrolysate at an optimum 

temperature of 50 °C and hydrogen ion concentration (pH) of 6. In addition, it maintained as much as 93.7 % of 

the sugar in the OPF juice. The effect of detoxifying OPF hydrolysate was further tested for biobutanol 
production in batch culture using strain Clostridium acetobutylicum SR1, L2, and A1. Strain L2 gave the highest 

improvement in biobutanol and total solvent production by 22.7% and 14.41%, respectively, in medium with 

detoxified OPF juice. Meanwhile, compared to non-detoxified OPF juice, the acid production of strain L2 
significantly decreased by 2.99-fold when using detoxified OPF juice, despite a 1.2-fold increase in sugar 

consumption. Conclusively, using Amberlite XAD-4 resin to detoxify OPF hydrolysate at pH 6 and 50 °C 

removed the phenolic compound while increasing the strain L2 capability to improve biobutanol and total 
solvent production. 

https://doi.org/10.30501/jree.2023.374488.1512  

1. INTRODUCTION1 

Oil palm frond (OPF), empty fruit brunch (EFB), palm kernel 

shell (PKS), oil palm trunk (OPT), palm oil mill effluent 

(POME), and mesocarp fibre are generated annually in huge 

amounts, especially after pruning or harvesting the fresh bunch. 

According to the 2013report by Malaysian Palm Oil Board 

(MPOB), Malaysia in its agricultural activities produces 

approximately 168 million tonnes of biomass waste. Of all the 

biomass generated in the oil palm industry, OPF accounts for 

more than 50% of the total quantity. As a result, it has become 

one of the most significant biomass materials generated during 

oil palm production (Kumneadklang et al., 2019). The use of its 

juice as a substrate for bioenergy production has currently 

derived a remarkable interest from bioenergy producers as an 

appropriate feedstock for sustainable, economic, and 

environmentally-friendly energy production. Among the 

different types of solvents produced as bioenergy, biobutanol is 

considered the most attractive. It undoubtedly possesses 

 
*Corresponding Author’s Email: madihah@fbb.utm.my (M. MD Salleh)  

URL: https://www.jree.ir/article_169887.html 

superior properties over ethanol owing to its high energy 

density, low volatility, hygroscopicity, and low greenhouse gas 

emission(Nimbalkar et al., 2019). Apart from being a solvent 

for various industrial applications, biobutanol is an essential 

chemical precursor for producing paints, polymers, and plastic 

Numerous researchers have attempted to use OPF hydrolysate 

for biobutanol production, and recent studies have highlighted 

its potential as a rich source of reducing sugars suitable for 

various industrial applications (Kee et al., 2022), (Asri et al., 

2019). However, one of the major challenges of using the juice 

from OPF biomass as the substrate to produce biobutanol is the 

generation of various inhibitory compounds during 

pretreatment (Satari et al., 2019). Microbes are generally 

sensitive to these phenolic inhibitors such as ferulic, gallic acid, 

ρ-coumaric, and vanillic acids in the resulting hydrolysate, 

which hindered their metabolism and, as a result, biobutanol 

production (Kourilova et al., 2021). For efficient conversion of 

this hydrolysate into biobutanol, it is important to get rid of 

these compounds to permit the efficient activity of the microbe 

during acidogenesis and solventogenesis. However, these 

2423-7469/© 2023  The Author(s). Published by  MERC. This is an open access article under the CC BY license
(https://creativecommons.org/licenses/by/4.0/legalcode).
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compounds are completely mixed with the hydrolysate, making 

it difficult to separate them from the reducing sugars(Galbe and 

Wallberg, 2019). 

 

Scientists have recently focused on developing a method to 

facilitate fermentation activity by removing these inhibitory 

compounds from the hydrolysate before inoculating the 

microbes. Detoxification of hydrolysate to improve 

fermentation efficiency has been demonstrated through 

physical, chemical, and biological methods (Kordala et al., 

2021; Singh et al., 2019). However, most of the current 

methods are very expensive due to the ineffectiveness of the 

method to remove a significant percentage of these phenolic 

compounds produced in the hydrolysate as a result of lignin 

degradation while retaining a greater amount of its original 

sugars. 

 

In recent years, there have been quite a number of compound 

extraction methods that involve the ion-exchange process, such 

as electro-membrane extraction and hollow-fibre liquid-phase 

microextraction (Pedersen-Bjergaard, 2019). One of these 

techniques that has a high potential for removing phenols from 

hydrolysate is ultrafiltration with prior polymerization by the 

use of laccase (EC 1.10.3.2), i.e., a multi-copper oxidase that 

catalyzes the oxidation of one electron of a wide range of 

phenolic compounds in the presence of excess molecular 

oxygen. In this method, the reactive phenolic compounds that 

serve as toxic compounds are oxidized by laccase and they react 

spontaneously further with polymers with a large molecular 

weight. In doing so, the juice is detoxified as the polyphenols 

are retained by the ultrafiltration(Morsi et al., 2020). However, 

this method cannot always be applied due to the loss of natural 

juice properties, which could vehemently affect the sugar 

contents. While Zeolites are known to selectively remove 

hydroxymethylfurfural, furfural, and vanillin from juices, 

enabling efficient inhibitor recovery, they are also associated 

with significant sugar loss (Wikandari et al., 2019). 

 

A process used to separate phenolic compounds from apple 

pomace involves the adsorption of phenolic constituents by a 

hydrophobic styrene-divinylbenzene copolymer. After elution 

with methanol, the polyphenolics usually become concentrated 

in vacuum and stabilized by lyophilization. Finally, an 

Amberlite XAD 16HP is used for the adsorptive removal of 

phenolic compounds with the resin (Wikandari et al., 2019). 

Even though this technique provides an efficient and reliable 

method for phenol removal from fruit and vegetable juices, 

there are no reports in the literature concerning the effect of 

using this method on the sugar content of the juices. Hence, the 

technique still needs further investigation in order to stabilize 

juices after removing phenolics. Besides, there are various 

factors that affect the adsorption capacity of resins for the 

removal of phenols (Mohammed et al., 2019). Temperature and 

hydrogen ion concentration (pH) are key factors influencing the 

adsorption of phenolic compounds (Chen et al., 2022; Liu et al., 

2019). It has been reported that at acidic pHs, the uptake of 

phenolics by different adsorbents is enhanced because the 

phenols are undissociated and the dispersion interactions 

predominate, whereas at alkaline pH, adsorption decreases 

since dissociation of hydroxyl from carboxyl groups 

occurs(Wei et al., 2021). However, another report indicated 

zero influence of pH (keeping in the acidic range) on the 

adsorption of phenolic on resins (Waheed et al., 2019). 

Temperature also influences adsorption in two ways: (i) by 

increasing the rate of transport across the external boundary 

layer and within the pores due to decreased solution viscosity, 

and (ii) by changing the capacity of the adsorbent. High 

temperatures may promote irreversible interactions (Karimi et 

al., 2019). Therefore, both positive and negative effects of 

temperature have been reported, especially for ACs, minerals, 

and resins, whereas in some applications, higher temperatures 

favor adsorption. The current study investigated the effects of 

hydrolysate temperature and pH on Amberlite XAD-4 

adsorption efficiency and sugar stability and then, compared 

the bacteria ability to ferment both detoxified and non-

detoxified OPF hydrolysates for biobutanol production. 

 

2. METHODOLOGY 

2.1 Oil Palm Frond Collection and Preparation  

Fresh and basal parts of OPF petioles with an average length of 

1-1.5 m were obtained from Kampung Terjun Rimba, Pontian 

Johor, Malaysia, located at latitude 1° 27' 59.20'' N, longitude 

103° 27' 20.50'' E. To minimize the intrusion of microbes and 

dirt, freshly harvested petioles were cut at both edges and 

spread with 70 % (v/v) ethanol just before being put in sealed 

plastic bags and immediately transported to the juice processing 

site for juice extraction. To obtain the juice, a sugarcane juicing 

machine (Hisaki, TFS3777) was employed to press the OPF 

petiole repeatedly until the juice content could be completely 

removed. To collect juice, 1 L of sterilized Scott bottle was 

used. 

 

2.2.1 OPF Juice Detoxification 

In this part of the study, a polymeric Amberlite XAD-4 resin 

with particle size of 20-60 mesh and surface area of 750m2/g 

was used for the adsorptive removal of phenolic compounds. 

40 g of the resin was poured into a glass column (XK 50×100) 

in three different beds, which were then demarcated with very 

thin cotton and washed with five volumes of distilled water to 

remove impurities (Fan et al., 2021). The OPF juice was then 

applied to the column at a flow rate of 100 mL/h (Nagasawa et 

al., 2019), and the initial fractions of sugar-containing juice 

were collected separately in conical flasks (Figure 1) for sugar 

and phenolic compounds analysis. To investigate the effect of 

temperature on phenolic removal and sugar stability, the OPF 

juice extract was preheated in a water bath for 25 minutes (until 

thermal equilibrium was reached) before being applied to the 

column, while the control treatment was performed without any 

prior heating of the OPF juice. The effect of 5 different pH 

levels was assayed (3, 4, 5, 6, and 7), and 1 M of NaOH and/or 

HCl was used for the pH adjustment. All the experiments were 

conducted in triplicate, and the averages of the results were 

recorded as responses. 
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Figure 1. Oil palm frond juice detoxification technique using 

Amberlite XAD-4 resin. 

2.2.2 Resin Regeneration 

Regeneration of resin is an economic practice that takes 

exhausted ion exchange resin beads and removes the ions that 

have been adsorbed during the filtration process so that the 

resin can be re-used. This process varies depending on the resin 

properties and the type of compound adsorbed. Phenolic 

compounds are reported to have high affinity to Amberlite 

XAD-4 resin, and the regeneration recovery strategies may 

therefore depend on the solvent used (Din et al., 2021). While 

some studies have achieved >80% resin recovery, most studies 

have failed to achieve even 70% recovery due to the low 

concentration of solvent used. Hence, the current research 

regenerates the resin by pre-washing it with 95 % methanol 

(32.02 g/mol) to release the adsorbed phenolic compound from 

the resin, as described by Pailliè-Jiménez et al. (2020). 

However, the methanol was allowed to completely evaporate, 

and the residual water was removed by lyophilization, making 

>80% of the resin ready for re-use. 

2.3 Microorganism Procurement and Preparation 

The solvent-producing bacteria, Clostridium acetobutylicum 

SR1, L2, and A1, used in this study were obtained from the 

Biorefinery Technology Laboratory, Department of 

Bioscience, Universiti Teknologi Malaysia. The Reinforced 

Clostridial Medium (RCM) was used for the development of 

inoculums. Before being transferred into the inoculum bottles, 

the stock culture was heat-shocked at 80 °C for 10 minutes to 

activate bacterial spore germination and kill both the vegetative 

forms of the bacteria and the weaker spores(Narita et al., 2020). 

After cooling, 1 mL of stock culture was transferred into an 

inoculum bottle (100 mL) containing RCM medium and 

incubated at 35 °C until cells reached a stable exponential phase 

(24 hours). 

 

2.4Maintenance Medium- Reinforced Clostridia Medium 

(RCM) 

 

Reinforced Clostridia Medium (RCM) was used for the growth 

of the microorganisms. This medium served as an enrichment 

medium, which allowed the growth of Clostridium sp. and 

specific bacterial strains that could grow in anaerobic 

conditions. During the preparation of the medium in a 100 mL 

serum bottle, the medium was filled to a volume where a small 

space on top of the bottle was left empty. This space was 

required to provide anaerobic conditions for the culture. The 

inoculated medium was kept at room temperature prior to the 

experiment. The RCM was prepared by adding meat extract (10 

g), peptone (10 g), yeast extract (3 g), glucose (5 g), starch (1 

g), NaCl (5 g), and sodium acetate (3 g). The contents were 

sterilized by autoclaving at 121 °C for 15 minutes. After 

cooling the contents to room temperature, L-cysteine HCl (0.5 

g), para-aminobenzoic acid (0.001 g), and biotin (0.008 g) were 

added separately via filter sterilization using an Agilent PTFE 

0.2 µm membrane filter. 

2.5 Production Medium (P2 medium) 

In order to conduct the fermentation using detoxified OPF 

juice, production medium (P2) was used as fermentation 

medium containing the following composition (in g/L): yeast 

extract, 5; MgSO4.7H2O, 0.2; MnSO4.7H2O, 0.01; 

FeSO4.7H2O, 0.01; NaCl, 0.01; and ammonium acetate, 2.0. 

About70 % v/v of detoxified and non-detoxified OPF 

hydrolysates containing a total of 47.5 g/L of reducing sugar 

was used as the sole carbon source for bacterial growth and 

metabolism (Khunchit et al., 2020). After autoclaving the 

samples at 121oC for 15 minutes, KH2PO4, 0.5 g/L; K2HPO4, 

0.5 g/L, and vitamin solution containing 0.001 g/L of para-

aminobenzoic acid, thiamin, and biotin were filter-sterilized 

into the sample mixture using an Agilent PTFE 0.2µm 

membrane filter (pore size 47 mm diameter). Then, 140 mL of 

the samples were dispensed into their respective 150-mL serum 

bottles until there was only a small space at the top, which was 

used to degas the sample with oxygen-free nitrogen gas. The 

medium was degassed following a slight modification of the 

method described by Miller and Wolin (1974). This experiment 

was conducted in duplicate, while samples were withdrawn 

from the fermentation broth every 6 hours for the analysis of 

acids, solvent, reducing sugar utilization, and bacterial growth. 
 

 

 
Figure 2. Process of media degassing for efficient anaerobic culture.
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2.6 Functional Group Analysis Using Fourier Transform 

Infrared Spectroscopy (FTIR)  

The chemical structure of the resulting oil palm frond juices 

was studied, and the infrared spectra of oil palm frond juice 

were measured with an FTIR spectrophotometer (Nicolet 

iS5FT-IR Spectrometer, Thermo Fisher Scientific Inc., USA) 

to elucidate the functional groups that are present in the juice 

before and after the resin adsorptive detoxification process. 

This technique was used to provide important information 

about the structure modification of oil palm frond juice, which 

is widely used for other structural characterizations. To 

accomplish this, approximately 0.2-0.5 mL of juice samples 

were placed on the provided sample area; the spectra were 

recorded between 600-3500 cm-1 and the samples were scanned 

for available compounds.  

2.7 Determination of Reducing Sugar and Phenolic 

Compounds 

The total reducing sugar concentration was determined via the 

dinitrosalicyclic (DNS) method (Miller, 1959). A glucose 

monohydrate solution of 1 g/L was used as a standard solution, 

and the absorbance of both the samples and the standards was 

read at 540 nm. On the other hand, the Folin-Ciocalteu 

technique was utilized to determine total phenolic compounds 

before and after the detoxification with an absorbance read at 

765nm and here, gallic acid was utilized as the benchmark 

(Way et al., 2020). The concentration of individual sugars in 

the hydrolysate was determined using an Agilent 1100 series 

high-performance liquid chromatography (HPLC) technique 

with Rezex RPM-monosaccharide Pb+2 columns and a lead ion 

(Pb2+) as the stationary phase. Glucose, fructose, sucrose, 

xylose, arabinose, mannose, and galactose were used as the 

sugar standards. To determine the individual phenolic 

compounds in the hydrolysate using HPLC, a C18 column was 

used following the method described by Krstonošić et al. 

(2020) and finally, gallic acid was set as the standard solution. 

2.8 Determination of Acids and Solvent Using Gas 

Chromatography (GC) 

The concentration of acids such as acetic acid and butyric acid 

and solvents such as acetone, butanol, and ethanol were 

determined using gas chromatography equipped with a DB-

WAX column and Flame Ionized Detector (FID). The carrier 

gas was helium, with a flow rate of 25 mL/minute. The 

temperatures of the oven, column inlet, and detector were 200, 

300, and 300 °C, respectively (Abe et al., 2020). Prior to the 

GC analysis, solvent-solvent extraction was conducted to 

separate the products (acids and solvents) from the broth. At 

first, 0.1 M of HCl was used to acidify the broth in order to 

separate the culture from the sample, and the acidified sample 

was extracted with an equivalent amount of dichloromethane 

(DCM). The mixture was then centrifuged at 10,000 rpm for 30 

minutes, where the top layer was discarded and the bottom, 

which is expected to contain the acids and solvents, including 

the DCM, was injected into the column using auto-injection. 

Acids and solvents of analytical grade (Sigma Aldrich, USA) 

were used as standards. The concentration of acids and solvents 

in the sample was determined by comparing the areas of the 

peaks of each sample with those of standards for acids (acetic 

acid and butyric acid) and solvents (acetone, butanol, and 

ethanol) (Raganati et al., 2020). 

3. RESULTS AND DISCUSSION 

3.1. Phenolic compounds removal from oil palm frond juice. 

The result for the phenolic compound removal from OPF 

hydrolysate using Amberlite XAD-4 resin for an adsorptive 

filtration is shown in Table 1, and the total concentration of 

phenolic compounds and fermentable sugars is compared with 

their original amounts in the juice before the removal. It is 

found that the resin filtration is able to remove about 21% of 

the total concentration of phenolic compounds when compared 

with the control, that is, from 0.332 ± 0.04 (control) to 0.261 

± 0.07 g/L (filtered). Nevertheless, a slight reduction of sugar, 

which is about 5.5% of the total concentration of the 

fermentable sugar, was observed. The 21% of the phenolic 

compound removed that is observed in this study is relatively 

lower than the percentage of phenolic compound removed from 

orange juice by the same resin, which is about 32.97% (even 

though the resin applications considerably reduced some 

bioactive compounds such as ascorbic acid)(Akyıldız et al., 

2022). However, temperature, pH, feed composition, and 

concentration are some of the factors that influence the 

adsorption capacity of resins for the removal of phenolic 

compounds. According to the research conducted by Phung et 

al. (2015), solution viscosity is very critical in determining the 

rate at which transport occurs across and within the resin pores, 

thereby changing the capacity of the adsorbent. Temperature 

can thus enhance or limit phenolic compound removal 

depending on the material used as an adsorbent and the type of 

hydrolysate. It is therefore important to further investigate the 

effect of various temperatures and pH on the phenol removal 

and sugar stability of the OPF hydrolysate for effective 

utilization in biobutanol production. 

Table 1. Comparison of biobutanol production using detoxified and non-detoxified OPF juices 

 

Parameters 
Before detoxification 

of OPF juice 

After detoxification 

of OPF juice 
% of reduction 

Initial total phenolic compound (g/L) 0.332 ± 0.04 0.261 ± 0.07 21.39 

Gallic acid concentration (g/L) 0.264 ± 0.01 0.212 ± 0.05 19.70 

Ferulic acid concentration (g/L) 0.061 ± 0.02 0.043 ± 0.00 29.51 

Total fermentable sugar (g/L) 69.03 ± 1.61 65.16 ± 2.18 5.61 

Glucose concentration (g/L) 43.61 ± 1.45 43.27 ± 1.02 0.46 

Fructose concentration (g/L) 16.53 ± 0.85 14.24 ± 0.41 13.86 

Sucrose concentration (g/L) 8.19 ± 1.25 6.94 ± 0.43 15.26 
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3.2 Effect of Temperature 

Table 2 shows the effect of temperature on the resin 

adsorptive performance on phenolic compound removal and 

the sugar stability of OPF hydrolysate. It was observed that 

the adsorptive performance increased with an increase in 

temperature up to a certain level. The removal of phenolic 

compounds at 50oC yielded the highest percentage of 

approximately 31% with a fermentable sugar loss of only 

0.04%. This indicated that the increase in temperature up to 

50oC did not significantly affect the stability of the sugar 

content of the hydrolysate. However, a further increase in 

temperature to 60oC did not show an increase in phenol 

removal, but also exhibited a decrease in the sugar content of 

the hydrolysate, indicating the loss of sugar content at 

temperatures higher than 50oC(Ghorbannezhad and Abbasi, 

2021). 

The amounts of glucose and fructose remain stable after cycles 

1 and 2 of phenolic compound removal. However, the 

concentration of sucrose continually decreases by about 11.4 

%, which is from 8.19 ± 1.25 to 7.05 ± 0.54 across the 

temperature range of 40 to 70oC. This might be due to the 

disaccharide nature of the sucrose, which is more susceptible to 

hydrolysis at higher temperatures(Milewska et al., 2022). A 

significant effect of higher temperature on hydrolysate 

detoxification via resin filtration was observed for ferulic acid 

as well as another phenolic compound (gallic acid). Even 

though the concentration of gallic acids fluctuated, the 

concentration of ferulic acid continually decreased as the 

temperature increased to 60oC (though it remained the same at 

70oC), indicating the effectiveness of resin for the adsorptive 

removal of ferulic acid from OPF hydrolysate. Hence, the 

present study suggests that the most favorable temperature for 

phenolic compound removal from oil palm frond hydrolysates 

is at 50oC. 
 

 
Table 2. Effect of OPF hydrolysate temperature on the Amberlite XAD-4 resin adsorptive performance 

 

Parameters
 Different temperature(°C) 

30 40 50 60 70 

Initial total phenolic compound (g/L) 0.332± 0.04 0.332± 0.04 0.332± 0.04 0.332± 0.04 0.332± 0.04 

Final total phenolic compound (g/L) 0.267± 0.02 0.251± 0.01 0.228± 0.03 0.262± 0.01 0.281± 0.02 

Total phenolic compound removed (%) 19.58 24.40 31.32 21.08 15.36 

Initial gallic acid (g/L) 0.264± 0.01 0.264± 0.01 0.264± 0.01 0.264± 0.01 0.264± 0.01 

Final gallic acid (g/L) 0.211± 0.03 0.195± 0.04 0.207± 0.02 0.218± 0.02 0.237± 0.01 

Initial ferulic acid (g/L) 0.061± 0.02 0.061± 0.02 0.061± 0.02 0.061± 0.02 0.061± 0.02 

Final ferulic acid (g/L) 0.050± 0.01 0.055± 0.01 0.060± 0.04 0.044± 0.02 0.044± 0.03 

Initial total fermentable sugar (g/L) 69.03± 1.61 69.03± 1.61 69.03± 1.61 69.03± 1.61 69.03± 1.61 

Final total fermentable sugar (g/L) 66.49± 1.14 68.27± 0.53 68.33± 0.24 68.80± 0.12 68.14± 0.026 

Fermentable sugar stability (%) 96.30 98.80 98.90 99.60 98.70 

Initial glucose (g/L) 43.61± 1.45 43.61± 1.45 43.61± 1.45 43.61± 1.45 43.61± 1.45 

Final glucose (g/L) 41.53± 2.04 43.41± 0.62 42.56± 0.44 43.50 ± 0.02 42.67± 0.03 

Initial fructose (g/L) 16.53± 0.85 16.53± 0.85 16.53± 0.85 16.53± 0.85 16.53± 0.85 

Final fructose (g/L) 15.31± 0.17 15.87± 0.04 16.53± 0.02 16.42± 0.18 16.98± 0.01 

Initial sucrose (g/L) 8.19± 1.25 8.19± 1.25 8.19± 1.25 8.19± 1.25 8.19± 1.25 

Final sucrose (g/L) 8.00± 0.07 8.11± 0.02 7.91± 0.42 7.05± 0.54 7.05± 0.61 

 
 
3.3 Effect of pH 

Compared to the temperature effect, the pH of the OPF 

hydrolysate had a lesser impact on the adsorptive performance 

of the resin for removing phenolic compounds from the 

hydrolysate. Substrate pH values of 3, 4, 5, 6, and 7 were tested 

in this experiment to determine the most suitable and optimum 

substrate pH for the adsorptive efficiency of resin for phenolic 

compound removal from OPF hydrolysate. As can be observed 

in Table 3, the highest amount of phenolic compound removed 

from the hydrolysate was attained at pH 6, which is about 

32.64%. However, good phenolic compound removal 

efficiency was also demonstrated at other substrate pH values 

of 3, 4, and 5. However, at a pH of 7, the efficiency was found 

to decrease by about 22.6% when compared to the efficiency at 

pH 6. Even though some scientists reported a zero effect of pH 

on the performance of resin for the removal of phenolic 

compounds (Wei et al., 2021), the research only focused on the 

acidic pH, which was also observed with less effect in the 

present research. This is in agreement with the study conducted 

on the cobalt removal from environmental water samples, 

showing that an increase in the pH level to a certain level 

enhanced the cobalt extraction and recovery (Ghasemi et al., 

2021). On the other hand, the effect of OPF juice pH on sugar 

stability after the resin adsorptive removal of phenols was 

assessed. An increase in pH from 5 up to 7 was found to 

negatively affect the sugar stability by almost 6.3 %, which is 

2 folds higher than when the substrate pH was between 3 and 

4. Although the acidic pH demonstrated good sugar stability 

compared to alkaline, the improvement of phenolic compound 

removal provides a superior advantage for bacterial growth and 

metabolism. 
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Table 3. Effect of OPF hydrolysate pH on the Amberlite XAD-4resin adsorptive performance 

Parameters
 pH 

3 4 5 6 7 

Initial total phenolic compound (g/L) 0.332± 0.04 0.332± 0.04 0.332± 0.04 0.332± 0.04 0.332± 0.04 

Final total phenolic compound (g/L) 0.223± 0.01 0.236± 0.01 0.225± 0.03 0.221± 0.02 0.247± 0.06 

Total phenolic compound removed (%) 30.23 29.12 32.23 32.64 25.61 

Initial gallic acid (g/L) 0.264± 0.01 0.264± 0.01 0.264± 0.01 0.264± 0.01 0.264± 0.01 

Final gallic acid (g/L) 0.191± 0.03 0.190± 0.02 0.186± 0.02 0.191± 0.03 0.203± 0.01 

Initial ferulic acid (g/L) 0.061± 0.02 0.061± 0.02 0.061± 0.02 0.061± 0.02 0.061± 0.02 

Final ferulic acid (g/L) 0.032± 0.01 0.043± 0.02 0.043± 0.02 0.030± 0.01 0.044± 0.00 

Initial total fermentable sugar (g/L) 69.03± 1.61 69.03± 1.61 69.03± 1.61 69.03± 1.61 69.03± 1.61 

Final total fermentable sugar (g/L) 67.54± 1.11 67.17± 0.70 67.25± 0.29 64.70± 0.84 65.46± 0.36 

Fermentable sugar stability (%) 97.8 97.3 97.4 93.7 94.8 

Initial glucose (g/L) 43.61± 1.45 43.61± 1.45 43.61± 1.45 43.61± 1.45 43.61± 1.45 

Final glucose (g/L) 41.23± 0.01 42.41± 0.01 42.44± 0.02 40.17± 0.01 41.48± 0.03 

Initial fructose (g/L) 16.53± 0.85 16.53± 0.85 16.53± 0.85 16.53± 0.85 16.53± 0.85 

Final fructose (g/L) 16.01± 0.01 16.42± 0.06 16.30± 0.05 16.24± 0.14 15.98± 0.62 

Initial sucrose (g/L) 8.19± 1.25 8.19± 1.25 8.19± 1.25 8.19± 1.25 8.19± 1.25 

Final sucrose (g/L) 8.69± 0.02 8.61± 0.05 7.88± 0.12 7.41± 0.32 7.35± 0.19 

3.4 Functional Group Analysis of OPF Segments using  

FTIR Spectroscopy 

The spectroscopic investigation of OPF hydrolysates was 

conducted to determine the functional groups and 

conformational structural changes that occur on the substrate 

after the detoxification process. The functional group of the 

non-detoxified sample was equally determined and served as a 

control. The spectra produced a profile of the samples with a 

distinctive molecular fingerprint, which was used to scan the 

samples for many different components, and the results are 

presented in Figure 3 (a & b). 

 

 

 
 

Wavelength (cm-1) 

 
Figure3. FTIR-ATR spectra showing structural modification between (a) OPF juice before detoxification and (b) OPF juice after 

detoxification 
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Table 4. Effect of juice detoxification on the functional groups in the OPF juice  

 

S/N 
Wave 

number cm-1 

Juice before 

detoxification 

Juice after 

detoxification 
Vibration Source 

1. 769-992 ×  ✓  C-C Alkene 

2. 1020-1220 increased Reduced 
C-O Hydroxyl 

group 
Phenols 

3. 1363.58 ✓  ✓  O-H bending Phenols 

4. 2126 ✓  ✓  C-N  

5. 1637 ✓  ✓  OH (water) Water 

6. 3296-3306 ✓  ✓  
O-H linked 

shearing 
Sugars 

 
  

The most observed differences between the two spectra of oil 

palm frond hydrolysate (before and after detoxification) were 

found within the region from 1400 to 700 cm -1. The absorption 

bands at 1228 and 1217 cm-1 were not clearly observed in the 

spectra of the hydrolysate after detoxification (Figure. 2b). 

These absorptions are attributed to the esterified phenolic 

functional groups that are associated with phenolic compounds 

before the oil palm frond hydrolysate is detoxified. Figure 2a 

shows absorption bands that must be emphasized; the bands at 

1080 and 1036 cm-1 show a drastically reduced spectrum from 

the original juice before detoxification. These two absorption 

bands are important because the reduction of the detoxified 

OPF hydrolysate spectra indicated that some of the phenol 

compounds were removed. The removal of phenolic 

compounds was confirmed by the HPLC results presented in 

Table 4, which showed reduced amounts of gallic acid and 

ferulic acid in the hydrolysate of the detoxified sample 

3.5 Effect of Detoxification Process of OPF Hydrolysate 

on Biobutanol Production 

Table 5 shows the effect of ABE fermentation by three 

Clostridial species using detoxified OPF hydrolysate 

containing 47.5 g/L reducing sugar concentration. The 

fermentation using a non-detoxified OPF hydrolysate 

containing the same initial sugar concentration using these 

isolates was equally performed as a control. The results 

indicated that all three strains of bacteria demonstrated 

improved biobutanol production (1.3 folds) from detoxified 

OPF hydrolysate when compared with the ABE produced from 

the controls (non-detoxified OPF hydrolysate). As shown in 

Table 5, the butanol production from detoxified OPF 

hydrolysate using strain L2 to ferment demonstrated the highest 

improvement towards biobutanol production when compared 

with the other two isolates. The solvents and acids produced by 

the strain L2 were almost 1.77 times higher than the control 

using the same isolate and fermentation conditions. The 

maximum butanol of 2.64± 0.03 g/L and total solvent of 5.41± 

0.07 g/L were produced with a butanol productivity of 0.29×10-

3 g/L/h, being about 1.3 folds as compared with the control, in 

which only 2.04± 0.01 g/L of butanol was produced with a 

productivity of 0.21×10-3 g/L/h and total solvent of 4.63± 0.08 

g/L. This enhancement was achieved because of the reduction 

of the phenolic compound that was present in the hydrolysate, 

which could have distressed bacterial metabolisms 

Similar enhancements were observed with a relatively low 

improvement from the fermentations of detoxified OPF 

hydrolysate using strain A1. Here, the results indicated 1.23 

folds of butanol production when comparing the fermentation 

of detoxified and non-detoxified OPF hydrolysates using the 

same A1 strain. However, for C. acetobutylicum SR1, only a 

1.02-foldenhancement was observed in the biobutanol yields. 

Nevertheless, the improvement of the fermentation products, 

particularly when the detoxified OPF hydrolysate was 

fermented by strain L2, indicated that the phenolic compound 

concentration had a great negative impact on the fermentation 

media and that the isolates could better adopt a medium with a 

lower concentration of phenolic compounds than the higher 

(Khanna et al., 2019). This was further proved by the rapid 

growth of all three isolates in the media containing the 

detoxified OPF hydrolysate when compared with their growth 

in the media with non-detoxified samples. Even though folic 

acid, which is also a phenol compound, has been shown to 

stimulate bacterial metabolism during ABE fermentation, 

leading to increased butanol production (Shahryari et al., 2018), 

its effects are only efficient when present at very low 

concentrations (1-100 mg/L) in the fermentation medium 

(Mosele et al., 2015), which is far below the amount of gallic 

acid present in the OPF hydrolysate. The current study aims to 

reduce both the total and individual amounts of phenolic 

compounds. 

During the 96 hours of batch culture fermentation, it was 

observed that the acidogenic phase of most of the strains ranged 

between 12 and 24 hours of the fermentation, where acetic acid 

and butyric acid were the main products produced. The specific 

growth rates of the isolates were 0.127, 0.025, and 0.015 g/L/h 

for C. acetobutylicum SR1, L2, and A1, respectively, which 

were faster than the growth rates of the isolates in the non-

detoxified samples with 0.121, 0.019, and 0.007 g/L/h. The 

growth of these isolates was also seen in terms of their sugar 

utilization. Strain L2, which was seen to have utilized 62% of 

its sugar at a rate of 0.37 g/L/h using the non-detoxified OPF 

hydrolysate, was able to utilize 69% of its reducing sugar 

(almost 1.2 folds) at a rate of 0.31 g/L/h. This result further 

supports the suggestions made by several researchers that 

phenolic compounds not only inhibit the growth of bacteria but 

also hinder the rate of sugar utilization, ultimately reducing the 

metabolic processes of the microorganisms (Bottery et al., 

2021; Robak and Balcerek, 2018). 
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Table 5. Comparison of biobutanol production using unfiltered and partially optimized filtered OPF juices 

  

 

Parameters 

Result obtained from fermentation of ND-OPFJ and D-OPFJ Using three strains 

Strain SR1 Strain L2 Strain A1 

ND-OPFJ D-OPFJ ND-OPFJ D-OPFJ ND-OPFJ D-OPFJ 

Acetone (g/L) 0.38± 0.02 0.72± 0.05 0.92± 0.04 1.25± 0.01 2.59± 0.03 1.82± 0.04 

Butanol (g/L) 1.96± 0.04 2.01± 0.02 2.04± 0.01 2.64± 0.03 2.12± 0.05 2. 32± 0.03 

Ethanol (g/L) 2.30± 0.06 1.53± 0.05 1.67± 0.03 1.51± 0.02 1.53± 0.05 0.11± 0.23 

Total ABE (g/L) 4.58± 0.11 3.61± 0.12 4.63± 0.08 5.41± 0.07 6.44± 0.12 5.05± 0.31 

Acetic acid (g/L) 1.35± 0.04 0.18± 0.06 0.25± 0.02 1.31± 0.03 0.19± 0.06 0.23± 0.02 

Butyric acid (g/L) 2.90± 0.03 1.23± 0.01 0.90± 0.06 1.54± 0.02 1.23± 0.04 0.65± 0.06 

Total acid (g/L) 4.25± 0.07 1.42± 0.07 1.05± 0.08 2.85± 0.05 1.42± 0.10 0.89± 0.08 

Acetone productivity (g/L/h) 0.03×10-3 0.1×10-3 0.08×10-3 1.7×10-3 0.15×10-3 3.4×10-3 

Butanol productivity (g/L/h) 6.0×10-3 0.12×10-3 0.21×10-3 0.29×10-3 0.33×10-3 0.14×10-3 

Ethanol productivity (g/L/h) 10.0×10-3 0.5×10-3 1.2×10-3 20×10-3 13.0×10-3 1.2×10-3 

Acetic acid productivity (g/L/h) 0.02×10-3 0.04×10-3 0.06×10-3 0.05×10-3 0.02×10-3 0.02×10-3 

Butyric acid productivity (g/L/h) 0.6×10-3 0.13×10-3 0.08×10-3 3.2×10-3 0.08×10-3 0.09×10-3 

Overall acetone productivity (g/L/h) 0.02×10-3 0.07×10-3 0.05×10-3 0.13×10-3 0.11×10-3 0.13×10-3 

Overall butanol productivity (g/L/h) 0.04×10-3 0.09×10-3 2.1×10-3 0.15×10-3 0.21×10-3 0.13×10-3 

Overall ethanol productivity (g/L/h) 0.62×10-3 0.39×10-3 0.93×10-3 1.5×10-3 0.08×10-3 0.12×10-3 

Overall total solvent productivity (g/L/h) 0.13×10-3 0.55×10-3 0.36×10-3 3.0×10-3 0.4×10-3 0.24×10-3 

Overall acetic acid productivity (g/L/h) 0.010×10-3 0.17×10-3 0.021×10-3 0.3×10-3 0.01×10-3 0.01×10-3 

Overall butyric acid productivity (g/L/h) 0.23×10-3 0.065×10-3 0.061×10-3 2.4×10-3 0.74×10-3 0.03×10-3 

Overall total acids productivity (g/L/h) 0.24×10-3 0.182×10-3 0.082×10-3 2.7×10-3 0.75×10-3 0.042×10-3 

Initial total fermentable sugar (g/L) 47.50± 1.06 47.50± 1.06 47.50± 1.06 47.50± 1.06 47.50± 1.06 47.50± 1.06 

Final total fermentable sugar (g/L) 18.2 15.4 19.5 12.2 13.4 14.7 

Percentage of sugar consumed (%) 66.7 67.4 59.1 68.2 69.1 71.8 

Sugar utilization rate (g/L/h) 0.33 0.36 0.31 0.37 0.35 0.34 

Xmax (g/L) 0.317 0.364 1.051 1.138 0.372 0.425 

Specific growth rate (g/L/h) 0.121 0.127 0.019 0.025 0.007 0.015 

Maximum specific growth rate (h-) 0.993 0.254 0.038 0.050 0.014 0.010 

Doubling time td (h-) 1.395 2.728 0.659 0.609 1.863 1.630 

Note: ND-OPFJ = Non detoxified oil palm frond juice and D-OPFJ = detoxified oil palm frond juice 

 

3.6 Toxicity tolerance of the isolates 

The toxicity tolerance of the three tested strains during the 

fermentation using non-detoxified OPF hydrolysate is 

presented in Table 5. Strain A1 was found to produce the 

highest concentration of butanol and other solvents with a 

better production rate and faster biomass formation compared 

to strains SR1 and L2. However, after the detoxification of the 

OPF hydrolysate, the strain L2 exhibits the most significant 

improvement (1.3 folds) in the biobutanol production, biomass 

formation, and sugar utilization compared to the SR1 and A1. 

This could possibly be explained due to the differences in 

phenolic compound resistance conferred by the various 

isolates. This assertion is in agreement with the suggestions 

previously made on the response of different microbes to 

certain inhibitors, such that some inhibitors are highly 

detrimental to a particular strain while some strains resist them 

(Ezeji et al., 2007). Hence, depending on the type of inhibitor, 

concentration, and other physicochemical parameters of the 

culture medium, such as temperature and pH, the effects of a 

variety of phenolic compounds usually vary among different 

organisms and strains applied for the fermentation process. For 

example, acetates, furfural, and HMF at concentrations less 

than 1.9 g/L were reported to be less toxic to C. beijerinckii 

BA101 growth or butanol production (Nimbalkar et al., 2019), 

whereas solvent production by C. acetobutylicum was reported 

to have collapsed, particularly when the cells were in a medium 

with pH decline due to rapid accumulation of acetic and butyric 

acids (Nimbalkar et al., 2019). 

4. CONCLUSIONS 

With the increasing concerns about the low biobutanol 

production from lignocellulosic hydrolysate, it has been 

speculated that the presence of phenolic compounds could be 

responsible for the poor fermentation. Ferulic, gallic, ρ-

coumaric, and vanillic acids are known as phenolic compounds 

with a critical inhibitory effect on Gram-positive bacteria, 

especially solvent-producing Clostridia. However, the current 

research uses the resin filtration technique as a means to 

decrease the amount of these inhibitory compounds in OPF 

hydrolysate. The results of the research indicated a significant 

removal of phenolic compounds at an optimum temperature of 

50 °C and pH 6. The removal of approximately 32% of the 

phenolic compound from the hydrolysate resulted in improved 

biobutanol production and productivity, as well as decreased 

acid production that may have hindered the fermentation 

process. The impact of the detoxification process also seems to 

improve and hasten biomass formation as well as sugar 

utilization. 
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A B S T R A C T  

 

Researchers worldwide are studying thermal energy storage with phase change materials because of their 
substantial benefits in the enhancement of energy efficiency of thermal drying systems. A two-stage convective-

vacuum impulsive drying plant is a technology for the manufacturing of chemical and food products with high 

quality and low energy costs. Energy consumption during the drying process is the main indicator in terms of 
economy. In this paper, a brief and focused review of the peculiarities of TEAs with PPCMs and opportunities 

of their application in such drying systems is done and discussed. The paper described the mentioned 

manufacturing system. The advantages of paraffin wax and thermal conductivity improvement techniques were 
demonstrated for their use as heat storage materials in CVID drying units. The results of similar previous studies 

were presented. The results of the experimental studies conducted by the researchers proved that the use of heat 

accumulators with PCMs increased the overall energy efficiency of drying systems. Finally, integration of TEAs 
based on modified PPCMs in the CVID system was recommended to intensify thermal energy, reduce thermal 

influence on the main indicators of the vacuum pump during the evacuation process, and decrease production 

costs. 

https://doi.org/10.30501/jree.2023.370842.1501

1. INTRODUCTION1 

1.1. General background 

Drying is a traditional preservation technique for the 

preservation of food products and the processing of various 

chemical materials. It is a process of dehumidification from 

substances. It is a time-consuming and energy-intensive 

process (Azzouz et al., 2018; Iqbal et al., 2019). The energy 

needed to remove moisture content can be procured from 

traditional and non-traditional sources  (Aktaş et al., 2016; 

Malakar and Arora, 2022). Reliance on fossil fuels as a source 

of energy (heat) during the drying process of raw materials 

leads to major environmental problems. Currently, preserving 

the environment and finding alternative energy sources are 

among the most important issues in developing countries 

(Bahari et al., 2020; Srinivasan et al., 2021). In most industrial 

and technological processes, the operation of machines and 

devices is accompanied by the release of heat, which is poorly 

used, hence heat loss. The application of thermal accumulators 

based on phase change materials with various thermal 

performance improvement techniques works to manage the 

thermal energy in the drying system and increases the drying 
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speed, thus reducing energy costs (Ahmadi Mezjani et al., 

2022; Babapoor et al., 2015; Babapoor et al., 2022; Bahari et 

al., 2020; Srinivasan et al., 2021). In this review, a beneficial 

insight is provided on the main characteristics of PCMs with a 

focus on paraffin waxes and methods for improving thermal 

conductivity as materials for storing heat energy during thermal 

processing of raw materials to intensify the thermal energy 

consumed by a two-stage Convective-Vacuum Impulsive 

Drying (CVID) plant. The aim of this paper is to study the 

potential of thermal energy storage and recirculating stored heat 

depending on the TEAs with PPCM to be integrated in CVID 

units. 

1.2. Working principle description of convective-
vacuum impulsive drying unit 

The convective-vacuum impulsive drying plant is a two-stage 

drying technology used for the manufacturing of products with 

high quality and low energy consumption in the food and 

chemical industries (Didone and Tosello, 2016; Zubov and 

Khamitova, 2011; Nikitin et al., 2021). The first stage is the 

processing of materials using the traditional hot air convective 

dryer (Figure 1a) to remove the free moisture content from the 

external surface of the material. It involves two main processes. 

2423-7469/© 2023  The Author(s). Published by  MERC. This is an open access article under the CC BY license
(https://creativecommons.org/licenses/by/4.0/legalcode).
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The first is transfer (supply) of the thermal energy from the 

surrounding environment to the materials (solid) (5). The hot 

air heated by heater (3) to a desired temperature is provided 

using blower (1). Regulator (2) controls the flow rate of the 

supply air. The second process is the transfer of humidity from 

within the materials (removing moisture) in the drying chamber 

(7). The control panel (6) contains devices to control and 

display the main parameters of the drying process. As a result, 

it may be thought of as a simultaneous process of mass and heat 

transmission. It is worth noting that convection drying for the 

first stage can be done using a tray dryer as shown in Figure 1b. 

The second stage is the removal of bound moisture from the 

substance by means of vacuum impulsive cabinets with 

auxiliary equipment (Figure 1c). In this technology, the 

evacuation process takes place at a lower temperature and a 

higher mass transfer rate; as a result, the energy consumption 

during drying is reduced. The mechanism of action consists of 

the following periods: The first period is the heating of the 

material placed in the drying cabinet (9) through heated air by 

an electric heater (7) at a desired drying temperature. In this 

period, the temperature of substance and drying rate is constant. 

The second period is the removal of bound moisture by 

vacuumization using a liquid ring vacuum pump (LRVP) (1). 

The control panel (10) with needful controllers is used to adjust 

the parameters of the drying process. The pneumatic valves are 

employed to regulate the flow rate in air pipelines. The 

hydrodynamic valves are applied to controlling the 

indispensable working fluid for the normal operation of the 

LRVP. A chiller (5) is employed to cool the recirculated 

working fluid and to prevent liquid evaporation in the working 

cavity of LRVP. The set temperature and periods of heating and 

evacuation depend on the characteristic of products to be dried. 

The cycle is repeated until the required moisture content of the 

product is obtained. Figure 2 presents the 3D of the CVID 

system. 

  
(a) (b) 

 
(c) 

Figure 1. Schematic diagram of a two-stage drying plant (Zorin, 2019): (a) the first stage of hot air convective dryer with a suspended swirling 

layer; (b) the first stage of hot air convective tray dryer; (c) the second stage of vacuum impulsive cabinets with recirculation of working fluid of 

LRVP: 1 –  blower, 2 – air flow regulator, 3 – electric heater, 4 – heating unit, 5 – sample of material, 6 – control panel, 7 – drying chamber, 8 – 

LRVP, 9 – electric motor, 10 – gas-liquid phase separator, 11 – water circulation pump, 12 – chiller for cooling of recirculated working liquid, 13 

– water pipeline, 14 – electric heater (resistance), 15 – air pipeline, and 16 – drying cabinet. 
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Figure 2. 3D configuration of a two-stage CVID (Petrovna, 2016): 1 

– The first stage of hot air convective tray dryers, 2 – The first stage 

of vacuum impulsive cabinets with auxiliary equipment. 

 

2. THERMAL ENERGY ACCUMULATORS 

Thermal Energy Accumulators (TEAs) are units or apparatuses 

that are used to temporarily store thermal energy for use at a 

later time (Zorin, 2019). The energy demand varies with time 

according to thermal drying system requirements. This change 

can be controlled through the integration of TEAs with PCMs 

(Socaciu, 2012). The selection of TEAs for a drying plant 

depends on many factors, such as supply temperature 

requirement, economics, storage duration, heat losses, storage 

capacity, and available space (Ibrahim and Marc,  2011). There 

are two main kinds of TEAs: sensible and latent. Sensible TEA 

systems accumulate TE by modifying the temperature of the 

utilized storage medium, like soil, brine, water, rock, etc. Latent 

systems accumulate TE by phase change, e.g., the storage of 

heat through melting paraffin waxes and cold storage water/ice. 

In addition, TAs can be performed through chemical reactions 

(Abedin, 2011; Socaciu, 2012). Figure 3 illustrates the 

categories of TEA units  (Sarbu and Sebarchievici, 2018). 

2.1. Phase change materials 

PCMs are latent heat storage materials that have been used in 

many thermal applications due to their thermo-physical 

peculiarities (Du et al., 2018). Heat is mostly accumulated 

during the phase change process and is directly connected to 

the substance's latent heat. The application of TEAs with PCMs 

is considered an efficient and desirable technology because 

they provide isothermal and high thermal energy storage (Sarbu 

and Sebarchievici, 2018). PCMs are classified into several 

types, as shown in Figure 4. TEAs with PCMs typically involve 

three stages: charging, storing, and discharging. They are a 

reliable technology dependent on the storage of latent heat 

energy (Mondal, 2008), where PCM absorbs or releases heat 

with time during the charging and discharging process (phase 

change period), with a high heat of fusion (Ghoneim, 1989; 

Morrison, 1978), as shown in Figure 5. 

 

Figure 3. Classifications of the thermal energy accumulator regimes 

(Sarbu and Sebarchievici, 2018). 

 

 

Figure 4. Classifications of PCMs (Sarbu and Sebarchievici, 2018). 

 

Figure 5. Regime representation TEAs-PCMs, cycle of charging, 

storing and discharging in case of cooling and heating (Du et al., 

2018). 

The amount of stored sensible heat depends on the average 

specific heat of the medium, the quantity of storage material, 

and the temperature change. The sensible heat for various 

materials can be calculated as follows (Kumar and Shukla, 

2015): 

( )
f

i

T

s p p f i
T

Q c m dT c m T T= = −                                                 (1) 
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where Qs is the amount of sensible heat stored in, J; cp is the 

specific heat of the materials, J/kg.°C; Tf, Ti are the final and 

initial temperatures, °C. The accumulated latent heat via PCMs 

can be calculated using the following equation (Kumar and 

Shukla, 2015): 

m f

i m

T T

LHS PCM ps PCM hf PCM pl
T T

Q m c dT m q m c dT= + +                         (2) 

( ) ( )LHS PCM ps m i hf pl f m
Q m c T T q c T T = − + + −                            (3) 

 where mPCM is the mass of PCM medium, kg; Tm is the melting 

temperature, °C; cpl is the average specific heat of the liquid 

phase between Tm and Tf, J/(kg·K); qhf is the latent heat of 

fusion (J/kg) at the temperature of phase change Tpc; cps is the 

average specific heat of the solid phase between Ti and Tm, 

kJ/(kg·K). The reported advantages and disadvantages for 

several PCMs are tabulated in Table 1 (Pahamli and Valipour, 

2021). In thermal energy storage applications, paraffins, fatty 

acids, and hydrated salts are the most common widespread used 

materials (Sarbu and Sebarchievici, 2018). Ice water is 

frequently utilized in cold storage, as well (Sarbu and 

Sebarchievici, 2018). The important thermophysical properties 

of some indispensable PCMs are presented in Table 2. 

2.2 Paraffins as latent PCMs 

2.2.1. General overview 

Among many types of PCMs currently available, paraffin 

waxes have been used in many types of thermal applications. 

They belong to groups of organic PCMs with greater 

processing options than the other types illustrated in Figure 4. 

Furthermore, because of their widespread accessibility, safe 

operation, and low cost, they are a remarkable choice to 

enhance the thermal efficiency of the drying system (Srinivasan 

et al., 2021). Paraffin is a hydrocarbon combination and is 

derived basically from waste products of the petroleum. 

Depending on the number of carbon atoms, the state of the 

phase is distinguished. They are in a gaseous state under room 

conditions with a number of carbon atoms ranging from 1 to 4 

and carbon atoms from 5 to 17 being in a liquid state and waxes 

with a number of carbon atoms more than 17 (Al-yasiri, 2021). 

Typical paraffin properties are listed in Table 3. Figure 6 

presents the appearance of paraffin available in local markets. 
 

Table 3. General properties related to paraffins (Hamad, 2021). 

Property Liquid phase Solid phase 

Boiling point > 370 °C  

Melting 

temperature 

57 °C 57 °C 

Thermal 

conductivity 

0.25 W/m °C 0.23 W/m °C 

Specific heat 

capacity 

1.6 kJ/kg °C 2 kJ/kg °C 

Latent Heat of 

Fusion 

2.1 kJ/kg °C  

Chemical formula CnH2n+2 

Appearance 

According to source of paraffin and 

composition 

 

Figure 6. Appearance of paraffin wax (Al-yasiri, 2021). 

 

 

Table 1. Advantages and disadvantages of PCMs (Pahamli and Valipour, 2021). 

Indicator Organic Material Inorganic Material Eutectic Material 

Advantages 

- Good chemical and thermal stability, 

- Non-corrosive, 

- Low vapor pressure, 

- No supercooling, 

- High heat of fusion, 

- Nontoxic. 

- Inexpensive, 

- Nonflammable, 

- Good thermal conductivity, 

- High heat of fusion. 

- Wide range of phase change 

temperature, 

- Good chemical and thermal 

stability, 

- High heat capacity, 

- No or little supercooling. 

Disadvantages 

- Low thermal conductivity, 

- Low phase change enthalpy, 

- High changes in volumes during the phase 

transition. 

- Corrosion, 

- Phase decomposition, 

- High supercooling effect, 

- Loss of hydrate throughout the 

process, 

- Insufficient thermal stability, 

- Weight problem. 

- Leakage during the phase 

transition, 

- Low thermal conductivity. 

 

Table 2. Properties of the main PCMs (Sarbu and Sebarchievici, 2018). 

PCM Melting enthalpy (kJ/kg) Melting Temperature (°C) Density (g/cm3) 

Ice 333 0 0.92 

Na-acetate trihidrate 250 58 1.30 

Paraffin 150 - 240 - 5 - 120 0.77 

Erytritol 340 118 1.30 
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Figure 7. TC enhancement methods of paraffin PCM. 

 

2.2.2. Thermal conductivity enhancement techniques 
of paraffin 

Despite the many advantages of paraffin such as no sub-

cooling, non-toxic, low-cost, high latent heat, eco-friendly, 

non-corrosive, and chemical stability (Sharma et al., 2009), 

they are renowned for their poor thermal conductivity (TC), 

causing melting and solidification to take longer and have an 

influence on thermal performance of convective and TVID 

plant. Five known methods exist to improve the TC of paraffin, 

as shown in Figure 7. Recently, nanoparticles (NPs) have been 

used to increase the TC of paraffin. In this regard, many studies 

have been conducted in depth and the results are attractive 

(Wang et al., 2019; Zhang, 2020). The use of NPs with paraffin 

activates the charging and discharging time, which is positively 

reflected on the thermal system performance. Modified paraffin 

by NPs is manufactured in the same way as nanofluids (Al-

yasiri et al., 2021; Sundar et al., 2017). Figure 8 shows the 

manufacturing stages of PPCM-NPs. The other method is to use 

expanded graphite (EG) as a supplement material with paraffin 

to increase the TC (Kenisarin et al., 2019). It is a novel 

approach to improving the TC of paraffin. As the mass fraction 

of EG increases, the TC of paraffin increases (Zhang et al., 

2020). The steps of PPCM-EG are shown in Figure 9. Metallic 

foam is another important way to improve the TC of PPCM. 

High TC of the base materials makes metallic foams an 

excellent choice. Moreover, their better properties, such as 

long-term stability and lower density, make them preferred 

over NPs (Qureshi et al., 2018). The effectiveness of metallic 

foams is determined by the density of the pores, the size of the 

pores, and the type of foam material (Tauseef-ur- Rehman, 

2018). Figure. 10 illustrates the stages of preparation. The TC 

of PPCM can considerably improve by encapsulating it in 

finned containers (internal and/or external fins). This 

technology is a cost-effective solution that has demonstrated 

significant improvement when used with high-TC materials 

like stainless steel aluminum, and copper. Fins speed up the 

melting and solidification processes, reducing the time required 

to complete the cycle. Different characteristics of fins, such as 

size, type, spacing, and the number of fins, affect the thermal 

performance of PPCM (Shehzad et al., 2021; Zayed et al., 

2020). The different shapes and designs of the fins utilized for 

the PPCM TC improvement are shown in Figure. 11. 

 

Figure 8. Preparation steps of PPCM-NPs (Mohammad et al., 2019). 
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Figure 9. PPCM-EG preparation steps (Karthik et al., 2017). 

 

Figure 10. Preparation of PPCM-metal foam (Xiao et al., 2013). 

 

 

Figure 11. Various types of TEAs/containers encapsulated with external and internal fins (Al-yasiri, 2021; Wu et al., 2021). 
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3. RECENT RELEVANT STUDIES AND EXPERIMENTS 

In connection with the topic of the current article, this section 

presents and discusses the reported investigations. Due to the 

large volume of published research on the use of TEAs with 

PCMs in drying systems, this review focuses on the relevant 

and strong works published in recent years. Hamad, 2021, were 

applied PCMs to solar air drying and air conditioning systems 

for energy saving. An experimental setup was developed to 

investigate two PCMs: paraffin wax and RT-42 in different 

locations. The findings showed a considerable increase in 

energy saving. For the first PCM1 (paraffin wax) and PCM2 

(RT-42), complete melting occurred during the charging cycle 

at temperatures of 57-60°C as well as 38-43°C. When two 

PCMs were used, the overall energy saving was higher by 

around 29.5% and 46.7% than the application of PCM1 and 

PCM2, respectively. Poonia et al., 2022, investigated a solar 

dryer with and without PCMs to dry arid fruits. They employed 

an experimental approach to test the use of polyethylene glycol 

(PEG) 600 as a heat storage material during drying. The results 

revealed that the moisture content of the product decreased 

from 80% to 22% in seven days in the case of PCM and in 9 

days without PCM. In date palm fruit, MC was reduced from 

65 to 20% in 6 and 8 days with and without PCM, respectively. 

The thermal efficiency was 18% with PCM compared to 15% 

without PCM. Mahdavi Nejad, 2020, studied the drying process 

of paper with PCM. The drying efficiency was enhanced by 

about 45%. Bhardwaj et al., 2021, evaluated the thermal 

performance of the solar dryer using PCM. They used paraffin 

RT-42 as PCM during the experimental test. The outcome of 

study indicated that the products were dehydrated to a value of 

9% from preliminary MC of 89% and it took 120 (216) hours 

with (without) use of PCM. The mean values of the exergy and 

energy efficiencies of the SAC without (with) PCM were 

calculated to be 0.14 (0.81%) and 9.8 (26.2%)%, respectively. 

Rodionov et al, 2020, integrated TEA-based PCMs to enhance 

the energy efficiency of a two-stage combined vacuum 

impulsive drying for plant materials. They introduced nano 

modified PPCM as a material to store the heat during their 

experimental studies. Utilized TEAs reduced electricity losses 

by 20%-25%. In this regard, they (Zorin et al, 2019), were 

awarded a patent. 

4. CONCLUSION AND FUTURE PERSPECTIVE 

This study investigated the application characteristics of TAs 

with PPCM and thermal conductivity improvement techniques 

to be used in the CVID unit. From the results of previously 

reported studies, the following conclusions can be derived. 

1. The use of TEAs with PPCM is a successful method to 

reduce the time consumed in the drying process of materials in 

CVID system ; 

2. The design of TEAs based on PCMs is a complex issue when 

inserted in such systems; 

3. Paraffin waxes are most commonly used as a heat storage 

material. Their main disadvantage lies in the low thermal 

conductivity ; 

4. Many techniques for improving the thermal conductivity of 

PPCM are reported in the literatures. A cost-effective method 

is encapsulating it in finned containers (internal and/or external 

fins). 

Currently, work is underway to use TEAs based on paraffin 

waxes or modified paraffin as a heat storage material/cooler 

and temperature regulation in a CVID technology. Considering 

the characteristics of TEAs with PPCMs presented in this 

paper, it is recommended to design liquid ring vacuum pumps 

units with integration of TEAs with PPCMs to prevent the 

deformation of form of liquid ring (evaporation of liquid) in the 

working cavity during their use in heat and mass transfer 

devices/processes such as drying and evaporation. Studies such 

as suitable design of TEAs and the possibility of recirculation 

of stored heat are candidate. 
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NOMENCLATURE 

PCM/ PCMs Phase change material/ materials 

TEA/TEAs Thermal energy accumulator/ accumulators 
CVID Convective-vacuum impulsive drying 
TE Thermal energy 
TC Thermal conductivity 
NPs Nanoparticles 
PPCM Paraffin phase change materials 
EG Expanded graphite 
LRVP liquid ring vacuum pump 
TVID Thermo-vacuum impulsive drying 
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A B S T R A C T  

 

The output power of a Solar Photovoltaic (SPV) plant depends mainly on the solar irradiance on the photovoltaic 

(PV) modules. Therefore, short-term variations in solar irradiance cause variations in the output power of solar 
power plants, making solar photovoltaic grid integration unstable. Solar irradiance variations mainly occur due 

to the weather conditions of a given location, especially the movement of clouds and seasonal effects. 

Consequently, assessing the variability of solar irradiance over the course of a year is essential to identify the 
extent of these variations. Geographical dispersion and cloud enhancement are two important factors affecting 

output power variations in a PV plant. Geographical dispersion reduces such variations, while cloud 

enhancement increases them. This study utilizes two ground station-based solar Global Horizontal Irradiance 
(GHI) datasets to assess the viability of solar irradiance in the Chittagong division of Bangladesh. The analysis 

reveals a significant number of days with high short-term solar irradiance variation. In addition to solar 

irradiance, the frequency and voltage at the interconnection point are important for safe grid integration. It was 

observed that the grid frequency exceeded the range specified by the International Electrotechnical Commission 

(IEC), but remained within the grid code range of Bangladesh. Grid voltage variation at the interconnection 

substation was found to be within the standard range during the daytime, but low voltage was observed at the 
grid level during the rest period. Therefore, it is crucial to implement necessary preventive measures to reduce 

short-term variations for the safe grid integration of large-scale variable SPV plants. 

https://doi.org/10.30501/jree.2023.377735.1522 

1. INTRODUCTION1 

Global irradiance, a summation of direct irradiance and 

diffuse irradiance (including reflected irradiances), depends 

on the wind speed and cloud patterns that are the driving 

forces of variations of solar power (Blanc et al., 2014; Järvelä 

et al., 2020; Keeratimahat et al., 2019). Solar photovoltaic 

systems collect energy from the sun in a spatial dimension 

(Jazayeri et al., 2017). Therefore, it is important to understand 

the amount of variability of solar irradiance in the area with 

solar power systems. Variable Renewable Energy (VRE) 

adaptation capability of the electricity network depends on the 

amount of variability of the output power of the Solar 

Photovoltaic (SPV) plant. The movement of the cloud creates 

shadows on the Photovoltaic (PV) modules and changes the 

incidence of solar irradiance (Ahmed et al., 2020). The output 

of the PV system varies accordingly and provides a great 

effect on the integrated electric system (Tahir & Asim, 2018). 

For example, the Teknaf 20MW Solar plant, connected to a 

33kV distribution substation of Cox’s Bazar Palli Bidyut 

Somity of Bangladesh, faced unexpected shutdown due to 

protection sensitivity, long distribution line faults, and 

dynamic change of load flow. The maximum load of the 

Teknaf area was around 25MW and connected to the Cox’s 

 
*Corresponding Author’s Email: iftekhar@iat.buet.ac.bd (I. U. Bhuiyan) 
URL: https://www.jree.ir/article_171371.html 

Bazar grid substation through a 33kV 80km long transmission 

line (Kainat et al., 2021).  

Geographical dispersion and cloud enhancement are two 

important factors. The geographic dispersion of solar-

photovoltaic panels reduces variability in energy production. 

In the study of geographic dispersion, Van Haaren et al 

characterized the variability in power output of six 

photovoltaic plants based on minute-averaged radiation data 

from each plant and the output from 390 inverters. They found 

maximum ramp rates of 0.7, 0.58, 0.53, and 0.43 times the 

plant’s capacity for 5, 21, 48, and 80 MW AC plants, 

respectively, due to geographical dispersion. The study was 

conducted by simulating a step-by-step increase in the plant 

size at the same location (Van Haaren et al., 2014). On the 

other hand, the Cloud Enhancement (CE) or over-irradiance 

or irradiance enhancement can exceed the expected clear sky 

irradiance value during partly cloudy days. The CE 

phenomenon can be observed all around the world, but the 

amount may vary from place to place. Järvelä et al. (Järvelä 

et al., 2020) measured solar irradiance on such days that might 

be increased up to 1.5 times the clear weather days for some 

time. The output power fluctuation of the SPV power plant 

increases due to CE. 

2423-7469/© 2023  The Author(s). Published by  MERC. This is an open access article under the CC BY license
(https://creativecommons.org/licenses/by/4.0/legalcode).
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Variation in the amount of solar irradiance depends on the 

location-specific weather status and cloud pattern of that 

place (Sengupta et al., 2018). Solar research focuses on 

understanding historical solar resource patterns and making 

future predictions, both of which are needed to support 

reliable power system operations (Sivaneasan et al., 2017). As 

solar technologies mature, more and increasingly larger solar 

energy systems are installed across the country (Shuvho et al., 

2019). Financing these systems requires assurance that they 

will produce the energy predicted through performance 

models (Boopathi et al., 2021; Van Haaren et al., 2014). 

Failing to meet the minimum energy performance 

requirements can result in financial penalties, requiring 

expensive risk mitigation measures. Accurate solar irradiance 

data sets include the foundation of a successful performance 

model and are critical in reducing the expense associated with 

mitigating this performance risk (Denholm & Margolis, 2007; 

Karthikeyan & Janarthanan, 2017). Those data are available 

from Satellite and Ground station-based sources (Choi et al., 

2019; Zhang et al., 2017). Ground station-based solar 

irradiation data is more reliable than Satellite source-based 

solar irradiation data (Carmona et al., 2018; Wei, 2017). 

Pyranometer, Pyrheliometer, and sun-tracker are used in 

ground station-based solar radiation measurement stations 

(Jamil & Akhtar, 2017). 

This paper aims to highlight the challenges concerning the 

grid integration of the SPV plant, especially analyzing the 

variation of solar irradiance in Bangladesh. To this end, the 

following issues are to be addressed:  

a) Grid reliability parameters like frequency variation 

and voltage variation in a nearest SPV plant have 

been assessed to identify the interconnection 

aspects; 

b) Daily solar irradiance scenario has been assessed for 

a year for two case study sites to understand the 

seasonal effect and variation patterns in a day; 

c) Basic comparative analysis of daily solar irradiance 

data between two sites is conducted. 

Solar irradiance studies concerning the safe grid integration of 

solar photovoltaic power plants are very scarce in Bangladesh, 

although numerous SPV plants are established in different 

divisions of the country. In this regard, the paper is organized 

in the following manners: the first section describes the need 

for the research, objectives, and approach. The second section 

describes the case study site and data source; the third section 

describes the research methodology in detail; the fourth section 

presents the important findings and discussion according to the 

research methodology. Section 5 discusses the comparative 

scenario between the two case study sites. The sixth section 

discusses the research findings, recommendations, and further 

research opportunities. 

2. DATA 

2.1. Kaptai 7.4MW Solar Power Plant 

The Kaptai 7.4MW Solar Power Plant is located beside the 

Kaptai hydroelectric dam at the Rangamati district of 

Chittagong division, Bangladesh. The plant achieved 

commercial operation on 28 May, 2019 and was the 4th utility-

scale solar park installed in Bangladesh (Annual Report 2019-

2020 of SREDA, 2020). It is operated by the Bangladesh Power 

Development Board (BPDB), a state-owned power generation 

and distribution utility in Bangladesh. The latitude and 

longitude of the site were 22.491945 and 92.227349, 

respectively. The solar irradiance data were recorded by a 

pyranometer and datalogger at the mentioned solar plant. 

Calibrated pyranometers were used at the site. The recorded 

Global Horizontal Irradiance (GHI) data were used for 

understanding the solar insolation status of that place. The data 

averaging frequency was 10 minutes and the unit was in W/m2. 

Since the less precise time-scale solar irradiance data were not 

available in that solar power plant, the mentioned data were 

obtained for this variation analysis.  

2.2. National Solar Radiation Resource Assessment 

Station, Chittagong 

The Sustainable and Renewable Energy Development 

Authority (SREDA), the nodal agency of Bangladesh aiming to 

promote Renewable Energy and Energy Efficiency in the 

country, has installed eight solar radiation resource 

measurement stations in different locations of Bangladesh 

under a Global Environment Facility (GEF) funded project 

‘Sustainable Renewable Energy Power Generation 

(SREPGen)’. Locations of the solar resource monitoring sites 

are Rangpur (Begum Rokeya University, Rangpur), Rajshahi 

(Rajshahi University of Engineering and Technology), 

Mymensingh (Bangladesh Agricultural University), Sylhet 

(Shahjalal University of Science and Technology), Kushtia 

(Kushita Police Line), Khulna (Khulna University), Patuakhali 

(Patuakhali Science & Technology University), and Chittagong 

(Chittagong University of Engineering and Technology). The 

resource monitoring stations of Rajshahi and Patuakhali have 

advanced facilities including Pyrheliometer and sun tracker 

systems. Most of the stations are located at public universities 

in different regions of Bangladesh. Out of these eight solar 

radiation resource measurement stations, the Chittagong 

division’s site is located at the Chittagong University of 

Engineering of Technology (CUET) campus, Raojan, 

Chittagong. The latitude and longitude of the site are 22.463998 

and 91.973298, respectively. Global Horizontal Irradiance 

(GHI), Diffuse Horizontal Irradiance, and some weather data 

were recorded at a resource monitoring station. Only GHI data 

was used in this study to understand the variation analysis. This 

data was recorded by a Class-A calibrated pyranometer and its 

brand name was Kipp&Zonen. The data sampling frequency 

was 10 seconds and averaging frequency was 4 minutes. The 

maximum, minimum, and standard deviations of GHI data also 

were present with the average GHI data exhibiting a more 

precise scenario of solar irradiance variation. The locations of 

the selected sites are shown in Figure 1.
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Figure 1. Location of the selected case study sites for irradiation 

assessment (Customized Bangladesh Map - Google My Maps, n.d.). 

Figure 1 observes that the two sites are very close to each other, 

located in the Chittagong division of Bangladesh. According to 

the satellite-based solar irradiation data, developed by the 

Global Solar Atlas, a joint study of SOLARGIS, ESMAP, and 

the World Bank Group observed that the Chittagong division 

had the highest solar insolation among the other divisions’ solar 

insolation in Bangladesh (Global Solar Atlas, n.d.). Most of the 

publicly published solar irradiation data are very good for 

expected energy calculation but not suitable for analysis of the 

VRE integration aspect due to the unavailability of less-than-

minute time interval raw data on an open-source basis. 

3. METHODOLOGY 

The weather condition of any location varies from time to time 

due to seasonal changes, because the relative position between 

the sun and earth varies every day due to the change of 

declination angle and distance between them. There are 

summer solstice, winter solstice, and two equinoxes in a year. 

The weather conditions, especially clouds, and their patterns 

are different in different months due to several effects including 

the seasonal effect. Therefore, at least a whole year’s data is 

needed to be taken under consideration for variability analysis 

of solar irradiance of any location. 

The two nearest sites in Bangladesh have been selected for this 

analysis. The solar irradiance data (time series GHI data) of the 

Kaptai 7.4MW Solar Power Plant were recorded by a calibrated 

pyranometer and datalogger, as shown in Figure 2. The data 

averaging frequency was 10 minutes. Global Horizontal 

Irradiance (GHI) data of the CUET station were recorded by 

Class-A calibrated pyranometer (brand name: Kipp&Zonen). 

The data sampling frequency was 10 seconds and averaging 

frequency was 4 minutes. Collected daily time series solar GHI 

data were plotted to identify the daily irradiance status using 

MATLAB software, where the data unit is in W/m2.  

 

Figure 2. Data recording process. 

The pyranometer mentioned in Figure 2 is a sensor device that 

senses solar irradiance and gives an output value in W/m2 to the 

data logger through a digital communication protocol RS-485. 

Similarly, some other related sensors are connected with a 

datalogger to measure some related parameters like wind speed, 

wind direction, temperature, humidity, etc. A 4G-enabled sim 

card was connected to a data logger and the datalogger was 

sending the recorded data to the remote server through File 

Transfer Protocol (FTP). More than two power sources were 

connected to the datalogger to get interruption-free operation of 

solar irradiance data logging and transfer.  

Voltage and frequency data were collected from Teknaf 20MW 

Solar Power Plant, located at Teknaf, Cox’s Bazar, Bangladesh. 

Those data were recorded by an energy meter tested and 

installed by the power offtaker utility, Bangladesh Power 

Development Board (BPDB). Some voltage data of related 

33/11kV substation and grid substation were collected from the 

respective utility recorded data. The distribution grid level data 

provider was Cox’s Bazar Palli Bidyut Somity (PBS) and grid 

voltage level data were collected from the data published on the 

Power Grid Company of Bangladesh (PGCB) website.  

Figure 3 represents the daily solar irradiance status of the 

National Solar Radiation Resource Assessment (NSRRA) 

Chittagong station of Bangladesh where the Y-axis represents 

the solar irradiance and the X-axis represents the number of 

records with 4-minute-interval averaging data. The data 

sampling was 10 seconds. The mean, max, min, and standard 

deviation data were plotted to understand the solar irradiance 

variation, whereas max, min, and standard deviation data gave 

more confidence about the variation of solar irradiance.  

The daily solar irradiance data were plotted and their status was 

classified into four categories in the current study: Washout 

Days, High Variability Days, Low Variability Days, and Clear 

Days. The days on which maximum solar irradiance is limited 

to 300 W/m2 were classified as Washout days in this study. The 

days on which maximum solar irradiance is greater than 800 

W/m2 but so many ramp-ups and ramp-down events occur in 

those days with high ramp level (more than 400 W/m2) were 

defined as High Variability days. The more solar irradiance 

ramping gave more deep blue plots that help categorization, as 

mentioned above. If we expand a daily summary plot, then it 

will look like the following in Figure 3. If we compact this 

figure on X-axis, so many dark vertical lines will be observed. 

The Low Variability days are similar, but the ramp level and 

the number of ramps per day are comparatively lower, at least 

one-third of the high variability days at the reference level. 

Clear weather days are defined, where daily short-term 

variations are negligible and non-cloudy days. 
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Figure 3. Daily solar irradiance with high solar ramping. 

Given that we recognize the full-year solar ramping status, 

monthly summarized data are plotted in the result and 

discussion section to get the solar irradiance variation status 

using approximate daily classifications. Finally, monthly and 

yearly summary tables and bar charts are presented. This 

regional short-term variation analysis of solar irradiance is 

helpful to understand the requirement of ramp management 

support for safe integration of high VRE penetration into the 

grid. 

 

4. RESULTS AND DISCUSSION 

4.1. Voltage-frequency Status of an Interconnection Point 

The variable renewable energy resources like solar irradiance 

are responsible for the variation of the output power of SPV 

plants, creating an effect in the interconnection area of the 

utility network. The utility network itself is subject to some 

variation due to its instantaneous demand-supply management. 

The voltage and frequency of the interconnection point have 

also a key role to play in this regard. Therefore, it is important 

to understand the real scenario of those parameters. Some of 

those data were collected from Teknaf 20MW Solar Power 

Plant, located at Teknaf, Cox’s Bazar, Bangladesh. 

 

4.1.1. Voltage records at Teknaf solar power plant 

This 20-MW solar park is connected to a 33kV distribution 

substation operated by the Palli Bidyut Somity (PBS) of Cox’s 

Bazar of the Bangladesh Rural Electrification Board (BREB). 

Data were collected from Teknaf Solartech Energy Limited 

(TSEL), the operating subsidiary of Joules Power Limited 

(JPL). The finding on the 33kV grid voltage on the plant side is 

given below.  

 

Figure 4. 33kV grid voltage at Teknaf 20MW Solar Plant; Data 

source: TSEL. 

Figure 4 shows the 33kV grid voltage at Teknaf 20MW Solar 

Plant for 2 months, March-April 2019. These two months were 

selected as a sample among 12 months when electricity feeders 

were loaded with cooling loads. The grid voltage of the daytime 

was observed between 33kV and 28kV, which is within the -

15% range. In the rest of the time of the month, the low voltage 

was observed at the grid level. The collected data were recorded 

at the energy meter of the Teknaf 20MW Solar Power plant. A 

sample of the daily voltage profile among these 2 months (4 

April) at the plant level is shown in Figure 5 below. 

 

Figure 5. Grid voltage observed at Teknaf 20MW solar plant, 04 

April 2019; Data source: TSEL. 

 

According to Figure 5, grid voltage goes down beyond the 

standard level when the contribution of the Teknaf 20MW solar 

power plant is less or absent. The voltage fluctuates due to the 

amount of solar power generation and the load of the consumer 

in that area. Load change did not occur very quickly and 

frequently in a substation or feeder, but solar power generation 

changes very fast with the rapid change of solar irradiance with 

the time domain.  

4.1.2 Frequency records at Teknaf solar power plant 

After projecting the voltage data of the TSEL interconnection 

point, the recorded grid frequency data for the same period at 

Teknaf 20MW solar power plant is projected in Figure 6 below. 
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Figure 6. Grid frequency recorded at Teknaf 20MW solar power 

plant; Data source: TSEL. 

According to the standard of the International Electrotechnical 

Commission IEC 61727, the utility frequency needs to be 

maintained within ±2% (1 Hz) for safe and continuous 

operation of the Solar Power Plant (IEC 61727:2004 | IEC 

Webstore | Invertor, Smart City, LVDC, n.d.). However, this 

limit ranges from 47.5 Hz to 51.5 Hz in the grid code of 

Bangladesh, which is wider than the IEC range (Bangladesh 

Energy Regulatory Commission (Electricity Grid Code) 

Regulations, 2019, 2020). According to Figure 6, the frequency 

variation remains often within the IEC range, but it crosses the 

IEC range, sometimes. The operating frequency range of the 

Bangladesh Grid Code is wider than the IEC range and this 

variation is always within the grid code range. Grid-tied solar 

inverters are capable to maintain this frequency variation. The 

plant operator informed us that Solar Plants frequency settings 

of the Teknaf 20 MW solar plant were modified after reviewing 

the interconnection problem (Kainat et al., 2021). 

4.2 Solar Irradiance Data at Kaptai 7.4MW Solar Power 

Plant 

According to the data recording procedure mentioned in the 

methodology, the time series solar irradiance data of the Kaptai 

7.4MW Solar power plant were recorded into the data logger 

and remote server. The data quality was checked before using 

the collected solar irradiance data set. The solar GHI data of the 

Kaptai 7.4MW solar power plant were plotted on the monthly 

basis and observed in the daily condition as classified. Monthly 

plotted figures are given below:  

4.2.1. Solar irradiance observed in October 2019 

 

Figure 7. GHI Data of Kaptai, October 2019. 

 

Solar irradiance observed in the Kaptai 7.4MW solar power 

plant for the entire month of October 2019 is represented by a 

single line in Figure 7. The figure reveals clear weather days 

when solar ramping was not present. Some days look deep blue 

with different levels on Y-axis. Those were partly cloudy days 

and solar irradiance variation was present. More deep blue 

represents more ramping on that day. A ramping level can be 

identified by the height of the deep blue lines. Some full cloudy 

days are also present where the peak irradiance of those days is 

less than 300 W/m2. Therefore, according to the mentioned 

initial screening, around 50% of days are high solar resource 

variability, 3 days are washouts, and the rest are clear weather 

days. The highest solar irradiance level is around 1000 W/m2, 

while the lowest is around 250 W/m2. 

 

4.2.2. Solar irradiance observed in November 2019 

 

Figure 8: GHI Data of Kaptai, November 2019. 

Figure 8 shows that most of the days of November 2019 are 

clear weather days except variability-containing days. The 

highest solar irradiance level is around 950 W/m2, while the 

lowest is around 580 W/m2. 

 

4.2.3. Solar irradiance observed in December 2019 

 

Figure 9: GHI Data of Kaptai, December 2019. 

According to Figure 9, most of the days are clear weather days 

except for a few variability-containing days. The highest solar 

irradiance level is around 950 W/m2, while the lowest is around 

650 W/m2. 
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4.2.4. Solar irradiance observed in January 2020 

 

Figure 10. GHI Data of Kaptai, January 2020. 

Figure 10 shows solar irradiance observed in January 2020. 

According to Figure 10, it is observed that most of the days are 

clear weather days except for a few variability-containing days 

and washout days. The highest solar irradiance level is around 

850 W/m2, while the lowest is around 350 W/m2. 

 

4.2.5. Solar irradiance observed in February 2020 

 

Figure 11. GHI Data of Kaptai, February 2020. 

Figure 11 reveals that most of the days of February 2020 were 

clear weather days except few variability-containing days and 

washout days. Here the number of variability/washout days is 

lower than the previous figures. The highest solar irradiance 

level is around 830 W/m2, while the lowest is around 300 W/m2. 

4.2.6. Solar irradiance observed in March 2020 

 

Figure 12. GHI Data of Kaptai, March 2020. 

According to Figure 12, solar irradiance is observed to be clear 

weather days in March 2020 except few variability-containing 

days and washout days. The highest solar irradiance level is 

around 900 W/m2, while the lowest is around 250 W/m2. 

4.2.7. Solar irradiance observed in April 2020 

 

Figure 13. GHI Data of Kaptai, April 2020. 

Figure 13 reveals that the number of high solar resource 

variable days is more than 50%, a few are washout days and the 

rest are clear weather days. It is observed that clear weather 

days are decreasing and variability days are increasing as 

compared to the previous months. The highest solar irradiance 

level is around 1150 W/m2, while the lowest is around 150 

W/m2. The cloud enhancement is observed during the highest 

solar irradiance-containing day.  

 

4.2.8. Solar irradiance observed in May 2020 

 

Figure 14. GHI Data of Kaptai, May 2020. 

According to Figure 14, the number of clear weather days is 

quite small in May 2020. Most of the days are high solar 

resource variables, while few are washout days. The highest 

solar irradiance level is around 1100 W/m2, while the lowest is 

around 200 W/m2. The cloud enhancement is observed in a few 

days.  

 

4.2.9. Solar irradiance observed in June 2020 

 

Figure 15. GHI Data of Kaptai, June 2020.
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According to Figure 15, all days are high solar resource 

variables except a few washout days. There is no clear weather 

day. The highest solar irradiance level is around 1100 W/m2, 

while the lowest is around 150 W/m2. Cloud enhancement is 

observed on many days this month.  

 

4.2.10. Solar irradiance observed in July 2020 

 

Figure 16. GHI Data of Kaptai, July 2020. 

According to Figure 16, all days of July 2020 are high solar 

resource variables except a few washout days. There is no clear 

weather day. The highest solar irradiance level is around 1200 

W/m2, while the lowest is around 400 W/m2. Cloud 

enhancement is observed on many days this month. 

4.2.11. Solar irradiance observed in August 2020 

 

Figure 17. GHI Data of Kaptai, August 2020. 

According to Figure 17, all days of August 2020 are high solar 

resource variables except a few washout days. There is no clear 

weather day. The highest solar irradiance level is around 1200 

W/m2, while the lowest is around 450 W/m2. This month, cloud 

enhancement is observed on many days. 

4.2.12. Solar irradiance observed in September2020 

 

Figure 18. GHI Data of Kaptai, September 2020. 

According to Figure 18, most of the days are high solar resource 

variable days; a few are washout days and the number of clear 

weather days is less than five. The highest solar irradiance level 

is around 1150 W/m2, while the lowest is around 400 W/m2. 

Cloud enhancement is observed on many days of this month, as 

well. 

 

4.2.13. Solar irradiance observed for a year 

The daily irradiance status summary is shown below in based 

on the above one-year solar irradiance data assessment of the 

Kaptai 7.5MW Solar Power Plant. 

From, it is observed that only 105 days (29%) in a year are clear 

weather days, whereas 188 days (51%) are high solar resource 

variable days. Only 40 days (11%) are low variability days and 

33 days (9%) are washout days. Given that the high solar 

resource variability days of a year are more than 50%, it is 

important to take necessary preventive measures to minimize 

the output power variation of solar power plants for safe grid 

integration and high PV penetration, because the output power 

of the SPV plant is proportional to the input solar irradiance. 

This output power variation needs to be addressed by the 

alternative support system connected to the grid and nearest to 

the interconnection areas. Washout days, high variability days, 

low variability days, and clear days for a year are shown in 

Figure 19  as a monthly bar chart. 

Table 1. Yearly status of solar irradiance at Kaptai, Chittagong, 

Bangladesh. 

Month 
Total 

Days 

Washout 

Days 

High 
Variability 

 Days 

Low 
Variability 

Days 

Clear 

Days 

JAN 2020 31 3 4 4 20 

FEB 2020 29 2 4 3 20 

MAR 

2020 
31 3 9 8 11 

APR 2020 30 2 17 8 3 

MAY 

2020 
31 1 22 3 5 

JUN 2020 30 3 27 0 0 

JUL 2020 31 6 23 0 2 

AUG 2020 31 6 22 3 0 

SEP 2020 30 3 22 3 2 

OCT 

2019* 
31 2 17 4 8 

NOV 

2019* 
30 1 11 2 16 

DEC 

2019* 
31 1 10 2 18 

Total 366 33 188 40 105 

Percentage  9% 51% 11% 29% 

* Due to the unavailability of the data, the previous year’s data has been 
considered for 3 months 
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Figure 19. A yearly summary of daily solar irradiance, KAPTAI SP. 

According to Figure 19 , November to February have more clear 

weather days, while October and March have some clear 

weather days. On the other hand, the months of April to 

October have more high solar irradiance variability days, 

whereas June has the peak conditions in terms of the number of 

days. Every month has 1-3 washout days, but it is high (6 days 

in each month) in July and August.   

4.3 National Solar Radiation Resource Assessment Station, 

Chittagong 

The solar GHI data of the National Solar Radiation Resource 

Assessment Station, Chittagong were plotted on the monthly 

basis and the daily condition, which is classified and mentioned 

in the methodology section, was observed. Monthly plotted 

figures are given below: 

4.3.1. Solar irradiance observed in January 2020 

 

Figure 20. GHI Data of NSRRA CTG, January 2020. 

According to Figure 20, in January 2020, most of the days are 

clear weather days with few high variability days and one 

washout day. The average peak solar irradiance is 

approximately 700 W/m2, the highest solar irradiance level is 

around 1000 W/m2, and the lowest is around 400 W/m2. The 

cloud enhancement is observed in a few days of this month. 

4.3.2. Solar irradiance observed in February 2020 

 

Figure 21. GHI Data of NSRRA CTG, February 2020. 

In February 2020, as shown in Figure 21, most of the days are 

clear weather days with four high variability days and one 

washout day. The average peak solar irradiance is 

approximately 700 W/m2, the highest solar irradiance level is 

around 950 W/m2, and the lowest is around 400 W/m2. Cloud 

enhancement is observed in a few days of this month. 

 

4.3.3. Solar irradiance observed in March 2020 

 

Figure 22. GHI Data of NSRRA CTG, March 2020. 

According to Figure 22, in March, most of the days are clear 

weather days with 7 high variability days and 2 washout days. 

The average peak solar irradiance is approximately 850 W/m2, 

the highest solar irradiance level is around 950 W/m2, and the 

lowest is around 400 W/m2.  

4.3.4. Solar irradiance observed in April 2020 

 

Figure 23. GHI Data of NSRRA CTG, April 2020.
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In April 2020, as shown in Figure 23, only 7 days are clear 

weather days with one washout day and the rest of the days 

being high variability days. The average peak solar irradiance 

is approximately 900 W/m2, the highest solar irradiance level is 

around 1200 W/m2, and the lowest is around 400 W/m2. The 

cloud enhancement is observed in a few days of this month. 

4.3.5. Solar irradiance observed in May 2020 

 

Figure 24. GHI Data of NSRRA CTG, May 2020. 

According to Figure 24 (May 2020), only 5 days are clear 

weather days, while the rest of the days are high variability days 

including one washout day. The average peak solar irradiance 

is approximately 1000 W/m2, the highest solar irradiance level 

is around 1200 W/m2, and the lowest is around 400 W/m2. The 

cloud enhancement is observed in a few days of this month. 

4.3.6. Solar irradiance observed in June 2020 

 

Figure 25. GHI Data of NSRRA CTG, June 2020. 

According to Figure 25 (June 2020), there are no clear weather 

days. Most of the days are high variability days including a few 

washout days. The average peak solar irradiance is 

approximately 1000 W/m2, the highest solar irradiance level is 

around 1200 W/m2, and the lowest is around 150 W/m2. The 

cloud enhancement is observed in a few days of this month. 

4.3.7. Solar irradiance observed in July 2020 

 

Figure 26. GHI Data of NSRRA CTG, July 2020. 

According to Figure 26 (July 2020), there are no clear weather 

days. Most of the days are high variability days including a few 

washout days. The average peak solar irradiance is 

approximately 1000 W/m2, the highest solar irradiance level is 

around 1250 W/m2, and the lowest is around 400 W/m2. Cloud 

enhancement is observed on many days this month. 

4.3.8. Solar irradiance observed in August 2020 

 

Figure 27. GHI Data of NSRRA CTG, August 2020. 

According to Figure 27 (August 2020), there are no clear 

weather days. Most of the days are high variability days 

including a few washout days. The average peak solar 

irradiance is approximately 1050 W/m2, the highest solar 

irradiance level is around 1300 W/m2, and the lowest is around 

400 W/m2. Cloud enhancement is observed on many days this 

month. 

4.3.9. Solar irradiance observed in September 2020 

 

Figure 28. GHI Data of NSRRA CTG, September 2020. 

According to Figure 28 (September 2020), there are no clear 

weather days. Most of the days are high variability days 

including 4-5 washout days. The average peak solar irradiance 

is approximately 1000 W/m2, the highest solar irradiance level 

is around 1200 W/m2, and the lowest is around 600 W/m2. 

Cloud enhancement is observed on many days this month. 

4.3.10. Solar irradiance observed in October 2020 

 

Figure 29. GHI Data of NSRRA CTG, October 2020. 
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According to Figure 29 (October 2020), there are no clear 

weather days. Most of the days are high variability days 

including 1-2 washout days. The average peak solar irradiance 

is approximately 950 W/m2, the highest solar irradiance level is 

around 1300 W/m2, and the lowest is around 350 W/m2. Cloud 

enhancement is observed on many days this month. 

 

4.3.11. Solar irradiance observed in November 2020 

 

Figure 30. GHI Data of NSRRA CTG, November 2020. 

According to Figure 30 (November 2020), most of the days are 

clear weather days and the rest of the days are high variability 

days including 1-2 washout days. The average peak solar 

irradiance is approximately 800 W/m2, the highest solar 

irradiance level is around 900 W/m2, and the lowest is around 

300 W/m2. The cloud enhancement is observed in a few days 

of this month. 

4.3.12. Solar irradiance observed in December 2020 

 

Figure 31. GHI Data of NSRRA CTG, December 2020. 

According to Figure 31 (December 2020), most of the days are 

clear weather days and the rest 2-3 days involve a few 

variabilities. The average peak solar irradiance is 

approximately 700 W/m2, the highest solar irradiance level is 

around 850 W/m2, and the lowest is around 500 W/m2. The 

cloud enhancement is observed in a few days of this month. 

4.3.13. Solar irradiance scenario for a year 

The daily solar irradiance status is given below in Error! R

eference source not found. and Figure 32 based on the above 

one-year solar irradiance data assessment of the National Solar 

Radiation Resource Assessment (NSRRA) station, Chittagong. 

Table 2. Yearly status of solar irradiance at CUET, Chittagong. 

Month 
Total 

Days 

Washout 

Days 

High 

Variability 

Days 

Low 

Variability 

Days 

Clear 

Days 

JAN 2020 31 2 8 4 17 

FEB 2020 29 2 3 5 19 

MAR 2020 31 2 14 5 10 

APR 2020 30 4 20 4 2 

MAY 2020 31 4 22 2 3 

JUN 2020 30 3 27 0 0 

JUL 2020 31 5 26 0 0 

AUG 2020 31 2 29 0 0 

SEP 2020 30 0 30 0 0 

OCT 2020 31 2 28 1 0 

NOV 2020 30 1 13 5 11 

DEC 2020 31 0 4 2 25 

Total 366 27 224 28 87 

Percentage  7% 61% 8% 24% 

Table 2 shows that more than 50% of days in a year contain 

high solar variability. Approximately 10% contain washout 

days and another approximately 10% involve low variability 

days. Only approximately 25 – 30% of days are obtained as 

clear weather days.  

 

Figure 32. Yearly summary on daily solar irradiance, SRRA St., 

CTG. 

Figure 32 shows that the months of December to February have 

a higher number of clear weather days, while November and 

March have around 10 days with clear weather. In contrast, the 

months from April to October have more days with high solar 

irradiance variability, with June to October having the highest 

number of such days. March and November have a similar 

percentage of high solar irradiance variability days, close to 

50%. Each month has between 0 and 3 washout days, but April, 

May, and July have a higher number of washout days, around 

4 to 5 days per month.  

5. COMPARATIVE SCENARIO 

As shown in Error! Reference source not found. and Error! Re

ference source not found., the first case study site has 51% 

high variability days while the second case study site has 61% 

high variability days in a year. Similarly, their low variability 

days in a year were 11% and 8%, respectively. The monthly 

comparative analysis is presented in Figure 33.
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Figure 33. Comparative scenarios of the 2 case study sites on high 

variability days and low variability days. 

According to Figure 33, the monthly high variability days of 2 

case study sites are very close to each other although some 

significant differences are observed between August and 

November. In addition, monthly small variability days are very 

close to each other. Similarly, comparative scenarios of clear 

weather days and washout days are shown below in Figure 34. 

 

Figure 34. Comparative scenarios of clear weather days and washout 

days. 

Figure 34(a) represents the comparative scenarios between two 

sites on monthly clear weather days. The monthly clear weather 

patterns of the two sites look almost similar with a negligible 

difference in January, May, June, and September and a 

significant difference from October to December. Figure 34(b) 

represents the comparative scenarios between two sites on 

monthly washout days. Some significant differences were 

observed between the two sites, although limited to monthly six 

days. This yearly analysis of solar irradiance gives us the 

scenario of variation of solar irradiance and its major variation 

time. The alternative support system to meet the output power 

variation of the SPV plant requires planning according to the 

variation of solar irradiance. This assessment of the two sites 

gives a scenario of this region.  

Considering the minimum values, at least more than 50% of 

days in a year contain high solar irradiance variation. Around 

8% of days of a year are washout days, 10% of days are low 

variability days, and only approximately 25–30% of days are 

obtained as clear weather days. As observed, since 50% of the 

days in a year have high solar irradiance variability, it is crucial 

to consider this factor in the grid integration study of any 

proposed large-capacity solar photovoltaic (SPV) plant, 

because the output power of the SPV plant is directly 

proportional to the input solar irradiance. Also, geographical 

dispersion can reduce some ramping effects and cloud 

enhancement increases the solar ramping effect which can 

change the resultant effect in a few amounts. More precision 

time interval data can provide more reliable solar ramp 

management results but still, an approximate scenario was 

identified.  

This variable power output of the SPV plant creates a quick 

load flow change in the interconnection area of the utility 

network. Ramp rate and ramp level are important issues here. 

If the utility network is unable to manage such load flow in that 

area, then several adverse effects will be observed due to the 

integration of such variable renewable energy. Therefore, it is 

important to promote variable renewable energy like solar 

photovoltaic power plants in Bangladesh with safe grid 

integration including necessary correction measures.  

6. CONCLUSIONS 

Solar irradiance is variable in nature due to the weather 

conditions of that location. Yearly assessment is essential as 

seasonal variations are present in weather conditions. The 

important findings of this study are summarized below. 

a) The variation of grid frequency at the interconnection point 

of the case study site was observed although higher than 

the IEC range, but still within the grid code range of 

Bangladesh. Available grid-tied solar PV inverters were 

capable to operate within the range.  

b) Variation of grid voltage at the grid interconnection 

substation was found within the standard range in the 

daytime, but within the rest of the observed time period, 

the low voltage was witnessed at the grid level. However, 

the variation of grid voltage at the interconnection point of 

the case study site depended on the regional load, the 

generation capacity of the nearest power plant, the distance 

from the grid substation, the capacity of the grid 

transmission line, etc. It may vary based on the conditions 

of the interconnection points.  

c) According to the information of selected two sites (Kaptai 

7.4MW solar power plant and NSRRA, Chittagong), more 

than 50% of days in a year contain a high short-term 

variation of solar irradiance. Only 7% - 9% were annual 

washout days. 

d) Only 24-29% of days in a year were clear weather days 

where short-term variations of solar irradiance were not 

present. Also, 8%-11% of days in a year contained a low 

short-term variation of solar irradiance. 

e) Two case study sites were taken to get reliable results. The 

result of the two sites obtained from this study was very 

close to each other, which is acceptable. 

Therefore, for safe grid integration of large-scale variable solar 

power plants into the grid with high VRE penetration, it is 

essential to take necessary preventive measures to reduce the 

solar ramping. This result is a site or region-specific scenario 

that can reflect the SPV integration picture of Bangladesh. This 

assessment was conducted using existing time series solar 

irradiance data. More precision solar irradiance data will give a 

more reliable result for further study.  
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NOMENCLATURE 

BPDB Bangladesh Power Development Board 

BREB Bangladesh Rural Electrification Board 

BUET Bangladesh University of Engineering and 

Technology 
CASR Committee for Advanced Studies and 

Research 

CE Cloud Enhancement 

CUET Chittagong University of Engineering of 

Technology  
GEF Global Environment Facility 

GHI Global Horizontal Irradiance 

IEC International Electrotechnical Commission 

JPL Joules Power Limited 

NSRRA National Solar Radiation Resource 
Assessment 

PBS PalliBidyutSomity 

PGCB Power Grid Company of Bangladesh 

PV Photovoltaic 

SPV Solar Photovoltaic 

SREDA Sustainable and Renewable Energy 

Development Authority 

SREPGen Sustainable Renewable Energy Power 
Generation 

TSEL Teknaf Solartech Energy Limited 

VRE Variable Renewable Energy 
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A B S T R A C T  

 

Several researchers have reported the prospects of biofuel commercialization in several countries across the 
globe. With over 400 million tons of biomass and 150 million tons of agro-waste produced annually in most 

developing countries, the prospect of biofuel commercialization looks promising. However, it is crucial to adopt 

a forward-thinking approach and anticipate potential challenges that may arise, building upon the lessons learned 
from current obstacles. This paper review addresses the current issues that have discouraged some developing 

countries against embracing biofuels as an economical tool to mitigate poverty. Also, future challenges that may 

scuttle biofuel commercialization in developing countries was discussed to provide a workable blueprint towards 
wealth creation. This review identified policies and political unwillingness as fundamental challenges that must 

be overcome in developing countries to attract investors. Other identified salient challenges include mono-

economy, poor technical know-how, poor technology, government hypocrisy, lack of funds, sustainable biomass 
resources, inadequate farmland, poor policies, and weak infrastructure. It is recommended that conscious short- 

and long-term planning be implemented to actualize biofuel commercialization in developing countries. 

 
https://doi.org/10.30501/jree.2023.379263.1533 

1. INTRODUCTION1 

Biofuel is a form of renewable source of energy that refers to 

liquid fuel (such as biodiesel, bioethanol, etc.) or gaseous fuel 

(such as biogas) produced from biomass which is mainly plant 

or animal waste or oil. Currently, the production of biofuel has 

attracted African countries on a global scale, indicating 

thoughtful interest in ambiguous and scale-large production. In 

some developed countries, biofuels are sold on a commercial 

scale, such that users visit a filing station to purchase whatever 

quantity of biofuel they desire. Economically, the cost of 

producing biofuel is relatively low because it does not require 

complex processes. Few countries (such as the United States of 

America, Japan, Brazil, and some parts of Europe) around the 

globe have taken biofuel to a commercial scale. Brazil produces 

an estimation of 21 billion liters of bioethanol every year, while 

Japan and China are aiming for a biofuel capacity of 6.3 billion 

liters (Zhou and Elspeth, 2009). The United States of America 

has proven that the biofuel project is lucrative and has created 

70,000 direct jobs that generated $20 billion and 200,000 

indirect and induced jobs that generated $23 billion (€21.1 

billion) in 2019 (Biofuel, 2020). Before biofuel became 

commercial, individuals and local communities in some parts 

of the world engaged in various feedstocks for energy 

production (Kemausuor et al., 2013). 

Feedstocks are categorized into three main classes: 
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homogeneous (wood chips), quasi-homogeneous (agricultural 

and forest residues), and non-homogeneous (solid waste), with 

average economic values of around $110/ton, $62/ton, and 

$31/ton, respectively (Elegbede and Guerrero, 2016). In light 

of the raw materials (biomasses) used for biofuel production, it 

is clear that huge resources are wasted on a yearly basis. If half 

of the wasted resources are fully utilized, developing countries 

could potentially generate over 80 billion liters of biofuel. This 

possibility can be substantiated by considering factors such as 

population (e.g., human biogas production), arable land 

(biomasses, e.g., inedible seeds, dead tree trunks, and fallen 

leaves), and agricultural practices that incorporate agro-waste 

(Emetere et al., 2018; Emetere and Adesina, 2019). 

The most common biofuels are bioethanol, biogas, and 

biodiesel. Bioethanol is synthesized from carbohydrates like 

cellulose biomass. Coarse grain and sugarcane are two of the 

most common ethanol feedstocks, but their prevalence may 

vary depending on the region. Biodiesel is generated from fats 

and oils. Vegetable oil is one of the most common feedstocks 

used in biodiesel production, while non-agricultural feedstocks 

like waste are becoming more relevant in regions like the 

United States and Europe. The biogas largely depends on agro-

waste, human excreta, and a few biomasses as its feedstock. 

The above information further corroborates the importance of 

this review to address Items 1 and 7 in Sustainable 

Development Goals (SDG) in developing countries. 

2423-7469/© 2023  The Author(s). Published by  MERC. This is an open access article under the CC BY license
(https://creativecommons.org/licenses/by/4.0/legalcode).
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The main hindrance to unlocking the business potential of 

biofuel commercialization is the sentiment toward fossil fuels. 

The use of fossil fuels in developing countries will continue for 

a long time because their main source of income and the 

lifestyle of their populace revolve around fossil fuels. For 

example, fossil-fuel generators have been given substantial 

credit in terms of powering organizations and houses in most 

developing countries. In other words, dissociating the mental 

attachments or sentiments of its population from fossil fuels is 

a difficult task. A broad spectrum of energy requirements in 

rural and urban settlements in Africa is presented in Figure 1. 

Over 80% of the energy usage in both rural and urban 

settlements comes from fossil-fuel generators or automobiles. 

This reality further corroborates the huge pollution from fossil 

fuels in its atmosphere. The commercialization of biofuel in 

developing countries will lead to a reduction in overdependence 

on fossil fuels and promote lower carbon emission into the 

atmosphere. Renewables have a lower carbon footprint and can 

lead to a reduction of over 90% of the carbon footprint (IRENA, 

2019). Szetela et al. (2022) reported that the carbon footprint of 

more than forty-three countries, which had significantly 

invested in renewable energy projects, resulted in reduced 

carbon dioxide emissions during the period 2000–2015. 

Some accruable benefits of biofuel commercialization to 

developing countries include poverty reduction, increase in 

employment rate, conversion of waste into wealth, a safer 

environment, diversification of the economy, and social 

emancipation. Recent biofuel projects in Africa are basically 

tailored towards automobiles or domestic cooking alone. 

However, its further applications include providing heat for 

homes, generation of energy, and removal of paint and 

adhesives, lubrication, etc. 

 

 

Figure 1. Energy consumption in rural and urban areas in Africa 

In the past ten years, there has been a noticeable presence of 

biofuel companies in some developing countries. For example, 

in Nigeria, the Green Energy and Biofuels (Geb) Bio-Refinery 

Project was developed by Small and Medium Entrepreneurship 

Fundamentals (SMEFunds). Their product was bio-ethanol gel 

cooking fuel made from waste products such as sawdust and 

water hyacinth. Within the two-year pilot phase, the company 

produced 700,000 liters of biofuel (ADBG, 2021). Contec 

Global Energy is a biofuel company that produces ethanol from 

edible cassava tubers. In recent years, little has been heard from 

these companies. According to the Nigerian national newspaper 

titled ‘Nigeria puts brakes on ambitious biorefinery plan’, the 

bottlenecks facing the commercialization of biofuels are poor 

infrastructure, lack of funding for private companies, and 

government hypocrisy (Aduloju, 2021). Business_list (2022) 

flagged the fourteen best biomass fuel companies in Nigeria. 

Not much progress had been observed in their operations, 

except for the company's proposal to scale up production, 

which poses significant challenges due to the unique problems 

that exist in developing countries. Overcoming these challenges 

would require considerable effort. 

Biofuel is an extremely important commodity for developing 

countries as it contributes to the following: combating climate 

change through its low-carbon content; addressing higher 

energy consumption due to an expected world population 

increase of 8 - 10.5 billion by 2050; securing energy supply by 

reducing reliance on fossil fuel sources; creating job 

opportunities for rural and urban women and youths; and 

making the most of scarce resources such as waste and residue. 

Canabarro et al. (2023) have extensively elaborated on the 

immense benefits of biofuels for developing countries, 

including Argentina, Brazil, Colombia, and Guatemala. As 

biofuel commercialization progresses, and countries identify 

bioresources, certain peculiar problems have emerged. These 

issues, observed in countries that have already commercialized 

biofuels, may be a source of concern for emerging economies. 

In this review, the common challenges against biofuel 

commercialization are discussed. Also, the observed challenges 

of countries with commercialized biofuel are examined in light 

of their political framework. This review serves as the blueprint 

for overcoming energy poverty in most developing countries. 

 
2. GLOBAL VIEW ON BIOFUEL COMMERCIALIZATION 
AS A GAME CHANGER 

Global adoption of biofuel as an economic and energy tool is 

unprecedented. Most developed countries have already 

overcome the bottlenecks of funding and consumer patronage. 

With the active participation of the industry, there are 

customized machinery, automobiles, or devices that work on 

biofuels. However, the challenge remains the sustainability of 

the biofuel project due to the limited feedstock. Agro-waste was 

used as feedstock in Europe and the United States of America 

(Guyomard et al., 2011); however, this type of feedstock cannot 

sustain a large consumer base. Cellulosic biomass, e.g., 

hemicellulose and lignin, became another potential source of 

feedstock for bioethanol production (GAIN, 2019). Some 

developing countries use rotten fruits from the market as 

feedstock (Tiwari et al., 2014). Also, sawdust was adopted for 

bioethanol production using fermentative bacteria to achieve 

accurate fermentation. Scientists have proffered ways of 

adopting other feedstocks so that food security would not be 

threatened. Algae became a novel feedstock as the global 

production rate of algae biomass was around 10,000 tons in 

2007 (DOE, 2010). At the moment, China leads the world in 

algae biodiesel production. The USA and Australia are also 

recognized for their adoption of algae biodiesel. 

At the moment, the United States of America (USA) has 

optimized bioethanol production using domestically grown 

maize to about 132.6 billion liters (Biofuel International, 2020). 

Like the USA, Brazil has a tremendous bioethanol production 

of over 21 billion liters on a yearly basis. The governments of 

nations are currently funding the biofuel project (GAIN, 2019). 

This funding development has made countries like the 



M. Emetere et al. / JREE:  10, No. 4, (Autumn 2023)   119-130 

 

 

121 

Netherlands, the United Kingdom, Indonesia, Japan, Malaysia, 

the Philippines, Thailand, China, India, Argentina, and France 

large producers of biofuel (Guyomard et al., 2011). Wang 

(2019) reported the geographical distribution of world biofuel 

production in 2019. Most of the countries (e.g., the US, Brazil, 

China, etc.) that invested in the biofuel project are reaping huge 

proceeds. For example, in 2019, ABF Economics, on behalf of 

the Renewable Fuels Association (RFA), reported that the 

bioethanol industry supported almost 350,000 jobs and 

generated almost $43 billion (€39.6 billion) in gross domestic 

product. More so, 280,000 of the employees came from indirect 

and induced jobs that generated $23 billion (€21.1 billion) in 

income for American households (biofuels, 2020). Brazil’s 

total 2019 ethanol production is estimated at 34.45 billion liters, 

an increase of four percent compared to the revised figure for 

2018 (Biofuel International, 2020). The global market 

performance for biofuels is presented in Figure 2. 

 

Figure 2. Biofuel production by region (IRENA, 2019) 

Figure 2 shows that countries in Latin America, North America, 

Europe, and Asia have consistently invested into biofuel. What 

implications does this data hold for oil-dependent economies in 

developing countries? It means that crude oil prices will 

eventually crash beyond expected (Defterios, 2020), leading to 

inflation, poverty, loss of job, and criminality amongst other 

dangerous outcomes. With the importation of fossil-fuel 

ethanol of about $33 million in 2018, it is clear that the biofuel 

market in developing countries is huge, judging by its 

bioresources.  

 

3. POTENTIALS AND PROSPECTS OF BIOFUEL IN 
DEVELOPING COUNTRIES 

Developing countries have access to unquantifiable feedstock 

resources. For example, there are large-scale farmers scattered 

all over the countries due to their agrarian occupation. The 

database on small-medium farmers in developing countries is 

large and can be extrapolated to accurately estimate the 

quantity of agro-waste that can be obtained from larger and 

smaller farmers (Agricdemy, 2020). Lee (2017) claimed that 

there were about sixteen million small and medium farmers in 

some developing countries. In addition, there are a large 

number of local farmers whose names are not in the existing 

database. This fact can be substantiated by the diverse trainings 

and workshops on piggery, poultry, snail, and fishery farming 

organized for graduates, jobless, and retirees (Oji, 2020). The 

accumulation of agro-waste from these sources is enormous. 

The agro-wastes include post-harvest waste such as rice husk, 

Guinea corn husk, corn stalk, millet stalk, cassava peelings, 

coconut shell, tomato or pepper stalk, withered vegetables, 

feathers, cow dung, poultry droppings, pig dung, horse dung, 

rabbit dung, fish bones, bean peels, palm fruit waste, palm 

kernel, etc. Aside from the post-harvest wastes, there are 

abundant biomasses such as inedible seeds for biodiesel 

production, broken branches of trees for bioethanol production, 

seedpods for ethanol production, inedible leaves for biodiesel 

production, dried leaves for bioethanol, sawdust, etc. Energy 

sources and prospects in developing countries have been 

analyzed by the IEA (2012), with biomass accounting for over 

84.9% of its total renewable resources. The biomass sources 

include wood fuel and charcoal, which accounted for 85% of 

total energy consumption. Garba and Umar (2015) reported that 

Nigeria had the potential to produce 434.6 million metric tons 

of rice straw and 0.9 million metric tons of rice husk. Ogbonna 

et al. (2015) reported that Nigeria's potential for large-scale 

microalgae cultivation was a good sign for biofuel 

commercialization. More so, the inedible seeds namely 

Jatropha, Cassia fistula, Abrus precatorius, etc. can serve as 

sources of oil, starch, and cellulose. Starch and cellulose can 

serve as feedstock for bioethanol, while oil can be used for 

biodiesel production (Biofuel, 2020). 

There are tropical crops in developing countries that can be 

adopted for bioethanol production. A typical example of such a 

crop is sugarcane. Moses et al. (2017) reported that there were 

over 400,000 hectares of land in rural communities in sub-

Saharan Africa that could enhance sugarcane cultivation. 

Another tropical crop is cassava. Cassava is high in starch and 

cellulose and can be cultivated easily. There are tropical weeds, 

such as tiger nuts (Cyperus esculentus), that grow with minimal 

supervision. It is a tough, erect, fibrous-rooted perennial plant 

that has found relevance in medicine and the food industry as a 

flavoring agent for ice cream and biscuits, etc. Oyedele et al. 

(2015) reported that tiger nut oil possessed a high level of 

commercial value. In other words, there are several tropical 

weeds and crops that can sustain the biofuel project in 

developing countries. 

Sustainable agricultural production and utilization of resources 

are among the added values of the advancements in biofuel 

industries in most developed countries. In 2016, the value of 

arable land (hectares) in Nigeria was 34,000,000. At the 

moment, only 41% of the arable land is being cultivated. It is 

believed that cultivated lands are still underutilized. This is 

evident in the Nigerian agriculture sector’s contribution to GDP 

between 2013 and 2016, which was between 22 and 25%. The 

Nigerian agriculture sector's contribution to GDP shows no 

significant improvement. 

India's biofuel project already has a list of biomasses accruable 

for agriculture (Figure 3). With this estimate, both the 

government and investors can fund agricultural activities to 

empower biofuel distillers and plants. The starch and cellulose 

crops can serve as feedstock for bioethanol, while the oil-rich 

crops can be used for biodiesel production. Examples of starch 

and cellulose crops that can be found in sub-Saharan Africa 

include millet, sorghum, sugarcane, maize, guinea corn, 

cassava, cotton, paddy, rice, etc. According to the World Bank 

(2020_, maize production in Nigeria is about 9180270 metric 

tons; millet production is 1271100 metric tons; and sorghum 

production is 6897060 metric tons (World Bank, 2020). In 

2018, farmers in four local government areas of Kebbi State 

(Zuru, Danko-Wasagu, Fakai, and Sakaba) in northern Nigeria 

were reported to have massive cultivation and production of 

millet, guinea corn, and maize.
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In 2010, Nigeria produced approximately 45 million metric 

tons of cassava, which is almost 19% of the world's production 

(IITA, 1990). The average yield per hectare is 10.6 tons. 

Fortunately, the crop is produced in 24 of the country's 36 states 

(Kristen and Jerrod, 2015). Analysis proves that the present 

average national yield of cassava of about 15 tons per hectare 

is suitable to meet the demand for bioethanol plants. 

The oil-rich crops or plants that are cultivated in Asia, Africa, 

and Latin America include palm trees, soy beans, groundnuts, 

coconuts, sunflowers, etc. AMREC (2017) reported that 13 out 

of the 36 states in Nigeria are the main producers of soy beans, 

i.e., Benue, Kaduna, Plateau, Niger, Nasarawa, Kebbi, Kwara, 

Oyo, Jigawa, Borno, Bauchi, Sokoto, Taraba, and the FCT. 

Ajeigbe et al. (2015) reported that China, India, Nigeria, the 

USA, and Myanmar are the leading groundnut-producing 

countries in the world. The chaff of the oil crop can also be used 

for bioethanol production. Aside from the known crops, there 

are other biomasses that are abundant, i.e., jatropha seeds, 

shrubs, and even wastes from agricultural activities. 

 

Figure 3. Biomass resources in India (Bikramjit and Indranil, 2008). 

4. DRAWBACKS OF BIOFUEL PROSPECTS IN 
DEVELOPING COUNTRIES 

Salient challenges may mitigate or stifle biofuel 

commercialization in developing countries. These challenges 

include poor technology, sustainable biomass resources, 

inadequate farmland, policies, and infrastructure. In addition, 

the main drawback of the economies of developing countries is 

their extensive mono-economies. In oil-dependent countries, 

the economy is heavily dependent on fossil fuels as the apex 

and most controversial source of energy. Some oil-dependent 

countries, such as Nigeria, rely on imports of finished fossil fuel 

products, thereby leading to paranoia about the escalation of the 

price of gasoline. Furthermore, the dependence on fossil fuel 

for energy demand, i.e., either for automobiles, generators, or 

industrial machines, has created new challenges such as the 

depletion of the total volume of the oil reserve and an increase 

in air pollution and emissions of pollutants (Emetere and 

Akinyemi, 2017). The diversion from fossil fuel to biofuel is 

expected to boost the economy by creating different classes of 

market among the small, medium, and major players in the 

economy. For example, if biofuel production in developing 

countries moves to the commercial stage, it will first create jobs 

for rural women and farmers, as they will be involved in going 

to the forest and farms to trade agro-waste and biomass. 

Medium players are the companies that will produce biofuel in 

commercial quantities. Major players are the consumers, i.e., 

the populace. In other words, the adoption of biofuel in 

developing countries would activate the economy and reduce 

poverty by 18%. However, this project cannot simply be 

achieved by the eradication of fossil fuels, but by the drive on 

the fossil-biodiesel ratios for the start. The conversion of 

natural gas into biogas products, as projected by big oil 

companies, may provide resources for biofuel 

commercialization. The inevitable eradication of fossil fuels, as 

seen in the investments of notable countries, is a clear reason 

why mental detachment from fossil fuels should be the next 

program for government officials and policymakers in various 

parts of the globe. Based on these proven biomass resources, 

the drawbacks of biofuel commercialization in developing 

countries are discussed in the next section. 

Another notable drawback is the lack of public awareness of 

the aforementioned resources. This is deliberate, as government 

organs at all levels have not come to terms with the reality of 

fossil-fuel eradication or mitigation in the coming years. The 

records of health conditions due to land and air pollution are 

too numerous to jettison. Additionally, there has been an 

increase in oil spillage, resulting in the elimination of aquatic 

and terrestrial organisms and animals. Low access to potable 

water and an agrarian setting for rural dwellers are fast 

becoming a mirage. Moreover, some agro-waste is disposed of 

at the nearest dumpsite. Bioaerosols, which can contain fungi, 

bacteria, or viruses, are a cause for concern as their generation 

and proliferation are more prominent when there is a high 

volume of fossil-fuel pollution in the atmosphere. Therefore, 

apart from their potential to stimulate the economy, reducing 

air pollution from fossil fuels would significantly contribute to 

lowering the incidence of respiratory and cardiac illnesses or 

diseases in both infants and adults. 

Another futuristic drawback to commercial biofuel production 

in most developing countries is the farmer's disposition to sell 

edible seeds to biofuel companies rather than the populace. This 

inevitable situation would lead to the use of edible seeds such 

as soya seed, palm fruit, moringa seed, maize, and olive seed 

for biodiesel production. This challenge will certainly have a 

significant impact on food prices and food security. For 

developing countries, food security is low, as seen in the high 

importation of rice from China, India, etc. Rice importation 

alone is about 6.3 million tons of milled rice, with an annual 

consumption per capita of 29 kg (FMARD, 2016). In other 

words, most developing countries are not ready for the 

commercialization of biofuel, judging by their population and 

low supply chain for biomass when consumption reaches its 

peak. So, the immediate solution is to have a proper takeoff 

platform, i.e., enhance the yield of feedstock and provide aiding 

infrastructure such as roads, electricity, and water to improve 

feedstock production. 

One of the main challenges confronting most developing 

countries is policymaking. Most researchers have argued that 

policy implementation is the main challenge in developing 

countries. The best policy is judged by its performance. Biofuel 

commercialization becomes lucrative when policies are made 

to encourage the use and production of biofuels. This gesture 

has improved biofuel production globally (Guyomard et al., 

2011) to 95.4 million metric tons of oil equivalent, thereby 

increasing its profit to over 59% yearly (Figure 4). Figure 5 
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presents the global renewable biofuel production over the 

years. Coincidentally, this chart also infers the slow pace of 

policy-making in developing countries and how it has impacted 

biofuel production. It is clear that this slow response is largely 

due to the vested interests of politicians in other spheres of 

business across countries. 

 

Figure 4. Global renewable biofuel production over the years 

(Biofuel, 2019) 

There is no doubt that US policies to promote alternative and 

renewable energies should be among the best in the world. The 

focus of US policy on renewable energies is to improve the 

environment and the economy. For example, the Clean Air Act 

of 1970 created initiatives to reduce pollutants from mobile 

sources. Then, the Energy Policy Act of 1992 was enacted to 

reduce the nation’s dependence on imported oil and improve air 

quality. 

 

Figure 5. Overview of nation policy on biofuel in Africa (Kiggundu 

et al. 2017) 

In the case of Nigeria, this would be the greatest hurdle the 

nation would endeavor to overcome because of its dependency 

on fossil fuel importation. Reliance on mono-economy may be 

tempting, as global influences can crash the economy. For 

example, oil prices are determined by a lot of factors, which 

include price wars (launched by key players), war, international 

politics, and pandemic outbreaks (Schnepf and Yacobucci, 

2013). The willpower to diversify the economy does not lie in 

the hands of the government alone. The role of the investor is 

crucial to activating the biofuel project in various developing 

countries. For example, after the US Energy Policy Act of 1992, 

there was a need to bring in investors; this idea gave birth to the 

Energy Policy Act of 2005, which called for tax incentives for 

alternative fuels as well as other policy initiatives. When this 

supportive policy was properly executed, there was a need to 

diversify the biofuel project into renewable fuels (including 

corn-based ethanol), advanced biofuels, biomass-based diesel, 

and cellulosic biofuels. This feat was achieved via the Energy 

Independence and Security Act (EISA) of 2007. This initiative 

led to growth in the US ethanol industry. In 2012, the ethanol 

industry contributed approximately $43.4 billion to the gross 

domestic product (RFA, 2012; Urbanchuk, 2013). Also, the 

ethanol industry's influence on household income has grown 

from US$29.9 billion in 2012 to US$43 billion in 2019 

(Hoekman, 2009). More so, this progress extends to both the 

agricultural and rural sectors (RFA, 2012). 

On the other hand, in the context of policy-making in a 

developing country, the Nigerian Bio-fuel Policy of 2007 was 

implemented to facilitate the establishment of biofuel 

distilleries and plants, with the government providing over US$ 

50 million as equity investment (OGNPBI, 2007). The 

objective of the policy is to have a significant impact on 

petroleum product quality. Unfortunately, the policy did not 

make room for the commercialization of the biofuel. The 

projection made for 2020 was 480 million liters. In comparison 

to the US, which produces 4.328 billion gallons per year, 

Brazil’s 30.755 billion liters of ethanol in 2018, Argentina’s 

700 million liters per year, and China’s 19,005 million liters per 

year (NS Energy, 2019), it is sad to note that the projection did 

not come to fruition. The policy had no form of tax rebate for 

investors. Rather, it made projections on tax revenue accruable 

to the project. Lastly, the policy did not foresee scarce biomass 

resources and how to make them sustainable. It is no surprise 

that this policy never saw the light of day. Hence, the way 

forward is to expunge all existing (i.e., faulty) policies and re-

enact workable ones that would be of interest to investors. 

Another notable challenge facing most developing countries is 

inadequate infrastructure, such as roads and electricity. Since 

biofuel commercialization would naturally affect both 

agricultural and rural sectors in the short and long term, the 

primary transport segment (between the farm and an all-season 

access road) is important, as it ensures crop movement from the 

farmer to the biofuel distilleries and plants. Also, good roads 

avoid post-harvest losses and crop deterioration (Oyatoye, 

1994). Many agricultural scientists in Nigeria have reported 

poor infrastructure for two decades (Oyatoye, 1994; Akinola, 

2003). The issues with electricity in some developing countries 

are worrisome, as investors would have to spend more on 

powering machines. Figure 6 gives a typical outlook on 

electricity generation in Africa and why it is considered a major 

challenge. For example, in 2015, the energy needs of Nigeria 

were 10.713 GWh/year; however, current power generation in 

the country is less than 3000 MW (World Bank, 2020). Based 

on all that has been discussed above, there is a need to examine 

the technical know-how of researchers in developing countries 

to prepare for the challenges. This leads us to the next section 

on past research work done on biofuels.
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Figure 6. Energy demand of African countries in 2015 (Nordsid, 

2019) 

 

5. Technical Analysis Biofuel Production Feasibility in 
Developing countries 
 
On the basis of their feedstock, biofuel production has been 

classified into three families: first, second, and third 

generations. Agricultural crops are used in the first-generation 

biofuels, where biogas, biodiesel, and bioethanol are the most 

common examples, whereas the second generation employed 

the digestion of sugars such as sugar beets, maize, and wheat, 

as well as starch, to yield biogas, otherwise known as 

biomethane. Bioethanol can also be made from sugar 

fermentation, such as that of corn, potatoes, or sugarcane used 

in the United States and Brazil, respectively (Lackner, 2017). 

Third-generation biofuels are obtained from photosynthetic 

microbes such as microalgae and cyanobacteria in order to 

manufacture higher alcohols and lipid-based products 

(Hammer et al., 2020). Due to the biochemical composition of 

these microbes, which includes carbohydrates, fats, and 

proteins, they have gained prominence over lignocellulosic 

biomass. Higher carbohydrate contents allow for the production 

of higher alcohols and bioethanols, whereas the lipid fraction 

facilitates the production of biodiesel, isoprenoids, and other 

lipid-based compounds. Two very illustrative examples are 

Spirulina maxima, with 60–71% w/w of proteins, and 

Schizochytrium spp., with 50–77%w/w of lipids (Razaghifard, 

2013). Green diesel is a biodiesel that has been used as an 

alternative energy source for diesel fuel. Green diesel is a 

biofuel. It is produced from food sources that contain 

triglycerides and fatty acids, such as vegetable oil and crude 

palm oil. Green diesel has also been observed to be derived 

from algae, a third-generation feedstock that is considered 

livestock for next-generation biofuel production. They could be 

micro- or macroalgae, as both do not require pre-treatment 

since they are free lignin (Kumar et al., 2018). Microalgae store 

energy in their cells in the form of lipid droplets (Pragya & 

Pandey, 2015). They include green algae and cyanobacteria, 

which are both made of polyglucans, such as starch and 

glycogen, and sugar alcohols, like glucuronic acid and 

mannitol. Microalgae ensure the release of fermentable sugars 

through hydrolysis because of their cellulose and hemicellulose 

cell walls (Kumar et al., 2018). Algae generally yield more at a 

higher growth rate than energy crops. Microalgae have the 

ability to grow in both artificial and natural surroundings, their 

CO2 uptake rate is high, and they are environmentally friendly 

(Jutakridsada et al., 2019). However, due to cultivation, 

harvesting, and downstream processing limitations, 

commercial usage of third-generation feedstock is minimal 

(Tarafder et al., 2021). The fourth-generation biofuels come 

from bioengineered microorganisms such as algae, yeast, fungi, 

cyanobacteria, and crops to improve the efficiency of the 

process and the yield of the products. 

Biofuel production involves a lot of processes, which include 

chemical, thermochemical, and biochemical conversions 

(Table 1). The biochemical conversion involves anaerobic 

digestion, alcoholic fermentation, and photobiological 

hydrogen gas production (Subramani et al., 2015). Biochemical 

processes employ enzymes (Table 2) to process raw materials 

into fuels. Lipase and phospholipase are the most important 

enzymes in biodiesel production (Hood & Bauer, 2016). Lipase 

transforms free fatty acids (FFA) and triacylglycerols into fatty 

acid methyl esters (FAME), which are the major components 

of biodiesel. Phospholipase converts phospholipids into 

diacylglycerols, which serve as substrates for lipase. Cellulase 

digests cellulose into reducing sugars, which are then 

fermented into ethanol by yeast or bacteria (Ashraf et al., 2021). 

Anaerobic digestion is employed for treating wet organic 

waste. It is a fermentation process that involves the conversion 

of biodegradable materials by bacteria in the absence of oxygen 

into biogas such as methane, carbon (IV) oxide, and other gases 

such as methane, CO2, and hydrogen sulfide. Fermentation 

takes place in two phases in an airtight digester vessel by 

bacteria (acid-forming bacteria and methane-forming bacteria) 

(Hashemi et al., 2019; Rajput & Visvanathan, 2018). The first 

is the liquefaction phase, where complex organic substances are 

hydrolyzed to simple organics such as fatty acids, alcohols, and 

sugars by the acid-forming bacteria. The second phase is the 

gasification phase, where the simple organics are converted 

into biogas by methane-forming bacteria. Biogas and digestate 

are the products of anaerobic digestion and can be processed to 

make secondary goods (Zang et al., 2016). Biogas can then be 

used to generate electricity, heat, and fuel for transportation. 

Digestate can indeed be transformed into fiber with reduced 

nutrient content, making it suitable for use as a soil conditioner. 

Additionally, the liquor produced during the process, which 

contains higher nutrients, can be utilized as a liquid fertilizer 

(Mohamed et al., 2022). Anaerobic digestion reduces toxic gas 

emission and odor below unprocessed waste odor levels. 

Biomass materials comprising sugar, starch, or cellulose can be 

converted into alcohols through microorganisms such as yeast 

and bacteria. The table below shows examples of some biofuels 

and their production pathways, including the substrates and 

microorganisms that catalyze their production (Kim & Gadd, 

2019). 

In the third generation of biofuel production, the pathways are 

genetically modified to optimize the yield of biofuels. Such 

modifications include endogenous overexpression, 

heterologous overexpression, expression cassettes, and 

inactivated gene expression. For example, by genetically 

modifying Clostridium for an overexpression of the TER 

(trans-enoyl-coenzyme A reductase gene), butanol production 

increased (Wen et al., 2020). Overexpressed SFA1 (alcohol 

dehydrogenase) in genetically modified S. cerevisiae with 

lignocellulosic hydrolysate substrate gives a higher yield of 

ethanol (Zhu et al., 2020; Rajeswari et al. 2022). The acetone, 

butanol, and ethanol yields are far better when Clostridium with 

overexpressed sol-operon and EC cassette is applied (Wang et 

al., 2019). An activated Entner-Doudoroff pathway, enhanced 

by an engineered E. coli strain and a glucose-inducible system, 
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along with the deletion of side pathways, leads to a higher yield 

of 2,3-butanediol. This innovative approach offers the potential 

for increased efficiency in 2,3-butanediol production (Sathesh-

Prabu et al., 2020). Likewise, iso-butanol production increases 

in P. putida when soluble transhydrogenase is inactivated with 

the overexpression of ILVC and ILVD and the introduction of 

feedback-resistant acetolactate synthase, aldehyde 

dehydrogenase, and ketoacid decarboxylase (Nitschel et al., 

2020). 

There are indeed numerous challenges associated with the 

biochemical processes involved in biofuel production. These 

obstacles have impeded the rapid and widespread production of 

sustainable biofuels. However, if these issues can be effectively 

addressed and resolved, the production of biofuels has the 

potential to become more consistent and widespread, leading to 

a more sustainable and reliable source of energy. 

 

The table below (Table 3) highlights some challenges involved 

in the production of specific biofuels derived from alcohol, 

hydrocarbons, and fatty acids.. 

Based on the above report, it is reasonable to suggest that the 

industrial production of all types of biofuel is feasible in 

developing countries, considering the cost, availability of 

required feedstock, and technical expertise. Table 4 illustrates 

the CO2 emissions in renewable and non-renewable sources, 

highlighting the significant impact of renewable energy on the 

carbon footprint over a geographical area.

 

Table 1. Pathways involved in the biochemical production of biofuels 

Pathway Substrate Microorganism Biofuels 

Butyrate/ Acetone-Butanol Ethanol 

(ABE) pathway 
Sugar Clostridium sp. 

n-butanol 

acetone, ethanol, hydrogen 

gas 

Ethanol/Entner-doudoroff pathway Sugar 
Saccharomyces cerevisiae, 

zymomonas mobilis 
Ethanol 

1,2-propanediol pathway 
Deoxy sugars, glucose, 1,2-

propanediol 
Salmonella typhimurium 

1,2-propanediol, propanol, 

propionate 

Butanediol Sugar Klebsiella, Enterobacter 
2,3 butanediol, hydrogen 

gas 

Mixed acid fermentation Glucose Escherichia, Shigella Ethanol, hydrogen gas 

 

Table 2. Biochemical processes involved in some biofuel production 

Feedstock Decomposition Intermediate Products 

Sugarcane Hydrolysis Sugars Ethanol 

Lignocellulosic Biochemical/Gasification/pyrolysis/liquefaction Sugars/Syngas/lipids/oil 
Ethanol/Hydrogen/Methanol/hydrocarbon 

biofuels 

Algae and oil-

seeds 
Lipid extraction Lipids/oil Biodiesel / Hydrocarbon biofuels 

 
Table 3. Challenges involved in the production of specific biofuels 

(a) Alcohols-based biofuels 

BIOFUEL MICROBE CHALLENGES 

Butanol 
Clostridium acetobutylicum 

Clostridium tyrobutyricum 

The toxicity of butanol decreased growth rate and cell 

density. 

Isobutanol 
S. cerevisae 

P. pastoris 
 

2, 3 Butanediol 
Z. mobilis 

Synechococcus elongatus 

Cell growth inhibition with increased titres of butanol 

(Fu et al., 2021). 

1,3-PD 2,3-BD Klebsiella pneumoniae 

Competition between Iso-butanol and other pathways to 

produce other metabolites might be a limiting factor for 

increased level of iso-butanol (Wess et al., 2019;Yang et 

al., 2016). 

Isopentanol S. cerevisiae 
Overproduction of KIV mitigates the production of other 

alcohols (Siripong et al., 2018). 

2,3-BDO Pichia Pastoris (Oliver et al., 2013; Park et al., 2017; Yang Zhang, 2018) 
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(b) Hydrocarbon-based biofuels 

BIOFUEL MICROBES CHALLENGES 

Isobutyraldehyde E. coli 
Combined deletion of genes caused decreased iso-

butanol production (Rodriguez & Atsumi, 2012). 

Alkane E. coli 
Endogenic formation fatty alcohols thought to be 

competitive with alkane production 

Heptadecane (10.2 mg/l) 

Pentadecane (2.7 mg/l) 
A. carbonarius 

An unknown, innate fatty aldehyde dehydrogenase 

networks diverted the fatty aldehydes back to the fatty 

acid metabolism (Sinha et al., 2017). 

Alkenes Cupriavidusnecator 

The expression of aferredoxin ferredoxin-NADP + 

reductase system sharply lowered the C-flow towards 

fatty aldehydes (Crepin et al., 2018). 

(c) Fatty-acid-derived biofuels 

BIOFUEL MICROBES CHALLENGES 

FAEEs Yarrowia lipolytica 
Need to enhance production of FAEEs to reach 

commercially acceptable level (Yu et al., 2020). 

Oleic acid Rhodosporidium toruloides 
Fatty acids produced showed promising potential to be 

blended with vegetable oils (Tsai et al., 2019). 

FFAs S. cerevisiae 

Creating higher titers of FAs requires substantial 

amounts of acetyl-CoA, ATP, and NADPH, making it 

difficult to engineer (Ferreira et al.,                                    

2018). 

Odd-chain FA Y. lipolytica 

Difficulty in assessing toxicity and understanding the 

role of propionic catabolism in odd FA production (Tai 

& Stephanopoulos, 2013). 
  

Table 4. CO2 emission from renewable and non-renewable sources 

RENEWABLE ENERGY FUELS 

S/N Fuel CO2 Emission (C/Ti) Reference 

1 Gasohol E10 2.159 Nicha et al., 2014 

2 Gasohol E20 2.159 Nicha et al., 2014 

3 Gasohol E85 0.482 Nicha et al., 2014 

4 Natural gas 15.3, 56.74 
Khan et al. 2019; 

Geraldine et al., 2014 

5 Biodiesel (B5) 2.284 Nicha et al., 2014 

6 Liquefied petroleum gas (LPG or LP gas) 2.041, 17.2, 65 
Nicha et al., 2014; Khan et 

al. 2019; 

7 Biogas 0 Geraldine et al., 2014 

8 Compressed natural gas (CNG) 1.737 Geraldine et al., 2014 

NON- RENEWABLE ENERGY FUELS 

1 Diesel Fuels (HSD) 2.395, 20.2 
Nicha et al., 2014; Khan et 

al. 2019 

2 Gasoline 18.9 Khan et al. 2019 

3 Kerosene 19.6 Khan et al. 2019 

4 Residual Fuel Oil 21.1 Khan et al. 2019 

5 Naphtha 20.0 Khan et al. 2019 

6 Refinery Gas 18.2, 56.9 
Khan et al. 2019; 

Geraldine et al., 2014 

7 Coking Coal 25.8, 80 
Khan et al. 2019; 

Geraldine et al., 2014 

8 Fuel Oil 78 Geraldine et al., 2014 

9 Waste Oil 78 Geraldine et al., 2014 

10 Gas Oil 74 Geraldine et al., 2014 
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6. POLITICAL WILLINGNESS TO COMMERCIALIZING 
BIOFUEL IN DEVELOPING COUNTRIES 

Outcomes leading to political economy are simply the political 

decisions that have been reached through consultation with 

stakeholders (Anderson et al., 2013). In reality, policies are 

created and enhanced by politicians, not economists. For 

example, Statista (2021) reported that Nigeria imported petrol 

worth about 688 trillion naira between January and March 

2021. This information could also be a game changer if the 

government provides 20% of the cost of gasoline or ethanol 

importation into the country as incentives to investors. In most 

developing countries, investors are discouraged by politicians 

who, at one end, consider the interests of stakeholders. In oil-

rich developing countries, many stakeholders have become 

accustomed to the substantial income generated from fossil-

fuel-associated businesses. Most stakeholders are politicians 

who would constantly disrupt biofuel commercialization 

through unstable or unreliable decision-making or policy 

formulation. Some of the stakeholders may be lobbyists that 

lobby governments into policy positions. Some of the 

stakeholders are ideologists who believe that biofuel would 

cause greater problems. Some of the stakeholders are the 

farmers who are expected to produce the biomass used for 

biofuels. In the US, the use of edible crops for biofuels has been 

criticized because an equivalent of 330 million people could 

have been fed with the grain grown by American farmers in 

2009. In developing countries, some of the stakeholders 

constitute small and medium businesses that rely on fossil fuels. 

Hence, the weakness of the political class to negotiate with the 

various stakeholders in developing countries is one of the main 

challenges facing biofuel commercialization.                             

Zilberman et al. (2014) proposed that in such a case of 

conflicting interests, the political outcome of introducing 

incentives for biofuel operators to pay the price of externalities 

would be a soft-landing pad, especially in an environment with 

associated bottlenecks such as mono-economy, unreliable      

technical know-how, poor technology, government hypocrisy, 

lack of funds, sustainable biomass resources, inadequate 

farmland, policies, and infrastructure. Canada and Brazil 

prioritize some exporters operating in the Middle East. The US 

government provided subsidies worth at least US$43 billion to 

the renewable energy and biofuel industries in 2009 (Robbins, 

2011). After the incentives given in 2009, the US still subsidies 

biofuels to the tune of US$7 billion a year, while China 

provides around US$2 billion in direct subsidies a year. These 

political decisions in the US were initiated by mid-western 

states, which led to the campaign on certain biofuel policies that 

have been adopted by US government agencies (Notaras, 

2018). The dividend of the emerging policies was the 

production of 10 billion gallons of biofuels in 2010 and 15 

billion gallons in 2015, with a projection of 36 billion gallons 

in 2022.                                                                                        

One of the misleading agitations by some ideologists against 

biofuel commercialization is land use, populace addictions to 

fossil fuels, and food prices. Some policymakers in developing 

countries are already leveraging on this idea to continue the 

fossil-fuel addictions that have brought about high importations 

of essential goods and services (Robbins, 2011). A significant 

growing human population is expected to impact land use and, 

by extension, food prices. For example, in most developing 

countries (as seen in Mozambique), corporations have 

preference over the government in land allocation. This action 

has led to food insecurity and resource deprivation. Another 

sect of ideologists sees the call for biofuel commercialization 

as a ‘biofuel complex’ ideology that has far-reaching political 

implications. They believe that the political economy of the 

‘biofuel complex’ is indeed parochial as it may lead to ‘land 

grabs’ across the world (Monsalve et al., 2008; Cotula, 2009), 

political-economic-ecological instabilities, destabilization of 

existing agrarian structures, etc. Contrary to all these, another 

school of thought believes that biofuel commercialization is a 

new profitability frontier for the agribusiness and energy 

sectors (McMichael 2009). Policy debates by countries that 

have commercialized biofuels clearly show that conscious 

economic planning is vital in balancing political decisions 

across different stakeholders (Franco et al., 2010; Hollander, 

2010; Gillon, 2010). In other words, the challenges of biofuel 

commercialization in developing countries can be overcome 

through conscious political decisions. 

 

5. CONCLUSIONS 

In a nutshell, this review established that despite the awareness 

of biofuel for the past two decades, developing countries are far 

from commercializing biofuel, judging from the points raised 

in the review. Aside from the immediate danger of 

environmental pollution from fossil fuels that has been reported 

in most developing countries, biofuel commercialization is a 

new profitability frontier for agribusiness and energy sectors 

with huge short-term gains. This development means that 

developing countries stimulate their economies to avoid 

inflation, poverty, loss of jobs, and criminality, among other 

dangerous outcomes, whenever crude oil prices crash. 

The biomass resources in developing countries were wholly 

examined, with high prospects for the use of agro waste such 

as rice husk, guinea corn husk, corn stalk, millet stalk, cassava 

peelings, coconut shell, tomato or pepper stalk, withered 

vegetables, feathers, cow dung, poultry droppings, pig dung, 

horse dung, rabbit dung, fish bones, beans peels, palm fruit 

waste, palm kernel, etc. The main question in this abundant 

biomass resource is sustainability. It is noted that the future 

drawback of commercial biofuel production in developing 

countries is inadequate planning and policy formulation to 

prevent land grab, food insecurity, social imbalances, and 

political instabilities.                                                                    . 

The drawbacks of the biofuel project in developing countries 

were discussed. Salient challenges that may mitigate or straggle 

biofuel commercialization in developing countries include 

mono-economy, poor technology, sustainable biomass 

resources, inadequate farmland, policies, technical know-how, 

and infrastructure. The technical know-how was discussed in 

depth. It was clearly seen from the technical trends that 

researchers in developing countries have a lot to do in 

expanding the scope of affordable biofuel processing 

techniques. 

In order to improve biofuel production yield, technological 

advancement and technical know-how are well needed to boost 

biofuel commercialization. Recommendations to enhance 

biofuel commercialization include fostering synergy between 

industry, academia, and government. Conscious political 

decisions, such as providing incentives and negotiating with 

stakeholders, are essential to create an enabling environment 
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for investors. Governments should formulate standardized 

policies that promote active participation from financial 

institutions. Public-awareness programs should be launched to 

educate the populace about the benefits of biofuels. 

Additionally, providing reliable infrastructure, such as good 

roads, proper water, and power supply, will boost feedstock 

production. Finally, the formulation of workable policies to 

attract investors is crucial for the successful development of the 

biofuel industry. 
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A B S T R A C T  

 

Clean solar energy is one of the best sources of energy. Solar power plants can generate electricity in Iran due 

to their large number of sunny days. This paper presents a short-term forecasting approach based on artificial 

neural networks (ANNs) for selected solar power plants in Iran and ranks the input variables of the neural 

network according to their importance. Two solar power plants in Hamadan province (Amirkabir and Khalij-

Fars) were selected for the project. The output of solar power plants is dependent on weather conditions. Solar 

radiation on the horizontal plane, air temperature, air pressure, day length, number of sunny hours, cloudiness, 

and airborne dust particles are considered input variables in this study to predict solar power plant output. 

Forecasting model selection is based on considering zero and nonzero quantities of target variables. The results 

show that solar production forecasting based on meteorological parameters in the Khalij-Fars is more accurate 

than Amirkabir. The global solar radiation, air temperature, number of sunny hours, day length, airborne dust 

particles, cloudiness, air pressure, and dummy variables1 are the order of the most important inputs to solar 

power generation. Results show simultaneous influences of radiation and temperature on solar power plant 

production. 

 

https://doi.org/10.30501/jree.2023.363386.1461 

                                                           
1. The first half of the year is counted as one, and the second half is counted as zero. 

1. INTRODUCTION2 

Energy production has long been accompanied by carbon 

emissions. Carbon emission is one of the most important 

environmental issues leading communities to use renewable 

energy sources. According to the EIA report of Country 

Analysis Executive summary, Iran was the fifth-largest oil 

producer in 2020 and the third-largest gas producer in 2019. 

Iran is ranked the third as the world's largest proved reserve 

holder of oil and second-largest proved reserve holder of 

natural gas. Easy access to fossil fuels means that 73 % of 

Iran's net electricity generation is from natural gas, 15 % from 

oil, 10 % from hydropower, 2 % from nuclear power plants, 

and just less than 1 % from coal and non-hydro renewable 

energies (EIA, 2021). There are several major oil and gas 

refineries in Iran, which have led to the country ranking 

seventh in carbon dioxide emissions worldwide indicating the 

importance of reducing them (Mamipour et al., 2019). 

   In spite of the cheaper cost of production of electricity from 

the combustion of fossil fuels and the lower amount of 

electricity produced by renewable power plants and fossil fuel 

                                                           
*Corresponding Author’s Email: s.mamipoor@khu.ac.ir (S. Mamipour) 

  URL: https://www.jree.ir/article_166555.html 

power plants, the development of renewable energy is more 

pragmatic for environmental reasons. Since the establishment 

of new solar power plants in Iran is assigned to the private 

sector, the return of capital to investors is an important aspect 

and it is indicative that accurate predictions are critical to the 

establishment of new solar power plants. Some deficiencies 

might dampen investment enthusiasm for building new solar 

power plants. To maximize the amount of power generated in 

a given region, the meteorological variables affecting solar 

power output must be precisely calculated. A weather forecast 

can help investors select the optimal equipment and panels for 

a particular region. Due to Iran's vast size and wide range of 

climates, this factor is very important in choosing the best 

sites for establishing new power plants. An accurate 

assessment of the impact of weather variables on the output of 

solar power plants can greatly affect the optimum choice for 

their siting. 

   The general idea is that the high radiation points are the best 

regions for establishing solar power plants, but the 

temperature will rise as the sun rises, which will decrease the 

efficiency of the power plant (Bhavani et al., 2021). The main 

factors that affect the performance of power plants should be 

ranked empirically based on climate and region. In 

determining the output of solar power plants, only the factors 
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that are most likely to affect solar power production should be 

taken into account. 

   As shown in Figure 1, solar power plants should be 

established in flat, wide areas that are near the main power 

grids. To ensure that the selected place is a suitable location 

concerning points in its immediate vicinity, one needs to 

examine and analyze the most important meteorological 

parameters of the selected region. 
 

 
Figure 1. Overview of Iran’s renewable power plants –end of year summary 2020 

 

   Figure 1 outlines the location and capacity of installed 

renewable power plants in Iran. The north of Iran has no solar 

power plants in operation because the weather condition is 

mild and there are more rainy days than sunny days. 

   As the sun shines for long periods in most regions of Iran, 

this clean energy may be used to generate electricity. As a 

result of intermittent fluctuations in PV3 system output, 

production is also volatile during the day. Some particles in 

the atmosphere, such as water vapor and gases in the 

atmosphere, absorb some of the sun's rays, while others, such 

as dust particles in the atmosphere, disperse this energy into 

space (Carra et al., 2018). In general, about 340 watts per 

square meter of solar energy falls to the earth, but only 48 

percent of it reaches the ground and can be used for solar 

energy production. 29 % of solar radiation is reflected in 

space by clouds, bright surfaces, and atmospheres. Gases in 

the atmosphere, dust, and other particles absorb 23 percent of 

this energy (NASA, 2009). Approximately, 48 % of this solar 

radiation can be used by photovoltaic panels to produce solar 

energy. Accordingly, the amount of sunlight reaching the 

earth's surface fluctuates with climate conditions, Thus, 

                                                           
3 A photovoltaic (PV) system is made up of one or more solar panels with an 

inverter and other electrical and mechanical equipment that converts sunlight 

into electricity. 

photovoltaic cells have variable output. Atmospheric 

fluctuations affect solar electricity production. There have 

been many studies attempting to model the output of solar 

energy production based on this fluctuation, which has led to 

numerous studies estimating the output of solar plants (Jung et 

al., 2020; Vaka & Talukdar, 2020; Zaaoumi et al., 2021; Zhao 

et al., 2021). The major categories for predicting solar energy 

are theoretical sunshine-based models, empirical 

meteorological parameters, and combinations of both 

meteorological models and sunshine-based models (Jahani et 

al., 2017). It has been reported that the amount of global solar 

radiation on the horizontal plane, air temperature, air pressure, 

number of sunny hours, cloudiness, dust particles in the air, 

and relative humidity can have an impact on the performance 

of solar power plants (Bugała et al., 2018; Khosravi et al., 

2018; Loghmari et al., 2018; Rao et al., 2018). 

   In some cases, solar power plants are not located near 

meteorological stations. However, they need to measure 

meteorological parameters to accurately predict power plant 

output. Since establishing new meteorological stations is very 

expensive, this study investigates what can be done to make 

accurate predictions more reasonable. 

 

2. LITERATURE REVIEW 
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The following papers (Bugała et al., 2018; Ghritlahre & 

Prasad, 2018; Loghmari et al., 2018; Olden et al., 2004; Rao et 

al., 2018; Shireen et al., 2018) discuss the application of 

neural networks to solar system prediction. In previous 

research, neural networks have been used to estimate the 

following topics: 

i. Solar energy prediction 

ii. Solar radiation prediction 

iii. Predicting the output of solar systems 

iv. Meteorological ANN models for Iran’s weather condition 

   Detailed in the topics below, it explains that the connection 

weight method is selected in the current research based on 

previous studies to analyze the importance of input variables. 

 

i. Solar energy prediction 

Shireen et al. (2018) developed a model based on repeated 

multi-purpose learning. Owners of solar power systems can 

benefit from modeling PV output time series because this 

allows them to understand how energy systems behave over 

time. An effective method of multifunctional learning is 

proposed for the MTL-GP-TS time series to predict PV 

output. By combining PV measurements from multiple solar 

panels with similar traits, measurements are improved. 

Learning the proposed MTL-GP-TS model iteratively 

uncovers hidden or missing values in a set of panel-related 

time series that are potentially useful in predicting PV trends. 

Furthermore, it improves the traditional multifunctional 

learning process and generalizes the Gaussian process of 

learning both global trends and irregular local components. 

Based on a real-world case study, the proposed approach can 

improve conventional approaches significantly. 

 

ii. Solar radiation prediction 

Halabi et al. (2018) evaluated the performance of hybrid 

models of adaptive neuro-fuzzy inference systems for 

predicting monthly solar radiation. The output of solar energy 

systems is highly dependent on solar radiation. Therefore, 

accurate forecasting of solar radiation is very important. 

Hence, a consistent independent fuzzy inference system and a 

hybrid model were developed to predict monthly solar 

radiation following various meteorological parameters such as 

irradiation time S(h) and air temperature. Their proposed 

hybrid models include particle swarm optimization, genetic 

algorithms, and differential evaluation. To evaluate the 

capability and efficiency of the proposed model, several 

statistical indicators such as mean squared error, correlation 

coefficient, and mean absolute error are used. Performance 

evaluation over various statistical indicators exhibited a high 

correlation for all of the developed modules. Hybrid particle 

swarm optimization has obtained the best statistical indicators 

in all of the models. An accurate comparison with other 

studies has been performed to validate the accuracy of the 

proposed prediction models and their appropriateness. The 

results showed that the developed hybrid models had the 

highest reliability, more accurate estimation, and the most 

efficient methods for global prediction. 

   Loghmari et al. (2018) compared the performance of two 

models of global solar radiation. They developed two global 

satellite models for solar radiation: an artificial neural network 

(ANN) and a reverse weighting model (IDW). The goal is to 

predict global solar radiation at a distance of more than 50 km. 

The ANN model uses meteorological data in the inventory 

target area, while the IDW model employs global solar 

radiation measured in neighboring areas. For the construction 

and validation of the models, for 5 consecutive years (2008-

2012), the values of 5 different meteorological parameters 

were collected monthly from 10 meteorological stations 

located in the south and center of Tunisia. The evaluation 

results of the two models provide comparable results. For the 

developed ANN model, the average root of the mean square 

error is 6.4 %, while for the IDW model, it is 5.11 %. The 

IDW model is simpler and slightly more accurate than the 

ANN model. This study examined the behavior of two models 

for different climate conditions through two scenarios. The 

results show that the number of samples that ANN is trained 

to predict Global Horizontal Irradiance (GHI) is more 

important than the climatic conditions from which these 

samples are retrieved. However, providing input data from 

sites with similar weather conditions to the predicted area 

increases the accuracy of the IDW model. In the present study, 

data from meteorological stations are collected because, in 

real conditions, all countries cannot have free access to 

satellite meteorological data. 

   Rao et al. (2018) analyzed different combinations of 

meteorological parameters in predicting the amount of total 

horizontal solar energy radiation with a neural network 

approach. For the input variables of biennial data for the 

characteristics of total daily radiation, minimum temperature, 

maximum temperature, minimum and maximum temperature 

difference, sunny hours, sunny hours in theory, and 

extraterrestrial radiation are considered. Different 

combinations of input variables were considered to predict 

monthly solar radiation. Out of 32 possible modes, models 

with a combination of the theoretical sunny hours and 

extraterrestrial radiation had the best performance. These two 

parameters are available for any location and do not need to 

be measured. The best performance belonged to the case with 

the least number of inputs. In the present study, we try to 

eliminate unnecessary parameters and unreasonable 

combinations from the predicted models and with fewer 

computations try to get more accurate results. 

 

iii. Predicting the output of solar systems 

Short-term predictions of power generation in photovoltaic 

systems were made (Bugała et al., 2018). An in-depth analysis 

of the input data measured in Poland showed that the effect of 

some variables such as air pressure and day length was 

statistically insignificant. The values of skewness, elongation, 

and the results of experiments applied to investigate the 

distribution of the dependent variable for daily power 

generation indicated that the linear regression model should 

not be the only method in the forecasting process. The 

developed neural network was based on the RBF model with a 

quality test of approximately 93 % and an RMS error of    

0.02 %. The input variables required for the proposed ANN 

model included the number of sunshine hours, day length, air 

pressure, maximum air temperature, amount of daily radiation, 

and cloudiness. 

   Ghritlahre & Prasad (2018) applied neural network 

techniques to predicting the performance of solar collectors. 

Solar collectors are designed for low- to medium-temperature 

ranges. Therefore, the optimal design of collector systems 

helps to increase solar energy efficiency. In this research, a 

neural network technique is proposed to estimate the thermal 
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performance of the multilateral flow of a porous solar air 

heating bed. This study further addresses the research gap in 

research conducted on solar collectors. The present study has 

confirmed that both temperature and global horizontal solar 

radiation in real case studies are simultaneously significant to 

the output of solar power plants. 

 

iv. Meteorological ANN models for Iran’s weather 

condition 

Gorjian et al. (2015) modeled solar radiation potential in Iran 

based on the meteorological and geological data of 31 stations 

spreading all over the country. They considered solar radiation 

as the target variable and month of the year, latitude, 

longitude, altitude, sunshine duration, minimum air 

temperature, maximum air temperature, maximum daily earth 

temperature, atmospheric pressure, and precipitation as input 

variables. 

   Solar radiation reaching the Earth was modelled using 

ANFIS, NN-ARX (Piri & Kisi, 2015). It was a case study of 

two synoptic stations of Zahedan and Bojnurd. The data 

included sunshine hours, maximum and minimum 

temperatures, average relative humidity, and solar radiation. A 

comparison was made between artificial intelligence models 

and empirical models. It was found that ANFIS performed 

better than the empirical models in estimating daily solar 

radiation. 

   Khosravi et al. (2018) performed hourly predictions of solar 

radiation on Abu Musa Island using machine learning 

algorithms. This study proposed machine learning algorithms 

for predicting hourly solar radiation. Prediction models were 

developed based on two types of input data. The first model 

uses local time, temperature, pressure, wind speed, and 

relative humidity as input variables of the model (N1), and the 

second model predicted solar radiation (N2). Predictive 

models use only past solar radiation values to estimate future 

values. For this purpose, a multilayer feed-forward neural 

network (MLFFNN), radial basis function neural network 

(RBFNN), support vector regression (SVR), fuzzy inference 

system (FIS), and an adaptive fuzzy inference system 

(ANFIS) were used. The results showed that for N1 models, 

SVR and MLFFNN had the maximum predicted solar 

radiation performance with R = 0.9999 and 0.9957, 

respectively. For N2, SVR, MLFFNN, and ANFIS models 

reported a correlation coefficient more than 0.95 for the test 

data set. 

   Many empirical studies predict solar radiation depending on 

the weather conditions in Iran, but none of these studies has 

investigated the impact of meteorological parameters on the 

production of solar power plants, and their focus is only on 

prediction solar radiation. Obviously, to predict the production 

of solar power plants based on meteorological parameters, real 

and accurate data are required, which is followed in this 

research. Therefore, the main contribution of this paper is that 

it tries to predict the output of solar power plants by using 

meteorological parameters. In this study, eight meteorological 

parameters that affect the output of solar power plants are 

considered as input variables. In meteorological and 

hydrological research, the question always arises as to which 

one of the input variables of the neural network has a more 

important role in prediction. Although model sensitivity 

analysis in most studies is not common, there are methods to 

determine the importance of input variables. Garson methods, 

connection weights, partial derivatives, sensitivity analysis, 

adding a parameter to the model, and removing a parameter 

from the model are some of the methods for measuring the 

importance of parameters (Olden et al., 2004). Based on the 

research of Olden et al. (2004), the best method is the 

connection weights. In this study, the connection weights 

method is used to rank the importance of input variables. 

 

3. METHODOLOGY 

ANN models are the most common data mining models 

inspired by human brain functions and are used to model both 

linear and nonlinear systems. In the present study, data with 

three-hour and daily frequency for the meteorological 

parameters are considered from the IRIMO organization for 

the parameters of cloudiness, temperature, air pressure, and 

the number of sunny hours, but the purpose of the study 

includes hourly and daily prediction. Consequently, hourly 

and daily data sets were retrieved from the SODA website for 

temperature, air pressure, solar radiation, day length, and 

global horizontal irradiation. Since the website does not report 

cloudiness information and the number of sunny hours, data 

from the IRIMO organization was used. By assuming that the 

amount of cloudiness and the number of sunny hours during 

three hours are constant, these two variables are converted 

into hourly ones. One of the highly correlated variables of 

meteorological features is cloudiness. This variable is often 

reported at airport meteorological stations. In the city of 

Qahavand, cloudiness was not reported for 5 months; 

therefore, cloudiness data were retrieved from the nearest 

meteorological station, Hamadan airport station. ANNs were 

made of three layers. The first one is called the input layer 

which consists of input variables introduced in Table 1. 

 

Table 1. Input and output parameters 

Input Output Symbols Unit Frequency Source Explanation 

 

Input 

GHI Wh/m2 Hourly & daily SODA (Professionals, 2021) 
Global solar radiation on a horizontal plane 

at the ground level 

Temp Celsius degree4 Hourly & daily SODA 
Temperature at a height of 2 meters above 

the ground 

Press hPa 5 Hourly & daily SODA Air pressure 

Dayl Hour Daily SODA Length of the day from sunrise to sunset 

Nsun Hour Daily IRIMO (IRIMO, 2018) Number of sunny hours 

C Okta Each 3-hours IRIMO Cloudiness 

Dust Nanometer Each 3-hours SODA Dust @ 550 nm 

Dummy - - - first half of the year = 1; second half of the 

                                                           
4 Two data collections for temperature are acquired from IRIMO and SODA website. 
5 Hectopascal (100 x 1 pascal) - pressure units. 
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year = 0. 

Output Target kWh Hourly & daily IGMC (IGMC, 2017) 
The amount of solar power generation per 

unit 

 

The second one is called the hidden layer which is the center 

of all computations, weights, biases, activation functions, and 

calculation nodes located in this layer. Finally, the last layer is 

called the output layer which only shows the result of 

computations in the hidden layer. A brief diagram of ANN 

with input and output parameters is shown in Figure 2. 
 

 
Figure 2. Schematic structure of neural networks 

 

   The purpose of the current study is to propose how to select 

input variables to estimate an accurate model for predicting 

the output of solar power plants with meteorological station 

data. The process of estimation of models in this paper is 

shown in Figure 3. After selecting the best estimation model, 

input variables are ranked based on the connection weight 

method. The proposed model can be used to select input 

variables to estimate the output of solar power plants. Indeed, 

the current study is done with real meteorological station data 

and it can be useful for medium to small power plants  that do 

not have access to satellite meteorological data. 

 

 
Figure 3. The process of modeling 
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3.1. Pre-processing steps 

The algorithm of the proposed approach is given in Algorithm 

1. For minimizing the estimation error, some steps are 

necessary for cleaning data before estimation. Preprocessing 

eliminates the negative effect of different input variable 

scales. The min-max method is used in the current study to 

normalize input variables and convert all input and target 

variables to ranges 0 and 1. In this method, the data is 

normalized based on the following formula: 

x′
ij =

xij − xmini j

xmaxi j − xmini j
(xmaxi j

′ − xmini j
′ ) + xmini j

′  

where xmaxi j = max xij indicates the maximum value of 

variable j and xmini j = min xij indicates the minimum value 

of variable j. Moreover, x′
maxi j and x′

mini j are maximum and 

minimum values of variable j, respectively, in the new range. 

In the current study, xmaxi j
′  and x′

mini j are considered 1 and 

0.1 to normalize data between (0.1,1). 

 

3.2. Select the best training function 

To choose the best training function, it is necessary to 

compare the performance of different training functions. Daily 

data from the Khalij-Fars power plant were used for this 

purpose. Each neuron is trained 30 times with a specific 

training function. As the weights and biases are assigned 

random values at every execution of the neural network, the 

error is sensitive to sampling and it was not satisfactory to rely 

on the results of one run of the model. Therefore, for each 

neuron i, the network is trained 30 times with each of these 

training functions. The function with the least mean squares 

error was selected as the optimum training function. 

 

3.3. Find the optimal number of neurons 

Data were randomly divided into three sets of training, 

validation, and test data with a ratio of 15-15-70. In each 

model, for one neuron up to 15 neurons, the model was 

repeated 100 times so that we could find the minimum optimal 

neuron. The average MSE error of 100 repetitions was 

calculated for each neuron. The model that was minimized in 

terms of the average MSE error of the validation dataset was 

selected as the optimal network. 

 

3.4. Estimate model and rank input variables 

In the present study, the logsig transfer function is used for the 

Multi-Layer Perceptron neural network (MLP). In the 

following, we turn to the selection of the optimal neural 

network model. The first step is to select the appropriate 

training function and the second step is to find the optimal 

number of neurons. 

 
Algorithm1. Algorithm of the proposed approach 

 Input variables: i = [GHI, Temp, Press, Dayl, Nsun, C, Dust, 

Dummy] 

 Target variable: output of solar power plants 

 Final result: 

1- Predicting the output of solar power plants 

2-  Ranking the importance of each variable by the connection 

weight method 

 Data pre-process steps: 

Step1: Normalizing data with maximin method between (0.1,1) 

using the following equation: 
 

x′
ij =

xij − xmini j

xmaxi j − xmini j
(xmaxi j

′ − xmini j
′ ) + xmini j

′  

 

Step2: Find the best training function among Bayesian 

Regularization Backpropagation (trainbr), Levenberg-Marquardt 

(trainlm), Scaled Conjugate Gradient (trinscg), and Conjugate 

Gradient with Powel/Beale Restarts (traincgb). 
 

Step3: Find the optimum number of neurons for each model 
 

 Model estimation 

Step4: Estimate the model with 8 input variables and evaluate the 

error criteria 
 

Step5: Save the network weights: 

1- Input to hidden layer weights: Winput( i ) – hidden neuron( j ) 

2- Hidden layer to output layer weights: Whidden neuron( j ) – output 

Step6: Eliminate one variable and estimate the model with 7 input 

variables and evaluate error criteria. 
 

Step7: Save the network weights: 

1- Input to hidden layer weights: Winput( i ) – hidden neuron( j ) 

2- Hidden layer to output layer weights: Whidden neuron(j ) – output 

 Ranking parameters 

Step8: Connection weight method: The calculations of the 

method of connection weights are as follows: 
 

1- Multiplication of the transpose of weights from the input layer 

to the hidden layer by the weights of the hidden layer to the output 

layer (Each row of this matrix represents an input). 

W − Connectionweightmethodinput(i)

= Winput(i)−hiddenneuron(j)

∗ Whiddenneuron(j)−output 

2- Summarization of the numbers in each row of this matrix 

indicates the importance of its corresponding property. 

Total Rank of Input (i) 

= ∑(Winput(i)−hidden neuron(j) ×

n

j=1

Whidden neuron(j)−output) 

 

3.5. Case study 

The Iranian grid management company provided daily and 

hourly output data for all in-operation solar power plants. As 

shown in Figure 4, Hamedan is ranked the first in solar energy 

production. We selected two power plants with the most 

available data from the received data. In Hamadan province, 

the final outputs of two solar power plants, Amirkabir and 

Khalij-Fars, are considered since their establishmen. 

   The target variable for this study is the amount of electricity 

generated by selected solar power plants. In three formats, 

hourly, daily, and monthly, the Iran power grid management 

company has provided data related to the production of the 

Khalij-Fars power plant located in the city of Qahvand during 

the period of 2017/03/19 until 2018/03/20 and data related to 

Amirkabir, located in the city of Qerkhlar, from the date the 

power plant began operating, 2017/01/28, until 2018/03/20. 

   According to Google maps, the distance between Amirkabir 

solar power plant and Hamedan airport is 14.7 km (Map, 

2023a) and the distance between Khalij-Fars solar power plant 

and Hamedan airport is 33.1 km (Map, 2023b). 
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Figure 4. The total number of installed photovoltaic power plants in each province (MW) – Iran 

 

 

Table 2. Description of data and the geographical location of selected solar power plants 

Plant City Longitude Latitude Start date End date 

Number of 

daily data 

with zero 

production 

Number of 

hourly data 

with non-zero 

production 

Number of hourly 

data with zero 

production 

Khalij-

Fars 
Qerkhlar 48.5550 34.9847 2017/03/21 2018/03/21 417 5367 10008 

Amirkabir Qahavand 48.9984 34.8586 2017/03/21 2018/03/21 426 5438 10224 

 

In previous studies and as mentioned above, the temperature 

negatively affects solar collector performance (Ma et al., 

2020). It is also shown in Figures 5 and 6. Although greater 

solar radiation occurs during warm days of the year when 

temperatures exceed 25 degrees Celsius, PV solar energy 

plants often produce the most when temperatures are below 

that level. 

 

 
Figure 5. The daily total output of the selected solar power plants (IGMC, 2018) 
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6(a) Average Temperature by Month – Hamedan airport station 6(b) Average GHI by month – Hamedan airport station 

Figure 6. Average Temperature & GHI by month – Hamedan airport station (IRIMO, 2018) 
 

3.6. Assessment criteria 

A prediction model's accuracy must be checked after 

evaluation. For the time series Yt which contains k elements, 

the time series ft is estimated. Table 3 presents the 

performance evaluation functions and a brief description of 

them. 

 

Table 3. Assessment criteria and descriptions 

The formula of the performance function Description Performance analysis 

MAPE =
∑ |

yt−ft

yt
|k

t=1

k
 

Mean absolute percentage error (MAPE) is 

used to differentiate between prediction 

models and to select the optimal model 

 MAPE < 10 %: High predictive power 

 10 % < MAPE < 20 %: Good predictive 

power 

 20 % < MAPE < 50 %: Logical predictive 

power 

 MAPE > 50 %: Incorrect prediction 

MSE =
∑ (yt − ft)2k

t=1

k
 

Mean square error (MSE) is one of the most 

popular performance evaluation criteria. The 

most important drawback of this criterion is 

that it increases the effect of large errors. 

Nearest to zero shows a more accurate 

forecast 

 

RRMSE =
√∑ (yt−ft)2k

t=1

k

∑ yt
k
t=1

∗ 100 

This error is the root of RMSE and is called 

(RRMSE). In the present study, the model 

was selected with the highest accuracy by 

comparing the two criteria of MAPE and 

RRMSE. 

 RRMSE < 10 %: High predictive power 

 10 % < RRMSE < 20 %: Good predictive 

power 

 20 % < RRMSE < 30 %: Logical 

predictive power 

 RRMSE > 30 %: Incorrect prediction 

R =
∑ (fi − f̄)(yi − ȳ)k

i=1

√∑ (fi − f̄)2k
i=1 √∑ (yi − ȳ)k

i=1

 

The correlation coefficient called (R) 

represents the percentage of a total change of 

the dependent parameter, which can be 

explained by independent parameters. If the 

value of the correlation coefficient is exactly 

1, it indicates that 100% of the dependent 

parameter changes are explained by 

independent parameters. 

 R > 0.9 shows well-fitted models 

 0.8 < R < 0.9 shows good accuracy 

 0.5 < R < 0.8 shows weak fitted models 

 

4. RESULTS AND DISCUSSION 

4.1. Heatmap correlation of all variables in Khalij-Fars 
dataset 

The heatmap correlation of all input and output variables for 

the Khalij-Fars power plant is shown in Figure 7. As is shown 

in Figures 7-a and 7-b, there are some differences between the 

correlation of parameters in daily and hourly inputs and target. 

In daily estimation, three more correlated factors are Nsun 

GHI and Dayl. In hourly estimation, 3 more correlated factors 

are GHI temperature and Nsun. 

 

4.2. Heatmap correlation of all variables in the 
Amirkabir dataset 

The heatmap correlation of all input and output variables of 

Amirkabir solar power plant is shown in Figure 8. Based on 

Figure 8-a, six input variables correlate more than 0.6, 

showing that our daily prediction will be more precise than the 

hourly forecast. In daily estimation, three more correlated 

factors are Nsun, GHI, and Dayl. In hourly estimation, three 

more correlated factors are GHI temperature and Nsun; 

however, as shown in Figure 8-b, just one input variable 

(GHI) has a correlation above 0.5 and it shows that hourly 

forecasts are highly dependent on the GHI data. This result 

shows that in both power plants, three more correlated factors 

in daily and hourly estimations are the same; therefore, it is 

confirmed that the most important factor should be selected 

based on the granularity of the model. 
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7(a) Heatmap correlation of daily inputs 

 

7(b) Heatmap correlation of hourly inputs 

Figure 7. Heatmap correlation of inputs and target - Khalij-Fars 
 

 

 

8(a) Heatmap correlation of daily inputs 
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8(b) Heatmap correlation of hourly inputs 

Figure 8. Heatmap correlation of inputs and target- Amirkabir 

 

4.3. Selecting the best training function  

As shown in Figure 9, the mean squared error of four training 

functions is compared to select the best function with 

minimum squared error. For each training function, the 

number of neurons varied from 1 to 10 to see the result of an 

increasing number of neurons on the performance of the train 

function. As shown in Figure 9, the network error with the 

trainlm and trainbr training functions is similarly lower than 

trinscg and traincgb. The model error with the trainlm training 

function and 7 neurons (i = 7) has the least error. As the 

selection of the optimal neuron and training function should 

be based on the selection of the neuron with the least average 

squared error in the validation data set, the Cumulative error 

distribution diagram is used to compare the four training 

functions. 

 

 
Figure 9. Selecting the best training function 

 

4.4. Finding optimized network 

The initial phase of our study will examine the network 

outputs of each solar power plant. First, a network with 8 

parameters is estimated. Then, one of the features is removed 

from the model. A feature is omitted from every model, The 

optimal network structure (based on the least number of 

neurons and the best training function) is determined by the 

least amount of error in the validation data set. Errors are 

more likely to occur when a variable is highly correlated with 

a target variable. The optimal models are selected based on 

the MSE, RRMSE, R, and MAPE values. According to the 

correlation-weight method, the variables are then ranked 

based on their importance. Reported errors are calculated 

based on the average of 100 replicates. 

 

4.4.1. MSE criterion 

As shown in Figure 10, the hourly forecast with zero 

production in the Khalij-Fars power plant has the least error. 

If we increase the number of data, then MSE errors will 

decrease. Therefore, if we compare only MSE errors, we 

cannot determine the most accurate models between hourly 

forecast and daily forecast. 
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Figure 10. MSE and RRMSE error criteria of forecast models 

 

4.4.2. RRMSE criterion 

As shown in Figure 10, the hourly forecast with zero 

production in the Khalij-Fars power plant has the least 

RRMSE error. 

 

4.4.3. R criterion 

In Figure 11, hourly forecast with zero production in the 

Khalij-Fars power plant model with 7 input variables without 

the air pressure has the nearest value of 1. It means that the 

elimination of the pressure from the input variables will 

increase the R and decrease the MAPE and it shows that air 

pressure does not have a major impact on the output of solar 

power plants. 

 

4.4.4. MAPE criterion 

As shown in Figure 11, Khalij-Fars daily forecast with zero 

production without considering air pressure has the lowest 

MAPE error. In all the estimated models, elimination of GHI 

has the most negative effect on the performance of estimation 

and this shows the obvious high impact of GHI on the output 

of the solar power plant. 

   Compared to estimations of the Amirkabir power plant, the 

Khalij-Fars power plant has the least errors. To improve 

forecasting at Amirkabir, more accurate data is needed.  In the 

absence of data on cloudiness parameters and the number of 

sunny hours, Hamadan airport data was used, which is 

approximately 15 kilometers away from the power plant. Note 

that the number of sunny hours was only reported once during 

the day and this variable was reported only at airport 

meteorological stations. It was expected that the number of 

sunny hours would be highly correlated with the amount of 

energy produced; however, the frequency of this variable did 

not line up with the hourly forecast (it was reported every 3 

hours in the IRIMO dataset). As a result, removing this 

variable improves model performance in most of the hourly 

forecast models. 

 

4.5. Importance analysis of input variables by 
connection weight method 

In all the forecasting models, the connection weight method is 

run and the most important input parameters are ranked. The 

most important factor in all of the models is global horizontal 

irradiance, as illustrated in Figures 12. The second important 

parameter for the Khalij-Fars solar power plant (which is the 

more accurate forecast) is the temperature, and the third is the 

number of sunny hours. According to the connection weights 

method, the number of sunny hours appears to be an important 

variable in the model. Recent studies have supported this 

finding (Bugała et al., 2018; Loghmari et al., 2018; Rao et al., 

2018). The number of sunny hours has been reported as an 

important and influential variable in the amount of solar 

energy production. This demonstrates the importance of 

measuring the number of sunny hours at meteorological 

stations on an hourly basis. As mentioned above, the best 

prediction model for the Amirkabir power plant was 

introduced the daily forecast mode with zero production and 

without air pressure. 
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Figure 11. R and MAPE error criteria of the forecast models 

 

 

Table 4. Finding minimum error in all the estimated models 

Model MSE RRMSE MAPE R 

Hourly forecast with zero production Khalij-Fars power plant * *   

Daily forecast with zero production Khalij-Fars power plant   * * 

 

 

 
Figure 12. Result of the connection weight method 

 

Consequently, this mode should be used to analyze the 

importance of input variables since it is the most accurate. In 

the case of daily forecast mode without zero production with 

seven variables without dust, the most important variable is 

global horizontal irradiance; the second one is the number of 

sunny hours; and the third one is temperature. 
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Figure 13. Performance plot of the best-estimated model Khalij-Fars daily forecast without considering air pressure 
 

 

  

Structure of input layers to the hidden layer Structure of the hidden layers to output 

Figure 14. Structure of the estimated neural network 

 

According to the results in Figure 13, all datasets show that 

the value of R is greater than 0.90; thus, the results of the 

connection weight method for Khalij-Fars daily forecast 

without considering air pressure with 6 neuron is considered 

the best-estimated model. Figure 14 shows the structure of the 

estimated network. 

   The equation of best-estimated model (Khalij-Fars daily 

forecast) without considering air pressure with 6 neurons is 

reported below: 
 

Winput( i)−hidden neuron(j)∗ input(i) = αj 

O1 = f(α1) = f((−2.27 ∗ ghi) + (1.74 ∗ temp) + (2.50 ∗ dayl) + (0.64 ∗ nsunh) + (2.71 ∗ c) + (−0.73 ∗ dust) + (−1.21 ∗ dummy) − ϕ
1

)

=
1

1 + e−α1
 

O2 = f(α2) = f((1.32 ∗ ghi) + (−0.30 ∗ temp) + (0.01 ∗ dayl) + (1.82 ∗ nsunh) + (1.99 ∗ c) + (−0.62 ∗ dust) + (0.02 ∗ dummy) − ϕ
2

)

=
1

1 + e−α2
 

O3 = f(α3) = f((0.76 ∗ ghi) + (2.52 ∗ temp) + (1.11 ∗ dayl) + (0.80 ∗ nsunh) + (0.90 ∗ c) + (−0.27 ∗ dust) + (0.99 ∗ dummy) − ϕ
3

)

=
1

1 + e−α3
 

O4 = f(α4) = f((−1.56 ∗ ghi) + (1.28 ∗ temp) + (−0.34 ∗ dayl) + (−0.17 ∗ nsunh) + (−2.82 ∗ c) + (1.05 ∗ dust) + (−2.98 ∗ dummy)

− ϕ
4

) =
1

1 + e−α4
 

O5 = f(α5) = f((0.29 ∗ ghi) + (1.71 ∗ temp) + (−1.29 ∗ dayl) + (0.83 ∗ nsunh) + (−1.51 ∗ c) + (1.57 ∗ dust) + (−2.06 ∗ dummy) − ϕ
5

)

=
1

1 + e−α5
 

O6 = f(α6) = f((1.36 ∗ ghi) + (−2.18 ∗ temp) + (−1.44 ∗ dayl) + (0.19 ∗ nsunh) + (−1.78 ∗ c) + (1.45 ∗ dust) + (0.93 ∗ dummy) − ϕ
6

)

=
1

1 + e−α6
 

OFinal = f((−0.98 ∗ O1) + (0.94 ∗ O2) + (1.20 ∗ O3) + (1.19 ∗ O4) + (−0.45 ∗ O5) + (0.72 ∗ O6))
= (−0.98 ∗ O1) + (0.94 ∗ O2) + (1.20 ∗ O3) + (1.19 ∗ O4) + (−0.45 ∗ O5) + (0.72 ∗ O6) 
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5. CONCLUSIONS 

By considering meteorological factors and ranking their 

importance on solar power plant output, this research 

attempted to provide an optimal model to predict solar energy 

production more accurately. This study examined the effects 

of eight variables on solar power plant output. Due to the 

increase in the number of dusty days in the country and the 

negative effect of the dust parameter on the amount of solar 

energy production, the objective was to determine the most 

effective input variable for solar energy production using a 

connection weight method. Out of the eight variables studied 

in this paper, air pressure had the least effect on solar energy 

production. Solar global irradiance on the horizontal plane, air 

temperature, and the number of sunny hours were the most 

significant variables in the present study. The amount of 

global radiation on the horizontal plane was retrieved from the 

SODA website and is not currently reported by meteorological 

stations across the received data from IRIMO. Besides, 

calculating this variable using radiation data is not difficult. 

Air temperature is the second most important variable 

affecting the amount of solar energy production. The third 

place in the Khalij-Fars power plant was the number of sunny 

hours. Day length and the number of sunny hours were two 

other important variables that we encountered in the hourly 

forecasts because they were reported once a day. In total, for 

both power plants, four parameters of solar radiation, number 

of sunny hours, temperature, and cloudiness were introduced 

as the most effective parameters in the amount of solar energy 

production. Because the frequency measurement parameter 

was the number of hours of daily sunshine, this parameter was 

only effective in daily forecasting. The Meteorological 

Organization must make arrangements for monitoring and 

measuring these parameters on an hourly basis. 

   The country currently has solar power plants connected to 

the electricity distribution network in 18 provinces. The 

provinces of Kermanshah, Markazi, Ilam, and Lorestan are 

among those with good potential for establishing solar power 

plants, but have yet to do so. In addition to helping the country 

become self-sufficient in electricity generation with the 

development of solar power plants in temperate regions and 

border launches, with proper planning, surplus production can 

be exported to neighboring countries. In the present study, 

much time was wasted trying to format meteorological data 

correctly. Several hours were spent cleaning the data because 

the data was not recorded correctly at non-airport stations. 

Due to the lack of data on some days, the data of some 

variables were replaced with the data of the SODA site. Since 

the development of renewable power plants is a good 

alternative to fossil fuel power plants, it is necessary for the 

national meteorological organization to review the structure of 

the collected data and to be as sensitive as possible in 

recording the data. Given the location of Hamedan province 

and its proximity to Iraq, the study of the effect of dust storms 

on the reduction of solar energy production is one of the 

challenging issues in predicting the amount of solar power 

generation. It is practically unprofitable to set up a 

meteorological station near each solar power plant. Predicting 

production based on calculating the factors of radiation angle, 

radiation intensity, and temperature is one of the useful 

solutions that does not require the establishment of a 

meteorological station in the solar power plant and is done 

only based on theoretical calculations and temperature data. It 

shows the importance of conducting more research to develop 

precise prediction models in future studies. 
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A B S T R A C T  

 

This research reviews various studies on the effect of using nanofluids in evacuated tube solar collectors (ETSC). 

The initial segment of this study elaborates on the importance of using the ETSCs and categorizes these 
collectors in terms of classification and application. The second segment evaluates the physical properties of 

nanofluids incorporated in the solar system collector and presents some applications of nanofluids. The last 

segment of the research reviews the works of a group of researchers who have already applied nanofluids to 
evacuated tube solar collectors for various purposes, including increasing the heat transfer coefficient and 

improving efficiency. Among the prevalent nanofluids employed in solar applications, Al2O3, CuO, and TiO2 

feature prominently, whereas Ag, WO3, and CeO2 find limited application in the solar context. Furthermore, 
nanofluids within the size range of 1–25 nm, 25–50 nm, and 50–100 nm constitutes 54%, 25%, and 11% of the 

applications, respectively. Particularly noteworthy, the single-walled carbon nanotubes/water (SWCNT/water) 

heat pipe showcases the most remarkable efficiency enhancement, achieving an impressive 93.43% 
improvement. 

501/jree.2023.374760.1507https://doi.org/10.30

1. INTRODUCTION1 

In conjunction with the increase in the population and the 

increase in demand for energy, fossil fuels threaten the 

environment, which is the main cause of emissions that cause 

pollution and climate change. For this reason, it was and is 

necessary to seek alternative sources of energy that are less 

harmful, clean, and inexpensive (Al-Bawwat et al., 2023; Al-

Bawwat et al., 2023; Marmoush et al., 2018; Rezk et al., 2019; 

Zambolin & Del Col, 2010). Renewable energy sources such as 

solar energy are among the most widely used. Solar energy is 

clean, safe for the environment, less harmful than fossil fuels, 

and relatively cheap because the main source of its provision is 

the sun, which is free (Gomaa, et al., 2020; Gomaa et al., 2020). 

However, there are still limitations with respect to the use of 

solar energy, including the relatively low energy density 

compared to other renewable energy sources; and the difficulty 

exploiting it during evening and night times or in unsuitable 

weather conditions. With this said, a new trend attempts to 

improve the efficiency of solar collectors with highly effective 

technologies that improve the use of collectors in inappropriate 

conditions (Ayompe & Duffy, 2013; Selvakumar et al., 2014). 

There are several types of solar collectors, such as flat-plate 

collectors (FPC), evacuated tube collectors (ETC), parabolic 

collectors, etc. and they are used based on several factors, 

including the required temperature and the purpose of use 

(Morrison et al., 1984).    

The ETSC has a strong heat derivation capability due to 
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vacuum insulation and selective surface coating of absorber 

components, making them suitable for foggy or severely cold 

circumstances. Additionally, the working fluid is a component 

that must receive the highest amount of heat from the collector, 

and changing it into nanofluid from pure fluids is one of the 

most common ways to accelerate heat transfer in the collectors 

under study (Elsheikh et al., 2018). A fluid that contains a small 

amount of uniformly distributed, suspended nanometer-sized 

particles, with an average size of under 100 nm in the base fluid, 

is referred to as a nanofluid (Estellé et al., 2017; Kolsi et al., 

2017; Selimefendigil & Öztop, 2019). The ability to completely 

understand the heat fluid transfer mechanism of conduction in 

nanofluids and to identify possible enhancements is presently a 

major difficulty in the field of nanofluids. To fully understand 

the dynamic and static nature of these systems, future research 

on nanofluids is about to achieve its primary objective (Das, 

2008). Recently, numerous researchers have presented multiple 

strategies for employing nanofluids as the working fluid in 

solar collectors. The current work offers a thorough overview 

of the most recent advances in the use of a nanofluid in 

evacuated tube solar collectors. This study aims to evaluate 

how efficiently they contribute to the overall efficiency of an 

evacuated tube solar collector system. Numerous researchers 

have also noted improvements in the thermo physical 

characteristics and heat transfer coefficient of nanofluids in 

comparison to basic fluids. This research conducted a review-

based investigation into the significance of nanofluids in the 

performance of evacuated tube solar collector systems. 

2423-7469/© 2023  The Author(s). Published by  MERC. This is an open access article under the CC BY license
  (https://creativecommons.org/licenses/by/4.0/legalcode).
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1.1. Solar collector types 
Sunlight is collected by solar collectors and converted into heat 

which is, in turn, transferred to the working fluid (usually water 

or air). Solar collectors are characterized by a variety of forms 

and one’s choice depends on the temperature that the collectors 

are expected to reach, their main purpose, and the working 

temperature specific to each type in a specific range (low, 

medium, and high) (Muhammad et al., 2016; Sayed et al., 

2022). The FPC is generally recommended and suitable for 

application within the temperature range of 20–80 ºC and is 

applicable to domestic water heating. The outlet temperature of 

this collector type (FPC) is considered low, given the losses 

resulting from the glass cover and its lack of a sun tracking 

system. Therefore, the efficiency is considered to be lower than 

other types (Tang et al., 2010). Evacuated tube solar collectors 

are mostly used for medium-operating temperatures between 

50-200 ºC. The ETSC is often used in domestic water heating 

and this type is more suitable than FPC in case of cold weather 

conditions (the presence of clouds) (Papadimitratos et al., 

2016).  

Parabolic Trough collectors represent moving or tracking 

collectors that track the sun throughout the day and they are 

mostly used in power plants. This type is considered a viable 

option due to its commercial and technological advantages as 

well as its ability to couple with fossil fuel systems to facilitate 

higher outlet system temperatures at night. The temperature of 

the Parabolic Trough collector system ranges between 400 and 

500 ºC (Gomaa et al., 2020; Gomaa et al., 2020; X. Li et al., 

2019). The Compound Parabolic Collectors (CPC), generally 

fixed, do not have a sun tracking system. The CPC is effective 

in collecting and focusing the sun's rays at a certain angle of 

incidence with a temperature range of 60–240 ºC (Arunkumar 

et al., 2016). Parabolic Dish Reflectors (PDR) are used at high 

temperatures and can achieve an excess of 1500 ºC. This 

collector type is similar to an electric generator upon exploiting 

solar energy and converting it into electricity. The parabolic 

dish reflector collector fully tracks the sun rays (L. Li & 

Dubowsky, 2011). 

 

1.2. An overview of evacuated tube solar collectors 
There are three ETSC categories namely Thermo-syphon, U-

pipe, and Heat pipe and the mechanism of each one has been 

studied. 

1.2.1. Thermo-syphon  
The collector consists of about 15 to 40 tubes and it is 

connected to a horizontal tank directly. Heat is transmitted in 

the Thermo-syphon collector through the convection of water. 

As the sun's radiation targets the tubes at the top of the tank, the 

temperature of the water inside the tubes increases and is 

replaced by cold water due to the density difference 

(Budihardjo et al., 2007). Figure 1 represents the actual 

thermosyphon solar water heater (Tang & Yang, 2014). 

 

 

Figure 1. Thermo-syphon solar collectors. 

 

1.2.2. U-pipe evacuated tubular solar collector  
The U-pipe ETSC is considered the most common type used 

for several reasons including its simple geometric shape and 

high thermal efficiency. This type consists of tubes in the shape 

of a U made of copper. The liquid inside these tubes is heated 

as a result of solar radiation, and the heat energy is transmitted 

to a storage tank through a heat exchanger (Nie et al., 2017). 

Figure 2 represents three sections: the evaporator, the adiabatic, 

and the condenser. The evaporator's working fluid boils 

because of the external heat source, as shown in Figure 2(a). 

Heat is released to the cooling medium when vapor passes 

through the adiabatic portion, as illustrated in Figure 2(b), and 

into the condenser section (Figure 2(c)), which is above it. Due 

to the gravity, the condensed liquid flows back to the evaporator 

part (Nie et al., 2017).  

 

Figure 2. U-pipe ETSC (a) heating (evaporator), (b) cooling (adiabatic), and (c) condenser processes. 

 
 

 
 



Gomaa et al. / JREE:  Vol. 10, No. 4, (Autumn 2023)   146-140 
 

 

148 

1.2.3. Heat pipe  
This type is characterized by very high thermal conductivity 

and a low level of vaporizable fluid. The mechanism of this 

type is released to the evaporation condensation cycle. In the 

evaporation mechanism, the sun radiation is released to the 

collector and fluid to make the phase of evaporation. The 

condensation mechanism, which ensures the flow of heat, is 

transferred to the heat sink (Daghigh & Shafieian, 2016; Hayek 

et al., 2011). The design of a typical direct solar thermal 

absorption collector using a nanofluid as the working fluid is 

shown in Figure 3(a). Figure 3(b) shows a typical direct solar 

thermal absorption system with a separate freshwater circuit 

and a closed-loop nanofluid circuit. Figure 3 represents the heat 

pipe solar water heater (Daghigh & Shafieian, 2016).  

 

 

Figure 3. Heat Pipe solar collectors. 
 

2. THERMOPHYSICAL PROPERTIES OF NANOFLUIDS 
Nanofluid is a liquid or suspension mixture that is prepared by 

mixing certain fluids such as water, oil, and glycol with metallic 

(Cu, Al, Zn, Ni, Si, Fe, Ti, Au, Ag) or non-metallic (Al2O3, 

CuO, SiC, ZnO, TiO2) nanoparticles ranging in size from 1–

100 nm in diameter.  

Several previous studies have made attempts to improve the 

thermal-physical properties of the nanoparticle, including 

thermal conductivity, specific heat, and viscosity. The 

nanoparticle is then mixed with a fluid. Nanoparticles are used 

to improve the thermal properties of fluids and the 

enhancement of the properties of nanofluid depends on several 

factors, e.g., the concentration of nanoparticles, the shape and 

size of nanoparticles, and the temperature of the working fluid 

(Lee et al., 2008).   

Nanofluids exhibit several properties, including the thermal 

conductivity of nanoparticles, which is one of their most 

significant properties, nanofluid dispersion rate, nanofluid 

concentration, and nanoparticle size. Al2O3 thermal 

conductivity and nanofluid concentration were found to be 

linearly related (Hong et al., 2005). For copper to have a higher 

thermal conductivity value, it is essential to increase the surface 

area of nanoparticles (Alsboul et al., 2022a, 2022b; M. S. Liu 

et al., 2006). 

Nanoparticles have different specific heats depending on their 

type and concentration. Specific heat (C) is defined as the 

amount of heat needed to increase a unit mass by one degree 

Celsius. According to the results, the specific heat decreased as 

the volume fraction of Al2O3 increased (Sajadi & Kazemi, 

2011).  

A critical characteristic of any heat transfer system is the 

convective transfer of heat. Heat transfer coefficient values 

must be determined in terms of how nano properties and 

volume fractions change over time. The value of the heat 

transfer coefficient increases by 47% when the nanoparticle 

size of Al2O3 is 27–56 nm in diameter and volume fractions of 

0.6–1.6% (Wen & Ding, 2004). Water enhanced by TiO2 

nanoparticles delivers a 22% higher heat transfer coefficient 

than pure water when TiO2 nanoparticles are added (Zhou & 

Ni, 2008).  

 

2.1. Potential of nanofluids 

In recent years, nanofluids have attracted much more attention. 

Improving thermal properties is the main goal of using metallic 

and non-metallic nanoparticles in various applications. 

Nanofluids are used in many applications including heat 

transfer applications such as the extraction of geothermal 

power, heating building, and nuclear system cooling; 

biomedical applications such as sensing and imaging and nano 

drug delivery; and energy applications such as Energy Storage 

and Solar Absorption (Al-Rawashdeh et al., 2021; Chand, 

2017; Gomaa et al., 2022; Marashli et al., 2022).   

There are many advantages of applying nanofluids in the solar 

system. As a result of their small size and large surface area, 

nanoparticles possess many characteristics, which increase the 

absorption of solar energy. In addition, nanofluids are 

characterized by their high density, high heat transfer 

coefficient, and high conductivity, enhancing the effectiveness 

of thermal properties (Elsheikh et al., 2018). Nanofluids have 

disadvantages including restricted use and high costs, the latter 

being the most important. In addition, they require certain 

chemicals and manufacturing conditions as well as advanced 

equipment (Wang et al., 2022). 

 

2.2. Nanofluid-based performance of an evacuated tube 

solar collector 

In the same operating conditions, ETSC enjoys higher 

efficiency, which is defined as the proportion of heat energy 

that a solar thermal collector produces to the total solar energy 

it receives, than FPC (Tong & Cho, 2015), and it is important 
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to note that the efficiency of ETSC varies from type with type. 

It was found that the heat pipe type was more efficient than the 

U-pipe type by approximately 8% on sunny days, whereas the 

U-pipe type performed better on cloudy days (Zambolin & Del 

Col, 2010). Many studies have investigated the incorporation 

of nanofluid in different types of ETSC extensively. These 

research studies pursued the objective of identifying the impact 

of nanofluid on the performance and efficiency of the ETSC. 

The thermosyphon ETSC efficiency increased when TiO2 was 

used as a nanofluid with a 30-50 nm diameter at a flow rate of 

2.7 liters per minute, approximately 16.7% more efficient than 

water (Mahendran et al., 2012). The enhancement of maximum 

thermal performance and energy efficiency of the U-shaped 

pipe ETSC can be achieved at 12.2% and 5.4%, respectively, 

by incorporating TiO2 as a heat transfer fluid (Muhammad, 

2016). The thermal conductivity of the nanofluid increases as 

the TiO2 volume fraction increases in thermosyphon ETSC 

(Hosseini & Shafiey Dehaj, 2021). The use of CuO 

nanoparticles improves the efficiency of the U-tube ETSC. The 

highest efficiency of ETSC was determined to be 69.1% when 

400 nm of CuO was added as a nanoparticle (Hussein, 2016). 

The addition of CuO to the thermo-syphon ETSC increases the 

temperature of the outside air used in heating operations and 

this method improves the efficiency by as much as 14 percent, 

compared to the water-based method (Sharafeldin & Gróf, 

2019). 

The maximum efficiency of the thermosyphon ETSC was 

achieved at 57.63% with a 40 nm diameter by incorporating 

Al2O3 as a nanoparticle (Kim et al., 2017). Adding Al2O3 to 

the U-tube ETSC yielded a maximum efficiency of 72.4% at a 

diameter of 20 nm (Ghaderian & Sidik, 2017). The addition of 

WO3 as a nanoparticle to the thermosyphon ETSC resulted in 

a 21% increase in the nanofluid temperature difference (Z. H. 

Liu et al., 2013). Generally, the utilization of WO3 

nanoparticles in ETSCs is restricted (Kang et al., 2019). 

Moreover, the inclusion of CeO2 as a nanoparticle in the 

thermosyphon ETSC elevated the temperature difference for 

nanofluids by up to 37.3% compared to pure water (Sharafeldin 

& Gróf, 2018). Introducing Ag nanoparticles into the 

thermosyphon ETSC raised energy efficiency from 20.7% to 

40% compared to pure water (Ozsoy & Corumlu, 2018). In the 

U-tube ETSC, ZnO/Ethylene-glycol nanoparticles achieved a 

maximum efficiency of 62.87%, and increasing nanoparticle 

volume concentration enhanced the thermal conductivity of 

ZnO/Ethylene-glycol with water nanofluids (Kaya & Arslan, 

2019). Implementing nanofluids in heat pipe ETSCs reduced 

fuel consumption by approximately 67.7%, with CuO 

nanoparticles and TiO2 nanoparticles increasing system 

performance by 12% and 5%, respectively (Daghigh & Zandi, 

2019). A mixture of Ag nanoparticles (30 nm), ZrO2 

nanoparticles (50 nm), and water as a base fluid in the 

thermosyphon ETSC improved thermal performance compared 

to pure water due to the high thermal conductivity of Ag and 

ZrO2 (Hussain et al., 2015). The use of MgO/water nanofluid 

exhibited superior thermal performance in heat pipe ETSCs 

compared to pure water  (Dehaj & Mohiabadi, 2019). 

To enhance the heat transfer rate, hybrid nanofluids with high 

thermal conductivity are employed. The addition of ZnFe2O4 

and water as a hybrid nanofluid led to a 42.99% increase in the 

convective heat transfer coefficient (Gupta et al., 2020). 

Assessing different concentrations of Al2O3 and CuO 

nanoparticles on the thermal performance of ETSC heat pipes 

revealed optimal conditions resulting in thermal performance 

enhancement of 20-54% and energy efficiency improvement of 

15-38% (Eidan et al., 2018). For U-tube ETSCs, Ag, ZnO, and 

MgO nanoparticles were tested in various concentrations 

alongside ethylene glycol-pure water (EG-PW). The highest 

collector efficiency, 68.7%, was achieved with Ag/EG-PW as 

a heat transfer fluid, while pure water yielded an efficiency of 

26.7%. Additionally, reductions of 855.5 kg and 7.2 kg per year 

in CO2 and SO2 generation were observed (Kaya & Arslan, 

2019). 

Increasing nanoparticle concentration improved thermal 

conductivity, leading to a more efficient solar collector. Among 

MWCNT, CuO, Al2O3, TiO2, and SiO2 nanofluids, the greatest 

efficiency enhancement of 62.8% compared to pure water was 

attained with MWCNT nanofluid in U-tube ETSCs (Kim et al., 

2016). Heat pipe ETSCs with varying volumes of Al2O3 and 

CuO nanoparticles demonstrated better heat transfer with 

CuO/H2O as the nanoparticle volume to water ratio increased, 

showing a 6.70% improvement over Al2O3/H2O under the same 

conditions (Mercan & Yurddaş, 2019). In thermo-syphon 

ETSCs, the addition of  

SiO2/water nanofluids enhanced heat transfer and heat flux, 

with the increased mass fraction of SiO2 resulting in higher 

thermal conductivity (Yan et al., 2017). Utilizing TiO2/water as 

a nanofluid enhanced the performance of thermosyphon 

ETSCs, where higher mass flow rates led to increased thermal 

efficiency and reduced entropy generation (Gan et al., 2018). 

For U-tube ETSCs, MWCNT combined with water improved 

efficiency by 4%, and CO2 and SO2 emissions were reduced by 

1600 kg and 5.3 kg, respectively (Tong et al., 2015). The 

utilization of SWCNT with water as a nanofluid in heat pipe 

ETSCs led to enhanced collector efficiency, with a maximum 

efficiency of 93.43% (Sabiha et al., 2015). The addition of 

MWCNT/water nanofluid to thermosyphon ETSCs improved 

thermal efficiency by over 20% (Shanbedi et al., 2014). Heat 

transfer was enhanced by approximately 1.23% with 

CuO/water nanofluid in thermo-syphon ETSCs (Z. H. Liu et al., 

2007). Similarly, the use of Fe2O3/Water nanofluid in thermo-

syphon ETSCs led to a heat transfer coefficient increase of 

about 1.15% (Huminic & Huminic, 2013). The application of 

GNP-COOH/Water nanofluid in thermo-syphon ETSCs 

increased heat transfer coefficients by over 66%, and 

CuO/water nanofluid led to a more than 160% increase (Amiri 

et al., 2015; Yang & Liu, 2012). 

When Iron oxide/water, TiO2/water, Graphene/Acetone, and 

SiC/water nanofluid are used in thermosyphon ETSC, the 

thermal resistance will be reduced by about 35% (Huminic & 

Huminic, 2011), 24% (Buschmann & Franzke, 2014), 70.3% 

(Asirvatham et al., 2015), and 6.1% (H. jie Li et al., 2018), 

respectively. 

 

3. RESULTS AND DISCUSSION 

3.1. Comparison of Nanofluids Used In The Evacuated 

Tube Solar Collector 

In the initial stages, prior research undertook a comparison of 

the performance of distinct ETSC designs across various 
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liquids and nanofluids, a depiction of which can be observed in 

Figure 4. 

 

Figure 4. Prior studies have used nanofluids in a variety of ETSCs. 
 

Based on the insights presented in Figure 4, it becomes evident 

that the Thermo-syphon ETSC design holds the dominant 

position, while the U-tube configuration is preferable when 

compared to the heat pipe design. This analysis has yielded the 

following distribution: approximately 62% of the previous 

research centered around the implementation of thermo-syphon 

ETSCs, 22% focused on U-tube variations, and the remaining 

16% explored heat pipe configurations, each coupled with 

diverse nanofluid formulations in an endeavor to enhance 

thermal efficiency. Further investigation into previous research 

reveals the utilization of a diverse array of nanofluids, some of 

which have been employed repeatedly, as shown in Figure 5. 

 

Figure 5. Nanofluids were used in previous ETSC studies. 
 

Figure 5 visually presents the distinct contributions of various 

nanofluid types within prior research endeavors. Among these, 

TiO2, CuO, and Al2O3 emerge as the most prevalent choices for 

integration into ETSC designs. Conversely, nanofluids like 

WO3, ZrO2, SWCNT, and SiC were utilized less frequently. As 

reported by Ref. (Sabiha et al., 2015). A noteworthy 

achievement was noted in Ref. (Sabiha et al., 2015), attesting 

to a maximum efficiency improvement of 93.43% in heat pipe 

ETSCs through the utilization of SWCNT/water nanofluids.  

For a comprehensive comparison of the outcomes stemming 

from Nanofluid application in ETSCs aimed at enhancing 

thermal performance through various approaches, refer to 

Table 1. 

 

Table 1. Analyses of past studies of the effects of nanofluids on ETSCs. 

 

Type of ETSC Nanofluid 
Size 

(nm) 
Thermal Enhancement Ref. 

Thermosyphon Tio2/Water 30–50 
The efficiency increased by about 16.7% compared to 

water, which equals 73%. 

(Mahendran 

et al., 2012) 

U-tube Tio2/Water 40-60 
Thermal conductivity and maximum efficiency were 

achieved at up to 5.4% and 12.2%, respectively. 

(Muhammad, 

2016) 

Thermosyphon TiO2/Water 30-50 
The thermal conductivity of a nanofluid increases with 

increasing TiO2 volume fractions. 

(Hosseini & 

Shafiey 

Dehaj, 2021) 

U-tube CuO/Water 400 
The efficiency at a maximum of about 69.1% was 

achieved. 

(Hussein, 

2016) 

Thermosyphon CuO/Water 50 

The temperature of the outside air used in heating 

operations increased and the efficiency was improved by 

up to 14% when compared to water. 

(Sharafeldin 

& Gróf, 

2019) 

Thermosyphon Al2O3/Water 40 
Maximum efficiency reached 57.63% when the Al2O3 

nanoparticle was added to water as a nanofluid. 

(Kim et al., 

2017) 

U-tube Al2O3/Water 20 
Maximum efficiency reached 72.4% when the Al2O3 

nanoparticle was added to water as a nanofluid. 

(Ghaderian & 

Sidik, 2017) 

Thermosyphon WO3/Water 90 
The temperature difference between nanofluids and pure 

water was improved by as much as 21%. 

(Z. H. Liu et 

al., 2013) 

Thermosyphon CeO2/Water 25 
The temperature difference was improved for a nanofluid 

maximally by 37.3% compared to pure water. 

(Sharafeldin 

& Gróf, 

2018) 

Thermosyphon Ag/Water - 
The ratio of enhancement in temperature between 

nanofluids and pure water reached 37.3%. 

(Ozsoy & 

Corumlu, 

2018) 

U-tube 
ZnO/Ethylene-

glycol 
30 

The maximum efficiency of ZnO/Ethylene-glycol was 

62.87%, and an increase in nanoparticle volume 

concentration was associated with an increase in thermal 

conductivity. 

(Kaya & 

Arslan, 2019) 
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Type of ETSC Nanofluid 
Size 

(nm) 
Thermal Enhancement Ref. 

Heat pipe CuO/Water 

TiO2/Water 
- The thermal performance of the system increased by about 

12% by using CuO and by using TiO2, it increased by 5%. 

(Daghigh & 

Zandi, 2019) 

Thermosyphon Ag/water 

ZrO2/water 

30 

50 

The high thermal conductivity of Ag and ZrO2 improved 

the thermal performance of the system in comparison with 

pure water. 

(Hussain et 

al., 2015) 

Heat pipe MgO/water 20 As compared with pure water, MgO/water nanofluid 

enhanced the thermal performance of heat pipe ETSCs. 

(Dehaj & 

Mohiabadi, 

2019) 

Thermosyphon ZnFe2O4/water - There was a 42.99% increase in the convective heat 

transfer coefficient. 

(Gupta et al., 

2020) 

Heat pipe Al2O3/water 

CuO/water 

25 

50 

The thermal performance and efficiency were enhanced by 

20–54 and 15–38 percent, respectively. 

(Eidan et al., 

2018) 

U-tube 

Ag/ EG-PW 

ZnO/EG-PW 

MgO/ EG-PW 

- 

According to the results, the highest collector efficiency 

was achieved with Ag/EG-PW, which was higher than 

26.7% than pure water and EG-PW. As a result, the 

maximum value of reducing CO2 and SO2 generation was 

855.5 kg and 7.2 kg per year, respectively. 

(Kaya & 

Arslan, 2019) 

U-tube MWCNT/water - The maximum efficiency reached 62.8 %, in comparison to 

20 % with pure water. 

(Kim et al., 

2016) 

Heat pipe 
Al2O3/water 

CuO/water 
- 

Better results were obtained for CuO/H2O, and increasing 

the nanoparticle volume ratio increased heat transfer. In 

contrast, Al2O3/H2O demonstrated a 4.13% increase in heat 

transfer. 

(Mercan & 

Yurddaş, 

2019) 

Thermosyphon Sio2/water 50 The thermal conductivity of SiO2/water nanofluids 

increased with an increase in the mass fraction of SiO2. 

(Yan et al., 

2017) 

Thermosyphon TiO2 /water 21 In general, the higher the mass flow rate, the greater the 

thermal efficiency and the lower the generation of entropy. 

(Gan et al., 

2018) 

U-tube MWCNT/water 10-20 
This increase in efficiency was accompanied by a reduction 

in CO2 and SO2 emissions of 1600 kg and 5.3 kg, 

respectively. 

(Tong et al., 

2015) 

Heat pipe SWCNT/water - The maximum efficiency of the collector was found to be 

93.43 %. 

(Sabiha et al., 

2015) 

Thermosyphon MWCNT/water 10-20 The thermal efficiency was enhanced by more than 20%. 
(Shanbedi et 

al., 2014) 

Thermosyphon CuO/water 50 Heat transfer was enhanced by about 1.23%. 
(Z. H. Liu et 

al., 2007) 

Thermosyphon Fe2O/Water 4-5 Heat transfer was enhanced by about 1.15%. 

(Huminic & 

Huminic, 

2013) 

Thermosyphon 
GNP-

COOH/Water 
- This led to a more than 66% increase in the heat transfer 

coefficient. 

(Yang & Liu, 

2012) 

Thermosyphon CuO/water 30 This led to a more than 160% increase in the heat transfer 

coefficient. 

(Amiri et al., 

2015) 

Thermosyphon Iron oxide/water 4-5 The thermal resistance was reduced by about 35%. 

(Huminic & 

Huminic, 

2011) 

Thermosyphon TiO2/water 42 The thermal resistance was reduced by about 24%. 

(Buschmann 

& Franzke, 

2014) 

Thermosyphon Graphene/Acetone - The thermal resistance was reduced by about 24%. 
(Asirvatham 

et al., 2015) 

Thermosyphon SiC/water 30-50 The thermal resistance was reduced by about 6.1%. 
(H. jie Li et 

al., 2018) 
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Table 1 illustrates a comparative analysis of the impact of 

employing distinct nanofluid variants in ETSC applications. 

The utilization of nanofluids leads to a notable enhancement in 

both efficiency and overall performance. This phenomenon is 

attributed to the diverse selection of nanofluids integrated into 

different ETSC protocols. While certain nanofluid types 

contribute to efficiency improvement, others augment thermal 

conductivity or refine temperature differentials. Some 

nanofluids result in reduced fuel consumption across varying 

degrees, whereas others engender escalated heat transfer 

coefficients or decreased thermal resistances. 

 

 

Figure 6. Efficiency of ETSC under various types of Nanofluid. 
 

Figure 6 showcases the varied impact of nanofluids on the 

efficiency values of ETSCs. The highest alleged efficiency 

enhancement of 93.43% originated from SWCNT/water 

(Sabiha et al., 2015), followed by 72.4% achieved by Al2O3 in 

U-tube ETSCs (Kim et al., 2017), and subsequently 62.87% for 

ZnO/Ethylene-glycol nanofluids (Ozsoy & Corumlu, 2018). In 

contrast, the lowest efficiency, noted as 57.63%, was recorded 

in previous research using Al2O3 in Thermosyphon ETSCs 

(Ghaderian & Sidik, 2017). It's evident from Figure 6 that the 

use of Al2O3/water in U-tube ETSCs achieves greater 

effectiveness compared to its application in Thermosyphon 

ETSCs.  

Enhancing the heat transfer coefficient stands as a paramount 

objective in employing nanofluid materials within ETSCs. 

Table 1 exhibits diverse nanofluid types with varying 

concentrations and sizes, each contributing to the improvement 

of the heat transfer coefficient. Notably, CuO/water with a size 

of 30 nm led to a remarkable increase of over 160% in the heat 

transfer coefficient, as depicted in Table 1 (Amiri et al., 2015). 

Furthermore, when utilizing the same nanofluid (CuO/water) 

but with a size of 50 nm, heat transfer is enhanced by 

approximately 1.23% (Yang & Liu, 2012). The reduction of 

thermal resistance was also a key target of nanofluid 

implementation in ETSCs. Employing TiO2/water with a size 

of 42 nm led to a reduction in thermal resistance by around 24% 

(Buschmann & Franzke, 2014). Conversely, using SiC/water 

with a nearly identical volume size contributed to a reduction 

in thermal resistance by 6.1% (H. jie Li et al., 2018). 

 

 

Figure 7. Used of different sizes of Nano Particle. 
 

One of the most formidable challenges confronting researchers 

while engaging with nanofluids pertains to the size of 

nanoparticles. Consequently, the judicious selection of 

nanofluid sizes holds paramount significance for this study. 

Illustrated in Figure 7 is the application of nanoparticles of 

varying sizes in ETSCs. Within the spectrum of sizes studied, 

the range spanning 25-50 nm emerges as the most frequently 

employed. Throughout the research experiments, it was 

discerned that approximately 35% and 54% of nanofluids, 

characterized by sizes within the intervals of 1-25 nm and 25-

50 nm respectively, were subjected to investigation. 

Furthermore, 11% of the selected nanofluids possessed sizes 

within the 50-100 nm range. 

 

4. CONCLUSION 

The research encompasses a collection of papers delving into 

the applications of nanofluids in ETSCs. These studies 

encompass a variety of nanofluid types, each characterized by 

a diverse range of sizes, and employed across different ETSC 

configurations. Each distinct nanofluid type has successfully 

achieved its designated objective within a particular context - 

the enhancement of thermal performance and system 

efficiency. 

• ETSCs exhibit superior thermal efficiency compared to 

FPCs due to their operation at elevated temperatures.  

• Three classifications of ETSCs were investigated, with 

Thermo-syphon emerging as the most prominent, 

accounting for 62% of the total research, followed by U-

tube at 22%, and heat pipe at 16%. 

• Prevalent nanofluids employed in ETSCs consist of Al2O3, 

CuO, and TiO2, whereas Ag, WO3, and CeO2 are less 

commonly utilized.  

• Nanoparticle size significantly influences the efficiency of 

various solar collectors. Research indicates that 54% of the 

studied nanofluids maintained an average size ranging from 

25 to 50 nm, 25% fell within the 1 to 25 nm range, and 11% 

had sizes between 50 and 100 nm. 

• Prior research identified the highest efficiency enhancement 

as 93.43% achieved by SWCNT/water in a heat pipe 

configuration, followed by 72.4% through the utilization of 

Al2O3 in U-tube ETSCs.  

Nanofluids exhibit considerable potential in enhancing heat 

transmission, attributed in part to the heightened heat 

conductivity stemming from the inclusion of suspended 
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ultrafine particles. Enhancing the heat transfer coefficient 

stands as a pivotal objective in adopting nanofluid materials 

within ETSCs. Previous endeavors demonstrated a 160% 

increase in the heat transfer coefficient using water/CuO (30 

nm). 
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A B S T R A C T  

 

In this research, a piece of copper scrap was placed in the 1m × 1m base of a single-slope solar still. An automated 
system steadily dripped salt water into the basin of the solar still. The experiment utilized dripping salt water 

and energy storage materials such as copper and brass scrap. Research has shown that the presence of copper 

scrap in the basin, combined with a shallow layer of salt water, has a significant impact on the distillate output. 
However, the high thermal capacity of the salt water in the basin can lead to reduced production. As more salt 

water is added to the basin, the temperature difference between the water inside and the glass cover increases. 

Based on the experimental results, the calculated yield is satisfactory, and the overall thermal efficiency remains 
at 71.3%. The production rate is also influenced by the diffusion process on the south-facing condensing cover. 

The temperatures of water, glass, and air, as well as their combined effects, are measured and analyzed. 

 
https://doi.org/10.30501/jree.2023.376724.1518

1. INTRODUCTION1 

Contamination of natural and artificial water supplies is a major 

contributor to the global fresh water crisis (Zhang et al., 2022). 

The use of solar distillation as a radical, forward-thinking 

approach is recommended as part of the overall solution. A 

basin can be built by  using only readily available materials 

Still, many scientists have attempted and failed to find a way to 

boost distillation output. Researchers (Beemkumar et al., 2017)  

(Dhaidan & Khodadadi, 2017) (Lamnatou et al., 2019) (Liu et 

al., 2020) (Rasheed, 2020 )found that decreasing the amount of 

water used in the still increased the yield. In addition to 

boosting distillate yield and solar energy absorption, adding 

dye to the basin water has other advantages (P. M. Cuce et al., 

2021). There are a few strategies to improve the distillate 

production process, and one of them is the use of salt water and 

other absorbent materials. Researchers (Dhivagar et al., 2021) 

maximized the solar energy absorption of charcoal by using it 

in conjunction with other materials, while other authors (Xiao 

et al., 2019) relied on rubber mates to do the same. In an effort 

to increase output, scientists (E. Cuce et al., 2020)  (Nagaraj et 

al., 2020;) ( Panchal et al., 2017) performed experiments  that 

involved adding "brass" components like glass, rubber, and 

brass gravel. It is crucial that water be distributed uniformly 

across the basin. Researchers in a recent study (Bhardwaj et al., 

2020) soaked their printed materials in water before mailing 

them. The authors (Imran et al., 2020) proposed using a method 

to store daytime energy surplus for night time evaporation in a 

conventional still. This article identifies an evaporation zone 
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and a heat storage zone within the basin water. About 35% of 

the solar heat is absorbed by water each day, according to their 

estimates. The researchers utilized a basin made of brass granite 

gravel, measuring 1 m long, 0.5 m wide, and 6 mm thick. 

Storing the heat generated during the day in the blue metal 

scraps of solar stills, as described by author (Duan et al., 2020), 

allows the process to be repeated at night. Testing has shown 

that adding a layer of water in between red brick pieces, 

quartzite rock, cleaned scraps, cement concrete parts, and 

ferrous scraps significantly increases productivity. In recent 

studies, the authors (Bhardwaj et al., 2019) distilled liquid using 

a shallow basin of water and various wick materials.  

The impact of combining beach sand with paraffin wax as a 

composite heat energy storage material is studied. Experiments 

are conducted in a solar still equipped with a composite heat 

storage material (SSCHSM), and the results are compared to 

those obtained in a solar still using a sensible heat storage 

material (SSSHSM), a solar still using a latent heat storage 

material (SLHSM), and a conventional solar still (CSS) 

(Sampathkumar et al., 2023). The most practical solution to the 

global water issue is the use of desalination techniques driven 

by renewable energy sources since they do not deplete current 

energy sources, which causes ecological imbalance. Coupling 

solar stills with photovoltaic systems is becoming increasingly 

popular as a means of solar desalination (Suraparaju, 

Sampathkumar, et al., 2022). Theoretically, the system was 

only around 31.58% efficient, although both the traditional and 

modified desalination systems achieved experimental 
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efficiencies of about 36.28 and 78.86%, respectively. Changing 

the absorber material to copper, which is very thermally 

conductive, significantly increased system temperatures and, in 

turn, the system efficiency and yield (Suraparaju, Jha, et al., 

2022). 

By increasing the condensation rate using natural fibres on the 

glass cover, this study aims to assess the long-term viability of 

solar stills. Banana fibres (BF) and jute fibres (JF) are used to 

cover the solar still glass, both of which are readily available 

and eco-friendly (SS). The absorbency, retention, and porosity 

of natural fibres are crucial factors in increasing the 

condensation rate (Suraparaju & Natarajan, 2022c). Energy use 

to convert salt or brackish water into potable water might be 

one solution to this issue. In order to achieve long-term 

sustainability, the global community is moving away from 

traditional energy consumption patterns. When compared to 

other renewable energy sources, solar energy has higher 

efficiency and greater availability (Suraparaju et al., 2023). The 

solar still is one of several solar energy-driven desalination 

methods that may desalinate accessible saltwater or brackish 

water at low costs and with fewer infrastructure requirements. 

However, solar stills have a low freshwater yield, and many 

methods are being studied to prove their efficiency (Suraparaju 

& Natarajan, 2022b).  

Incorporating a corncob filtration system improved scaling 

prevention over simply recirculating water through the hoses. 

In addition to producing more pure water per unit of energy 

expended, combined SPDC and LTTD systems are more cost-

effective than solar stills (Suraparaju, Arjun Singh, et al., 2022). 

The results show that the RT-58 PCM can provide a higher 

yield than the traditional solar still (CSS) that did not use PCM. 

The efficiency of a solar still equipped with PCM is 46% higher 

than that with CSS. In addition, the cost per liter of freshwater 

produced and the payback period were shown to be lower for 

the solar still with PCM than they were for CSS (Sahu et al., 

2022). The efficiency of SSGC is higher than that of CSS by 

roughly 19.1%. The Payback Time (PT) for obtaining one liter 

of clean water from SSGCF is 3.9 months, whereas the PTs for 

obtaining one liter of clean water from SSGC and CSS are 5.5 

and 7.1 months, respectively (Suraparaju & Natarajan, 2022a).  

This research presents the theoretical design and testing of a 

thermal storage component-based single-slope solar still. 

Copper and brass scrap is immersed in saline water one at a 

time to determine the technique efficacy.  

2. DESIGN OF THE SYSTEM 

The outer and inner plywood casings of the still are identically 

sized at 1 square meters. Air gaps in enclosures can be filled 

with glass wool, which has a heat conductivity rate of 0.0042 

W/mK. Splitting the difference of 0.10 m between the front and 

back walls is done. Considering the latitude of the site, a glass 

dome with a condensing surface slope of 11⸰ makes the most 

sense. According to Figure. 1, the experiment made use of a 

solar still setup in a single-slope configuration. Through a j-

shaped tube linked to the front wall, distillate pours into a 

measuring jar (Manente et al., 2016)    (Wu & Lin, 2015). It 

consists of galvanized iron sheets, coated brass for maximum 

solar absorption, and thin copper sheets bonded together (Qu et 

al., 2015). By controlling the rate at which seawater is passed 

into the basin, its floor has been brought to its lowest point. 

(Jamel et al., 2013)  The gate valve in the saltwater tanks 

delivers water to the drip system, which consists of horizontal 

heat transmission pipes with drip buttons at a depth of 0.10 m 

within the basin (Baral et.,2015)                                     

 

Figure 1. Schematic view of a solar still. 

Copper-constantan thermocouples are used for accurate 

temperature readings in the basin, salt water, and condensation 

lid. Air temperature and solar radiation can be evaluated with 

the help of digital thermometers and radiation monitors, 

respectively. Table 1 summarizes key properties of common 

energy storage material. 

Table 1. Properties of Energy-Storage Materials 

Constituents 
Density 

Thermal 

conduction 

Latent heat 

capacity 

g/cm³ (W/mK) (kJ/kg) 

Copper scrap 8.6 386.00 206 

Brass scrap 3076 2.07 – 2.91 754 

3. TEMPERATURE ANALYSIS 

3.1. Transmission on Glass top 

The condensing glass was covered with light from a wide range 

of directions and at variable intensity, all of which depended on 

the Earth's latitude  (Jaafar & Hameed, 2021). If 

researchers want to determine the amount of energy absorbed 

by the water in the basin, they need to consider both the 

radiation energy received by the cover glass and the temporal 

variation in the transmittance of the cover glass. A theoretical 

evaluation is conducted, taking into account factors such as the 

radiant energy from the horizontal surface and the consistent 

transmission of the cover glass. The liquid within the still is 

heated by the solar energy that enters through the south-facing 

glass top (Sampathkumar & Natarajan, 2021).  

𝑄𝑖 = 𝑄𝑠 (1) 

where 𝑄s = 𝐴s𝐼S. 

Using this formula, which assumes all south-facing coverings 

are open at all times (Elsheikh et al., 2021) ( Khairat Dawood 

et al., 2021 )the authors can estimate the total solar radiation 

entering the still from the south:  

𝑄𝜏 = 𝑄𝜏S (2) 

where 𝑄𝜏S = 𝜏S𝐴g𝐼S 

Based on the incidence angle (θ) of solar radiation, the 

percentage of diffused radiation (Kd), and the breadth of the 

glass cover (d), the authors (Labied et al., 2020) derived an 

equation to forecast the glass transmittance.  
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3.2. Energy balancing equation 

When solar rays enter the basin through the glass top, they heat 

up the surface of the salt water, causing it to evaporate. 

Convection, radiation, and evaporation all play roles in 

transferring heat from the water surface to the base of the glass. 

Since the water and glass have different partial pressures, heat 

and mass are transferred from the water surface to the covering 

via evaporation. Some of the latent heat caused by the water 

vapor during evaporation is transmitted to the exterior of the 

container when the vapor condenses on the bottom of a glass 

container. Bottom and side walls are responsible for some of 

the heat loss to the environment through conduction and 

convection. With drip irrigation, salt water can gradually enter 

the basin and the basin's fresh and saltwater masses can achieve 

thermal equilibrium through sensible heat transfer.  

The energy balance equations have been formulated under the 

following assumptions:  

(i) Glass surface temperature is uniform across its entire area.  

(ii) In order to prevent any vapor from escaping the still, the 

mechanism is hermetically sealed.  

(iii) The small slope of the cover ensures that the glass top and 

the water surface are at right angles to one another.  

Glass cover 

𝐼g𝛼g𝐴g + ℎ1𝐴W(𝑇W − 𝑇g) = ℎ2𝐴g(𝑇g − 𝑇a)   (3) 

Basin water 

(𝑚w𝐶w + 𝑚em𝐶cm)
𝑑𝑇w

𝑑𝑡

= 𝑄𝜏𝛼bw − ℎ1𝐴w(𝑇w − 𝑇g) − ℎ3𝐴bs(𝑇w − 𝑇a)

 −ℎfw(𝑇a − 𝑇w)

       (4) 

The expression for Tg., obtained by solving Eq. (3), is as 

follows (Nazari et al., 2019a) 

𝑇g =
𝐼g𝛼g𝐴g+ℎ1𝐴w𝑇w+ℎ2𝐴g𝑇a

ℎ2𝐴g+ℎ1𝐴w
 (5) 

wher 

ℎ1 = ℎcwg + ℎrwg + ℎewg  

ℎ2 = ℎrga + ℎcga 

ℎ3 = ℎta + ℎsa 

𝑇sky = (𝑇𝑎 − 6) is the apparent sky temperature 

The following form ( Nazari et al., 2019b) (Arunkumar et al., 

2019) is obtained by making the necessary changes to Eq. (4):  

𝑑𝑇w

𝑑𝑡
+ 𝑃𝑇w = 𝑄 (6) 

where 

𝑃 =
ℎ1

2𝐴𝑤
2

(𝑚𝑤𝐶𝑤 + 𝑚em𝐶cm)(ℎ2𝐴g + ℎ1𝐴w

)

 − (
ℎ1𝐴𝑤 + ℎ3𝐴bs − ℎfw

𝑚w𝐶w + 𝑚em𝐶cm
)

 

𝑄 =
𝑄𝜏𝛼bw

𝑚w𝐶w + 𝑚em𝐶em
+

ℎ1𝐴w𝐼g𝛼g𝐴g + ℎ1ℎ2𝐴w𝐴g𝑇a

(𝑚w𝐶w + 𝑚em𝐶em)(ℎ2𝐴g + ℎ1𝐴w)

 +
(ℎ3𝐴bs − ℎfw)𝑇a

𝑚w𝐶w + 𝑚em𝐶cmm

 

The generic form of the solution to Eq. (6) is as follows 

(Shoeibi et al., 2022): 

𝑦 ⋅ 𝑒∫  𝑝⋅𝑑𝑡 = ∫  𝑄 ⋅ 𝑒∫  𝑝𝑑𝑡 ⋅ 𝑑𝑡 + 𝑐 (7) 

An expression for Tw is  

𝑇𝑤 =
𝑄

𝑝
+ 𝑐 ⋅ 𝑒−𝑝𝑡 (8) 

Under the initial conditions, Eq. (8) holds when t=0, Tw = Twi 

𝑐 = 𝑇wi −
𝑄

𝑝
 (9) 

By adjusting c in Eq. (8), it was obtained that 

𝑇w =
𝑄

𝑝
(1 − 𝑒−pt) + 𝑇wi   .𝑒−𝑝𝑡 (10) 

The water temperatures in the basin and glass can be 

determined with great precision using Eqs. (5) and (10), 

respectively. 

Distillation yield per still basin is calculated using 

𝑚e = (
ℎewg(𝑇w−𝑇g

𝐿
) × 3600 (11) 

The still efficiency is determined by (Abdelgaied et al., 2021) 

𝜂% =
𝑀e𝐿

𝐴b ∫  𝐼sΔ𝑡
× 100 (12) 

where Δ𝑡 is the duration of time in which solar radiation is 

quantified. 

  

(a) (b) 

Figure 2. Evaluation of Temperature for (a) water and (b) glass cover. 
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4. RESULTS AND DISCUSSION 

The analytical response is derived by solving the energy 

balance equations to analyze the numerical findings obtained 

with the following design variables: 

𝐴g = 1.72 m2;  𝐴w = 𝐴b = 1.6215 m2;  𝐶𝑤 = 4287 J/kg∘C−1; 

 𝑚w = 14 kg;  𝑚em = 32 kg;  𝐴bs = 0.15 m2;   

𝛼bw = 0.91; 𝛼g = 0.06;      L = 2386000 j/kg 

𝑉 = 1.8 m/s, 𝐾 = 0.042 W/mk. 

𝜎 = 6.19 × 10−8 W/m2k4  

The sun radiation and room temperature data are used as inputs 

in the numerical calculations. Between noon and two in the 

afternoon, as illustrated in Figure 2, the temperature difference 

between the evaporation surface of the liquid and the face of 

the condensing glass cover reaches its peak. Subsequently, it 

gradually diminishes throughout the day.  

It is also worth noting the important temperature variation 

between the liquid and the surface of the glass cover in the basin 

containing the Copper scrap. Therefore, there is a linear 

relationship between the temperature difference midday and 

Productivity. Even during the peak solar light of the day, the 

water level in the basin remained low due to the slow dripping 

of salt water into it. Given that the water in the basin has a low 

thermal capacity, it increases production. Independent of the 

dripping setup, the energy storage materials are put through 

their paces. For 24 hours, the basin drip system continues to 

deliver 12 liters of salt water.  

 

Figure 3. Difference of Solar Radiation and time with respect to 

time. 

The transmission and diffuse radiation fraction are modified 

when glass is oriented toward the south (see Figure. 3). After 

analyzing the transmittance correlation reported by the authors 

(Bahiraei et al., 2021), it was concluded that the cover allowed 

for sufficient transmittance at all incident angles of solar 

energy. Glass covers facilitate the passage of a significant 

amount of light even when the solar angle is low, such as during 

the mornings and evenings.  

 

Figure 4. The production rate for energy storage materials. 

Figure 4 displays the daily production rates of copper and brass 

scrap. Small, effective thermal storage materials were used 

thanks to a drip system that maintained a 1-cm water level in 

the basin, facilitating the collection of the required data. The 

findings indicate that employing Copper scrap as a storage 

medium enables the highest output rate to be maintained 

continuously throughout the day.  

 

Figure 5. Difference in the average heat transfer coefficient 

The internal and exterior heat transmission coefficients of solar 

still change throughout the day, as shown in Figure 5. 

Convection and thermal radiation exchange between the glass 

cover and the atmosphere have larger coefficients than other 

heat transfer processes inside the building throughout the day. 

Consequently, the saltwater used in the still exhibits a higher 

heat transfer coefficient than the still itself. This difference 

arises because, unlike the interior of the still, the exterior casing 

is always exposed to the elements.  

Figure 6 displays the sum of output from a wide variety of 

plausible heat storage materials during the hours of 7:30 am and 

4:30 pm. As can be seen from the graph, between 7:30 AM and 

4:30 PM, the copper scrap in the basin generates more heat than 

any other sensible thermal storage material. After 24 hours of 

distillation, copper scrap is expected to yield 5.16 kg/m2 of 

distillate. The nighttime production rate of 3.2 kg/m2 can be 

attributed to the copper scrap in the basin.  
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Figure 6. Comparison of Energy storage materials with Production 

rate. 

Copper scrap has a higher heat capacity than any other material. 

The enhanced thermal conductivity of the scrap facilitates 

absorbing much solar heat during the day, thus increasing the 

distillate yield in the evening. The salt water is retained by the 

porous Copper scrap, and the energy in the water is utilized 

throughout the distillation process, even when the sun is not out 

or at night. 

Based on the information provided, it appears that during May 

and June of 2022, tests were conducted on different sensible 

heat storage materials at consistent solar radiation levels. The 

consistent radiation levels observed across all days suggest that 

the tests were likely carried out under controlled conditions. 

This controlled environment enables accurate and reliable 

comparisons between the different materials being tested. 

When such days occur, it is reasonable to assume that the 

weather will be consistent with the usual conditions. Midday 

consistently exhibits the highest levels of solar energy, and this 

pattern repeats on a daily basis. Figure 7 illustrates the 

monitoring of daily changes in solar radiation and ambient 

temperature using different thermal storage materials.  

 

Figure 7. Difference between ambient temperature and solar 

radiation intensity. 

  A drop-free experiment with 1.8 cm salt water and Copper 

scrap was conducted. Figure 8 displays that adding a salty water 

basin with a dripper changes the output, water, and glass cover 

temperatures. As indicated by the graph, there is a significant 

temperature gradient between the water and the glass cover, 

which causes the evaporation rate to rise when a drop of salt 

water is generated using Copper scrap. Evaporation slows 

down because glass has a high thermal capacity, decreasing the 

temperature difference among the water and the surface. After 

24 hours of dripping with copper scrap, distillate production 

increases by 36% compared to a saline basin. 

 

Figure 8. Variation of drip and drip-free factors 

The basin cover glass temperature, water temperature, and 

copper scrap production rate are all depicted in Figure. 9 after 

a thorough examination. The experimental outcomes are in 

reasonable agreement with the theoretical predictions. Some 

experimental observations may deviate from the norm at 

specific points due to the projection of the basin's back and side 

walls, but these conditions are beyond the researchers’ control.  

 

Figure 9. Comparison of theoretical and experimental data on water 

and glass cover. 

The research paper refers to the diffusion process, which 

involves the movement of water molecules from areas of high 

concentration to regions of lower concentration, leading to the 

even dispersion of these molecules. In the context of a solar 

still, diffusion plays a crucial role in controlling the production 

of distilled water. 

A typical solar still comprises a structure that captures sunlight, 

a basin that holds the water intended for distillation, and a 

sloping or angled condensing surface, often a transparent lid. 

When sunlight enters the still, it warms the water, causing it to 

vaporize. The resulting water vapor rises and meets the cooler 

condensing surface, which is usually cooler due to its position 

and thermal characteristics. As it touches the cooler surface, the 
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water vapor transforms back into liquid droplets through the 

process of condensation. 

In the case of the south-facing condensed cover mentioned in 

the research paper, the diffusion process is affected by several 

factors: 

1. The production of distilled water is influenced by the 

temperature gradient that exists between the water vapor 

and the cooler condensing surface. A larger temperature 

difference results in a faster diffusion process, thereby 

increasing the rate of production of distilled water. 

2. Surface properties of the south-facing condensing cover can 

have an impact on the diffusion process. Hydrophilic 

surfaces, which attract water, can accelerate the 

condensation process, while hydrophobic surfaces, which 

repel water, slow it down. Furthermore, the cover's 

transparency and thermal properties can affect the 

temperature gradient inside the solar still. 

3. The rate of diffusion is influenced by the inclination angle 

of the south-facing condensing cover. A steeper angle can 

accelerate the process of condensation and runoff, thereby 

increasing the rate of production of distilled water. 

Conversely, a shallower angle may result in slower 

condensation and runoff, leading to a decrease in the 

production rate. 

External factors such as air temperature, humidity, and wind 

speed can affect the diffusion process. For instance, higher air 

temperatures can augment the rate of water evaporation, while 

elevated humidity and wind speed have an adverse effect on the 

condensation process occurring on the cover. 

Understanding the diffusion process in a solar still is essential 

to optimizing its performance. By carefully selecting materials, 

design, and operating conditions, it is possible to improve the 

efficiency of the solar still and increase the production rate of 

distilled water 

5. CONCLUSION 

(i) The theoretical modeling of the transfer and absorption of 

solar radiation through south-facing windows is explained, as 

well as the thermal efficiency of single-slope solar stills under 

typical conditions. 

(ii) Copper scrap, with its high thermal mass and excellent heat 

retention properties, can be used to increase evaporation rates 

throughout the day and night. 

(iii) In the presence of a copper scrap-containing basin, the 

thermal efficiency of the solar still is substantially increased 

due to the release of stored heat energy during periods of 

reduced solar radiation. Nonetheless, the high thermal capacity 

of the basin can adversely affect the overall production of the 

still when salt water is used. As salt water accumulates in the 

basin, the temperature difference between the condensing glass 

cover and the water beneath it increases due to the lower 

thermal capacity of salt water compared to fresh water. 

The calculations indicate that the still has a total thermal 

efficiency of 71.3% and the results of the experiments support 

this finding. Additionally, the production rate is influenced by 

the diffusion process on the south-facing condensing cover, 

which in turn affects the temperature differential between the 

water, glass, and surrounding air. 
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NOMENCLATURE  

PCM Phase change material 

SSSHSM solar still using sensible heat storage material 

CSS Conventional solar Still 

SSGC Solar Still with only water dripping arrangemnt without   

SSGCF Solar still using glass cooling with water dripping and 

sisal fibers 
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 JREE:  Vol. 10, No. 4, (Autumn 2023)    1-13  2423-7469/© 2023 The Author(s). Published by MERC. This is an open access article under the CC BY license (https://creativecommons.org/licenses/by/4.0/legalcode).   Analysis and Evaluation of Effective Environmental Indicators in the Heat Island of District 1 of Tehran using (RS) Ali Sayyadi, Mohammad Javad Amiri * Faculty	of	Environment,	College	of	Engineering,	University	of	Tehran,	Tehran,	Iran.	 	P A P E R 	 I N F O   Paper	History:	Received: 30 August 2022 Revised: 10 November 2022 Accepted: 30 November 2022  Keywords: Heat Island, NDVI, LST, SPSS           A B S T R A C T 	 	One of the environmental problems today is the rising land surface temperature and the formation of heat islands in metropolitan areas, which have arisen due to the unplanned expansion of these cities. Satellite imagery is widely used in urban environmental studies to provide an integrated view and reduce costs and time. In this study, Landsat satellite imagery in TM, ETM+, and OLI sensors from 1984 to 2020, remote sensing techniques, and GIS is used to analyze the data, and SPSS software is employed to examine the correlation between the data. The results indicate that the land surface temperature in District 1 of Tehran has increased during the last 38 years. Moreover, land use in District 1 has changed significantly over this period, and urban land use increased from 16 % (1984) to 35 % (2020) while vegetation declined from 32 % to 14 %. The results of linear regression analysis show a significant correlation between satellite images and weather station data. The significance coefficient (Sig) in all stations is less than 0.05 with a 95 % confidence interval. Besides, the coefficient of variation (R) for all stations is above 80 %, and the coefficient R2 has a desirable value. The findings suggest that the trend of rising temperatures in District 1 of Tehran has become an environmental problem and the changes in land use such as declining vegetation and increasing the acceleration of urbanization are among the factors that affect it.  https://doi.org/10.30501/jree.2022.355387.1438  
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 JREE:  Vol. 10, No. 4, (Autumn 2023)    14-21  2423-7469/© 2023 The Author(s). Published by MERC. This is an open access article under the CC BY license (https://creativecommons.org/licenses/by/4.0/legalcode).   Thermal Characterization of Eicosane/Graphite Nano-Composite-Based Phase Change Material Ala Moradi a, Hajar Es-haghi b, Seyed Hasan Hashemabadi a*, Majid Haghgoo b, Zahra Emami c a Computational Fluid Dynamics (CFD) Research Laboratory, School of Chemical, Petroleum and Gas Engineering, Iran University of Science and Technology (IUST), Tehran, Iran. b Iran Space Institute, P. O. Box: 13455/754, Tehran, Iran. c Department of Material Science and Engineering, Sharif University of Technology, P. O. Box: 14588 89694, Tehran, Iran.  P A P E R  I N F O   Paper History: Received: 19 September 2022 Revised: 21 December 2022 Accepted: 30 December 2022  Keywords: Thermal Conductivity, Phase Change Materials, Graphite Nanoparticles, Morphological Characterization                A B S T R A C T   Phase Change Materials (PCMs) have received much consideration as thermal energy storage systems due to their high storage capacity. However, their heat transfer rate is limited because of the low thermal conductivity. Incorporating of carbon-based nanoparticles into the matrix of PCMs with good dispersion can be an efficient way to solve their deficiency. In this research, graphite nanoparticles were homogeneously dispersed within the Eicosane PCM matrix to prepare a Nano-Enhanced PCM (NEPCM). The main objective is to determine the optimum amount of graphite to maximize the thermal properties of NEPCM composites. The Scanning Electron Microscopy (SEM) images of the prepared nanocomposites confirmed the excellent dispersion of graphite nanoparticles within the Eicosane layers through an ultrasonic bath-assisted homogenization procedure followed by solidification. In addition, Differential Scanning Calorimetry (DSC) and Thermal Conductivity Evaluation (TC) of the samples were conducted to determine their heat capacity and thermal diffusivity. The results illustrated that the more the number of graphite nanoparticles, the larger the number of collisions between graphite and Eicosane. As the nanoparticle content increased, the thermal conductivity and diffusivity were enhanced, as well. Numerically, the maximum thermal conductivity was 4.1 W/m K for the composite containing 10 wt% graphite, 15.66 times that of the pure Eicosane. Furthermore, increasing crystal growth and reducing heat capacity for the large number of nanoparticles in the composite were discussed. The significantly improved thermal properties of the prepared NEPCMs with an optimal nanoparticle content could make them applicable for different thermal management applications.  https://doi.org/10.30501/jree.2023.362050.1454  �����:  �� ������	  
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 Keywords: Photovoltaic Thermal (PVT), Solar Energy, Thermo-Electric Cooler (TEC)              A B S T R A C T   This study considers N-photovoltaic thermal-thermo electric cooler (PVT-TEC) air collectors connected in series for thermal and electrical performance. An improved Hottel-Whiller-Bliss (HWB) equation and mass flow rate factor were derived for the nth PVT-TEC air collectors. The derivation is based on energy balance equation for each component of N-photovoltaic thermal-thermo electric cooler (PVT-TEC) air collectors connected in series. Further, thermal energy and electrical energy from PV module and TEC were analyzed based on a given design and climatic parameters along with the overall exergy of the proposed system on the hourly and daily bases. Numerical computations were conducted using MATLAB under Indian climatic conditions. The proposed thermal model is valid for all climatic and weather conditions. Based on the numerical computations carried out, the following conclusions were made: i. The electrical power of PV module decreased with increase in the number of the n^th PVT-TEC air collectors as the electrical power of TEC increased. ii. The overall instantaneous exergy efficiency decreased with increase in the number of the n^th PVT-TEC air collectors.  iii. Packing factor of TEC was found to be a very sensitive parameter for optimizing the number of PVT-TEC air collectors to ensure maximum overall exergy, and it was found to be β_tec=0.5. for N=7  https://doi.org/10.30501/jree.2023.376480.1516 :�����  ������ �	
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 Keywords: Weather Station, Anemometer, Pyranometer, Humidity Sensor, Thermometer, Microcontroller System      A B S T R A C T   In this research study, a cost-effective and reliable weather station using a microcontroller system containing instruments and sensors for measuring and recording ambient variables was designed, fabricated, and tested. The dataset recorded and stored in the meteorological system can be applied to conduct various research in the field of energy and environment, especially in solar systems. Employing a microcontroller system reduces costs and provides special features such as accessing data on the web-based spreadsheets and adding control devices. In this system, meteorological information including solar radiation, air temperature, wind velocity, and air relative humidity is measured and saved in user-defined time intervals such as 30 seconds. The total cost for measuring equipment, sensors, and microcontroller along with a data logger is about 110 USD. To demonstrate the importance of using local meteorological data, in the vicinity of the case studies, the dataset provided by the local weather station was compared with the meteorological data of two nearby national stations for one month. The results revealed that the values reported by the national stations were different from the actual values measured by the local weather station. The deviations for solar radiation, wind velocity, air temperature and humidity values were at least 5, 9, 7%, and more than 100%, respectively. 10.30501/JREE.2023.383796.1551 https://doi.org/ �����:  � ���� ��	
� �� ������ ������ ���� ������ ����   �!�" �� # ����$ ��%&   ��'��( � �� .*� +,���  %� ������� 
-�. ��+,�%���/0 12	 ����
3�0 ��� ����.�  4 �/�( 5��
���4 ������� +��� .*� +,� +��6����4 � %� +,� *78�� �/���� ������� � ��� ��	 9�2�� �� #��	
3�� 6:�;�� �% ��
�� <���4 ��  
= %�*.  �� >�?;�
-�. ��4 ���'
,4 @��A� .��B +��6��
�4 
-�. ��+,�%���/0 0� (��B C������   3���A��   +,��+D ��� ,�����  +��� �� � ��.� �� ���*���� �� 12	 #��B �!�E�
3�0 F���B� � -���! ��� � �� .�� &�� 
$-�. �� 3��G������� ���' (��	 3,� ����
$, ���4   ��� *�� $��� 7.� *����� +%�� �� ���4 ���%� � ��) ����B �I� ������2�  +%��30 ��8
� �4@ +%�,�� (
�4 'M  
+� �� 0� .������ ��� +,� 9��	4 12	
3�0 @ +%�,��
�4$ ��+,�%���/0 +��� +,��B *78 +���� �� ����.�   ��110 ��& �O���A ��� 3�78� ��I�� �� .,�
* +��� %� +��6����4 ��+�P�. �������  3� �2� ��
-�. ��� �����$ +�����4 � +,� *78� �� +��� �� +����4 2 ��+�P�. ������� �F �� �0��� �����. ��� .,��R +��� �B ��� #�S���4 ���4 ��+�P�. ��4 �������  ���,�5 7.� *���� $,"��� 9 "��$,  (��	7 � ��� *��   ,"��
(  %�100 ��� �� ,"���= W�� � ����� +��� ��� �� ��X��4 .,���� YG�'�  



JREE:  Vol. 10, No. 4, (Autumn 2023)   44-58  2423-7469/© 2023 The Author(s). Published by MERC. This is an open access article under the CC BY license (https://creativecommons.org/licenses/by/4.0/legalcode).   
A Novel Approach to Fast Determining the Maximum Power Point Based on 
Photovoltaic Panel’s Datasheet Sameer  Khadera*, Abdel-Karim Khalid Dauda a Department of Electrical Engineering, Faculty of Engineering, Palestine Polytechnic University, P. O. Box: 198, Hebron, Palestine.  P A P E R  I N F O   Paper history: Received: 13 September 2022 Revised: 18 January 2023 Accepted: 31 January 2023 

 Keywords: Buck-Boost Converter, Traditional SEPIC Converter, Modified SEPIC Converter, MPPT            A B S T R A C T   This study proposes a novel approach to fast and direct determination of the Maximum Power Point (MPP) at any value of solar irradiation and cell temperature, without applying further mathematical processing to operate at that point. The current approach aims to reduce algorithm complexity, time consumption during the iteration, and oscillation to reach the point at which the panel generates maximum possible power. For avoiding or eliminating these drawbacks, the chopper duty cycle (D) at which the panel-generated power should be the maximum is determined using the panel datasheet with respect to voltage and power at different irradiation rates (G). Mathematical equations are derived for MPP voltage and power at any value of solar irradiation using the manufacturer Photovoltaic (PV) specification. The simulation results obtained by MATLAB/SIMULINK platform showed that the power had a linear change, while the voltage had a nonlinear one with narrow variations.  The yield duty cycle controls the Modified Single Ended Primary Converter (MSEPIC) that regulates the load voltage through a wide range below and above the rated panel voltage. The simulation results showed the fast response of chopper operation with a negligible starting time required by the MPPT algorithm, no duty cycle oscillation, and shorter iteration time. Furthermore, the conducted approach is validated based on the data published in a reputed journal, and the obtained results gave rise to new aspects that helped reduce dependency on conventional MPPT algorithms and, consequently, enhance the system response, efficiency and cost reduction. https://doi.org/10.30501/jree.2023.361697.1450:�����  ��� �� ��	
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JREE:		Vol.	10,	No.	4,	(Autumn	2023)			59-65	2423-7469/© 2023 The Author(s). Published by MERC. This is an open access article under the CC BY license (https://creativecommons.org/licenses/by/4.0/legalcode).   Experimental Study of Phase Change Process of the Paraffin as a PCM with Copper Foam and Iron Wool Mohammad	Saleh	Barghi	Jahromia,	Vali	Kalantara,*,	Mohammad	Sefida,	Masoud	Iranmaneshb,*	Hadi	Samimi	Akhijahanic	a Department of Mechanical Engineering, Faculty of Mechanical Engineering, Yazd University, Yazd, Iran. b Department of Energy, Institute of Science and High Technology and Environmental Sciences, Graduate University of Advanced Technology, Kerman, Iran. c Department of BioSystems Engineering, Faculty of Agriculture, University of Kurdistan, Sanandaj, Iran.  P A P E R  I N F O   Paper history: Received:	22	October	2022	Revised:	26	November	2022	Accepted:	8	January	2023  Keywords:	Copper	Foam	and	Iron	Wool,	Copper	Absorber	Plate,	Energy	Storage,	Phase	Change	Material												 A B S T R A C T   Paraffin waxes are widely used as commercial organic heat storage phase changes (PCM) for many applications due to their suitable properties. Significant heat from fusion, nonpoisonous and stable properties, no phase separation, and the phase process result in a small volume change. Meanwhile, they are subject to low thermal conductivity. The thermal conductivity of PCMs can be increased by different techniques such as the use of dispersion of particles or nanomaterials with high conductivity in PCM and the use of metal foams. The use of nanoparticles has such disadvantages as high cost and particle deposition after various cycles. Hence, in this study, some experiments were carried out to investigate the effect of porous media like copper foam and iron wool as the filler instead of nanomaterials on improving the heat conductivity of PCM. The results show that the porous foam increases the heat transfer and during the charging operation, the temperature of the porous plate wall increases continuously at the same rate as the paraffin. At 2400 s, the temperature of pure PCM, iron wool, and copper foam reaches 67.3, 72.5, and 73.27℃, respectively. The optimal mode is the one in which the copper absorber plate is connected to the copper foam, thus reducing the charging time by 600 s compared to pure PCM and saving 75% of energy. Connecting the copper absorber plate to the iron wool has a good thermal performance and stores 70.83% of energy. Thus, iron wool has an acceptable performance and is suitable for storage systems.  https://doi.org/10.30501/jree.2023.365995.1483  �����:  ������ �	
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Techno-Environmental Analysis of Hybrid Energy System for Offshore Oil Rig 
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 Keywords: Oil Rig,  Black Start, Energy Systems,  Technical,  Environmental,  Analysis              A B S T R A C T   The use of Diesel Generators (DGs) and gas turbines to power oil rigs is characterized by pollution due to the emission of harmful gases like carbon dioxide, very high noise levels, high maintenance costs, and the inability to start the platform if the DG fails. Offshore wind energy generation system provides a viable alternative means of powering the oil rig and can also be integrated to operate in parallel with gas turbines. However, offshore wind energy might fail if not properly designed due to the high variability of wind resources. Hence, the objective of this work is to design offshore Wind Turbine Generator (WTG) energy generation system, DG, and hybrid DG-WTG for the black start of an offshore oil rig. The designed energy systems are simulated using HOMER Pro. Furthermore, the performance of the simulated systems was evaluated using the electrical production, unmet load, and emission profile as the performance metrics. The results of the hybrid DG-WTG powered black start revealed that 150kW DG generated 322,071kWh/yr representing 6.77% of the total generation and 1.5MW WTG generated 4,434,632kWh/yr representing 93.2% of the total generation. The comparison of the emissions from DG and DG-WTG revealed that 294,058kg/yr, 1,945kg/yr, 80.9kg/yr, 9.02kg/yr, 720kg/yr, and 688kg/yr of CO2, CO, UH, PM, SO2, and NO, respectively, were released into the atmosphere by DG-WTG which is very low compared to 969,129kg/yr, 6,109kg/yr, 267kg/yr, 37kg/yr, 2373kg/yr, and 5739kg/yr of CO2, CO, UH, PM, SO2, and NO, respectively, released into the atmosphere by DG. The sensitivity analysis revealed that while the electrical production of 100kW and 50kW DGs decreased with an increase in WTG height, the electrical production of 1.5MW WTG increased with an increase in WTG height. It was further revealed that the higher the WTG height the smaller the quantity of the emission released into the atmosphere.   https://doi.org/10.30501/jree.2022.350408.1402 :�����  ��������	 �� ������� ���� )DGs���� � (�� ��� ���� ���� ����� 	���� ���� ���� ���  � ����! �� ���"� ����� ��#����  $%��� �&�� '(�$� ���( �� ) �$* �� '���� �)�� �� %� ��� ��$+,�� ����� -$. � /���� ��$�� ���� ���� ���� ���0 1��* �� DG $2�� ��� .4�'� ���$� 	���� �� ����� �5 �6 ������,� 7+5 ��8��� ����� 	���� ���� ���� %9"� � 7���� ��  $���������� � 1��:". 7+5 ������ ��� ���� � �� .�2 -�;��� 	��� )<�6� � ������  ��"� 1��* � 7�� -$. 6��=� >*?� �  ��� 1�@8 -$.  5�� ���A �� B��%�� �#� BA�� �8������%� .)��  C$� ����� 6��= ��(� ��"�'7+5 � ���$� 	����  ������	 ����� ��� ������ (WTG) ;  4�'�� $�����	��� ���� DG  � 4�'����$��@� DG-WTG ���� ��$�� ����  $D�E� ���� ���� ����� � .7��4�'� ��� 	���� 6��=�  �� ������ �� �$2HOMER Pro @2 � ���� 2$� �� ��F. .$�)�� � ��:".4�'� ��� @2 � ����  �$2 ��%@� ��G������� ��@A �� ���� $  � �$#� ���!�� ��� )H��I���� ��#��� ��$%�/! ������� $2$���� .J� �� �$�! 7�  � DG-WTG ��$��@�   ( � I�#�������	 150 (����:�7'���� � 322.07  (1���:� <�� �  $2��  �2� $���� ( �,���� 6,77%  ����� �($�  ��$2�� �� � ������	 1,5  1���,�WTG 4  CDEFG HI JKFL434,632 (1���:� �7.�  <�� � )$2   (93,2% �� ��� �($� � I�#� ��� �U� .$� '�  I����1���#��� V��� ��$%�/! DG  �DG-WTG   ( � I�#� ���U�294058) 1945 )80,9 )9,02 ) 720  �688 (-���:�  <�� � ��2CO )CO )UH )PM )2SO � )NO ���  �� Y V���WTG-DG �5 ��� ���� $2 ���U�  ( ���6 � )969129 (-���:�  )<�� �6109 (-���:�  )<�� �267 (-���:�  )<�� �37 (-���:�  )<�� �2373 (-���:�  � )<�� �5739 (-���:�  <�� � �$2 $���� ��(Z� ��� �$%�/! ��  V���DG $%2�� �� ��#�� ���'�:>� .�� ��'67� ��6 �  ( � I�#�� ���  (� H�� $100 (1���:�  �50 (1���:� DG ��[� ��\�  ]�����WTG � \��(� )$��� ���$�  H��1,5  1���,�WTG ��[� ��\�  ]�����I! ��[�\� �� $���� �� ��F. .)��  ]�����  ^ ��  ( $2 _`#�WTG ���#� ��#��� ��$U� )$2�� ��$%�/! .7�� ��"( �5  � �$2 ��� 
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 Keywords:	Dust		Accumulation,	Solar	PV	Performance,	Degradation	Rate,	Degradation	Mechanisms,	Electrical	Characteristics		 						 A B S T R A C T   Dust accumulation on PV surface panels is a crucial factor affecting their performance. It is more frequently noted in the desert zones. The effect of dust on the electrical behavior of damaged PV panels was investigated in this study. Three panels are used: the degraded panels (with and without dust) and the reference panels; they are located in an industrial zone with a continental climate (Bordj Bou Arréridj, Algeria). The I-V and P-V characterization and degradation mechanism visualization are used. Also, a numerical simulation was conducted to calculate the five parameters of the three modeled PV panels (diode ideality factor (a), series resistance (Rs), Shunt resistance (Rp), photocurrent (Ipv), and diode saturation current (I0)). These parameters were utilized for the first time to study the impact of dust on their degradation rate and the PV panel behavior. The degradation rate and the annual degradation rate of each parameter are affected by dust differently. The power degradation rate is increased by 5.45%. The Isc and Imax degradation rates are climbed by 6.97% and 6.0%, respectively. Vmax and Voc degradation rates decrease by 1.20% and 0.35%, respectively. Dust increased the rate of degradation for a, Iph, and I0 by 4.12%, 6.99%, and 68.17%, respectively. For Rs and Rp, the degradation rate was reduced by 4.51% and 20.01%, respectively. An appropriate netoiling approach must be considered because dust, even in non-desert areas and industrial zones, has a significant impact on the electrical characteristics degradation of a PV panel. https://doi.org/10.30501/jree.2023.367573.1491  :�����   ���� � ��	 
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 Keywords:	ABEFermentation,	Biobutanol,	Detoxification,	Phenolic	Compounds,	Oil	Palm	Frond	Hydrolysate			 	  		 A B S T R A C T  Oil Palm Frond (OPF) juice has been the focus of Malaysian bioenergy producers through acetone-butanol-ethanol (ABE) fermentation. However, due to the high concentration of phenolic compounds in the hydrolysate, usually gallicacid and ferulic acids, the fermentation medium turns acidic which hinders the growth of most microorganisms. A suitable method of phenolic compound removal with a minimal effect on the sugar stability of OPF juice has been employed using Amberlite XAD-4 resin. During the detoxification process, the effects of temperature and pH on the removal of phenolic compounds and sugar stability were also assessed. The Amberlite XAD-4 resin managed to adsorb about 32% of phenolic compound from the OPF hydrolysate at an optimum temperature of 50 °C and hydrogen ion concentration (pH) of 6. In addition, it maintained as much as 93.7 % of the sugar in the OPF juice. The effect of detoxifying OPF hydrolysate was further tested for biobutanol production in batch culture using strain Clostridium acetobutylicum SR1, L2, and A1. Strain L2 gave the highest improvement in biobutanol and total solvent production by 22.7% and 14.41%, respectively, in medium with detoxified OPF juice. Meanwhile, compared to non-detoxified OPF juice, the acid production of strain L2 significantly decreased by 2.99-fold when using detoxified OPF juice, despite a 1.2-fold increase in sugar consumption. Conclusively, using Amberlite XAD-4 resin to detoxify OPF hydrolysate at pH 6 and 50 °C removed the phenolic compound while increasing the strain L2 capability to improve biobutanol and total solvent production. https://doi.org/10.30501/jree.2023.374488.1512  :�����  ���� ��� 	
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 Keywords: Thermal Energy Accumulator, Paraffin,  Phase Change Material,  Convective Drying,  Convective-vacuum Impulsive Drying,  Energetic Efficiency     A B S T R A C T   Researchers worldwide are studying thermal energy storage with phase change materials because of their substantial benefits in the enhancement of energy efficiency of thermal drying systems. A two-stage convective-vacuum impulsive drying plant is a technology for the manufacturing of chemical and food products with high quality and low energy costs. Energy consumption during the drying process is the main indicator in terms of economy. In this paper, a brief and focused review of the peculiarities of TEAs with PPCMs and opportunities of their application in such drying systems is done and discussed. The paper described the mentioned manufacturing system. The advantages of paraffin wax and thermal conductivity improvement techniques were demonstrated for their use as heat storage materials in CVID drying units. The results of similar previous studies were presented. The results of the experimental studies conducted by the researchers proved that the use of heat accumulators with PCMs increased the overall energy efficiency of drying systems. Finally, integration of TEAs based on modified PPCMs in the CVID system was recommended to intensify thermal energy, reduce thermal influence on the main indicators of the vacuum pump during the evacuation process, and decrease production costs. https://doi.org/10.30501/jree.2023.370842.1501
:����� �� �� ���	 
��
� � �������� ������ � �
�� ����� � ���� �	�� ����� �
��� �� !� �"� ��
# �$% &'()* (+ �,��-� .�# ��
� �
��� ��
#*  ���� �� /�
��  .$1 !" 2�3&� � ��
4 ��
5 &'( ���(�5� � �6#
� ��� �7��	*�- )9(&� ��13� �
�� ���$� % :;�<��*���=� �>? �*� 5 ��@�A� � ;�� �"�1� �
��� �
�� B
<� .@�� �5� �
3 .�C �$1� 6D� ��
5 &'(* 
�E� �2 � F(�%�1� � � .@�� ��< ��E� �
� )������ � 
� �5
= � � 
< G�*HI� �"� J�( TEA �� �" PPCM �" @D
3 � �"� 1K � ���� �
��5E� �� !� �"� 3
H �
� L�� ��� � �$% M�7�� ��
5 &'(�  @��. ������ 3��N M��E� 1O� �&� �"� ���� � �$"@� ��
#* �
�� (+ ���� ���1P �� ���A ���
� 2��� �"$#�� � ��
H� ��
5 &'( CVID � � .$% ���� ��'�Q� 6�� ���'� :�,��-�* � � .$% �R��Q�  :�,��-� �
7�* �� ��
H @%���� 2� ���A �� �5 ��� ��'� ������ S��� �$% M�7�� PCM � �
�� �"� �
��� 65* �� !� �"� ��3� � ��
5 &'(T� ���@�� ���� � .)@� D���� ��% *� �5 TEA �"� 1 ��* 
� PPCM �"� � � � �$% U9D�� !� CVID  M�?�� $��%�
�� ��� ��
#* ���@� $��%) VW�
� ��
#*  F(�% 
� � �"� 6D�* 9( X=NY �
3 .�C �$1� 6G��� �" � T"�5�1� �"� ���$�  T"�5��% ����. 



JREE:  Vol. 10, No. 4, (Autumn 2023)   107-118  2423-7469/© 2023 The Author(s). Published by MERC. This is an open access article under the CC BY license (https://creativecommons.org/licenses/by/4.0/legalcode).    Variability Assessment of Solar Irradiance for the Safe Grid Integration of Solar 
Photovoltaic Power Plants Md. Rashedul Alam a, Iftekhar Uddin Bhuiyan b*, Nur Mohammad c a Sustainable and Renewable Energy Development Authority (SREDA), P. O. Box: 1000, Dhaka, Bangladesh. b Institute of Appropriate Technology, Bangladesh University of Engineering and Technology, P. O. Box: 1000, Dhaka, Bangladesh. c Department of Electrical and Electronic Engineering, Chittagong University of Engineering and Technology, P. O. Box: 4349, Chittagong, Bangladesh.  P A P E R  I N F O   Paper history: Received: 21 December 2022 Revised:  02 April 2023 Accepted; 14 April  2023 

 Keywords: Assessment of Solar Irradiance, Short-term variation of Solar Irradiance,  Integration Challenges of Variable Renewable Energy,  Voltage-frequency aspects of Solar Photovoltaic grid integration      A B S T R A C T   The output power of a Solar Photovoltaic (SPV) plant depends mainly on the solar irradiance on the photovoltaic (PV) modules. Therefore, short-term variations in solar irradiance cause variations in the output power of solar power plants, making solar photovoltaic grid integration unstable. Solar irradiance variations mainly occur due to the weather conditions of a given location, especially the movement of clouds and seasonal effects. Consequently, assessing the variability of solar irradiance over the course of a year is essential to identify the extent of these variations. Geographical dispersion and cloud enhancement are two important factors affecting output power variations in a PV plant. Geographical dispersion reduces such variations, while cloud enhancement increases them. This study utilizes two ground station-based solar Global Horizontal Irradiance (GHI) datasets to assess the viability of solar irradiance in the Chittagong division of Bangladesh. The analysis reveals a significant number of days with high short-term solar irradiance variation. In addition to solar irradiance, the frequency and voltage at the interconnection point are important for safe grid integration. It was observed that the grid frequency exceeded the range specified by the International Electrotechnical Commission (IEC), but remained within the grid code range of Bangladesh. Grid voltage variation at the interconnection substation was found to be within the standard range during the daytime, but low voltage was observed at the grid level during the rest period. Therefore, it is crucial to implement necessary preventive measures to reduce short-term variations for the safe grid integration of large-scale variable SPV plants. https://doi.org/10.30501/jree.2023.377735.1522 
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 Keywords: Biofuel, Energy, Renewable Energy, Prospects        A B S T R A C T   Several researchers have reported the prospects of biofuel commercialization in several countries across the globe. With over 400 million tons of biomass and 150 million tons of agro-waste produced annually in most developing countries, the prospect of biofuel commercialization looks promising. However, it is crucial to adopt a forward-thinking approach and anticipate potential challenges that may arise, building upon the lessons learned from current obstacles. This paper review addresses the current issues that have discouraged some developing countries against embracing biofuels as an economical tool to mitigate poverty. Also, future challenges that may scuttle biofuel commercialization in developing countries was discussed to provide a workable blueprint towards wealth creation. This review identified policies and political unwillingness as fundamental challenges that must be overcome in developing countries to attract investors. Other identified salient challenges include mono-economy, poor technical know-how, poor technology, government hypocrisy, lack of funds, sustainable biomass resources, inadequate farmland, poor policies, and weak infrastructure. It is recommended that conscious short- and long-term planning be implemented to actualize biofuel commercialization in developing countries.  https://doi.org/10.30501/jree.2023.379263.1533 
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 JREE:  Vol. 10, No. 4, (Autumn 2023)    131-145  2423-7469/© 2023 The Author(s). Published by MERC. This is an open access article under the CC BY license (https://creativecommons.org/licenses/by/4.0/legalcode).   Predicting Solar Power Generation Based on the Combination of Meteorological Parameters in Iran: Neural Networks Approach Abbas Ahmadi a, Mahsa Zaman b, Siab Mamipour b* a Department of Industrial Engineering & Management Systems, Amirkabir University of Technology (Tehran Polytechnic), Tehran, Iran. b Department of Economics, Kharazmi University, Tehran, Iran.  P A P E R  I N F O   Paper History: Received: 07 October 2022 Revised: 03 January 2023 Accepted: 17 January 2023  Keywords: Solar Power Plants, Metrological Parameters, Artificial Neural Networks, Iran          A B S T R A C T   Clean solar energy is one of the best sources of energy. Solar power plants can generate electricity in Iran due to their large number of sunny days. This paper presents a short-term forecasting approach based on artificial neural networks (ANNs) for selected solar power plants in Iran and ranks the input variables of the neural network according to their importance. Two solar power plants in Hamadan province (Amirkabir and Khalij-Fars) were selected for the project. The output of solar power plants is dependent on weather conditions. Solar radiation on the horizontal plane, air temperature, air pressure, day length, number of sunny hours, cloudiness, and airborne dust particles are considered input variables in this study to predict solar power plant output. Forecasting model selection is based on considering zero and nonzero quantities of target variables. The results show that solar production forecasting based on meteorological parameters in the Khalij-Fars is more accurate than Amirkabir. The global solar radiation, air temperature, number of sunny hours, day length, airborne dust particles, cloudiness, air pressure, and dummy variables1 are the order of the most important inputs to solar power generation. Results show simultaneous influences of radiation and temperature on solar power plant production.  ee.2023.363386.1461https://doi.org/10.30501/jr  �����:     ������� .
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 Keywords: Evacuated Tube Collector, Energy Enhancement, Thermal Efficiency, Nanofluid      A B S T R A C T   This research reviews various studies on the effect of using nanofluids in evacuated tube solar collectors (ETSC). The initial segment of this study elaborates on the importance of using the ETSCs and categorizes these collectors in terms of classification and application. The second segment evaluates the physical properties of nanofluids incorporated in the solar system collector and presents some applications of nanofluids. The last segment of the research reviews the works of a group of researchers who have already applied nanofluids to evacuated tube solar collectors for various purposes, including increasing the heat transfer coefficient and improving efficiency. Among the prevalent nanofluids employed in solar applications, Al2O3, CuO, and TiO2 feature prominently, whereas Ag, WO3, and CeO2 find limited application in the solar context. Furthermore, nanofluids within the size range of 1–25 nm, 25–50 nm, and 50–100 nm constitutes 54%, 25%, and 11% of the applications, respectively. Particularly noteworthy, the single-walled carbon nanotubes/water (SWCNT/water) heat pipe showcases the most remarkable efficiency enhancement, achieving an impressive 93.43% improvement. https://doi.org/10.30501/jree.2023.374760.1507:�����  ��� ����	 
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 Keywords:	Solar	Still,		Copper	Scrap,		Brass	Scrap,		Temperature,		Productivity,	Water,		Salt	Water 	 A B S T R A C T   In this research, a piece of copper scrap was placed in the 1m × 1m base of a single-slope solar still. An automated system steadily dripped salt water into the basin of the solar still. The experiment utilized dripping salt water and energy storage materials such as copper and brass scrap. Research has shown that the presence of copper scrap in the basin, combined with a shallow layer of salt water, has a significant impact on the distillate output. However, the high thermal capacity of the salt water in the basin can lead to reduced production. As more salt water is added to the basin, the temperature difference between the water inside and the glass cover increases. Based on the experimental results, the calculated yield is satisfactory, and the overall thermal efficiency remains at 71.3%. The production rate is also influenced by the diffusion process on the south-facing condensing cover. The temperatures of water, glass, and air, as well as their combined effects, are measured and analyzed.  https://doi.org/10.30501/jree.2023.376724.1518:�����  �� ��� ��	
�� � �� �� �� ����� ������ 1  ��� ×1  ���� ��	 �������� ��� !"� � 	#�  ."� ���� ����� �%�&� � ��' �( ��)�� ����� ��� *+  �� ��	 ������ �,�-� �(�� ��� !"� �. /0",�/ . !��(��1+2� � �/0 ��� *+ 1�!  3 ���� 4��� 5�,�!  ���6��� 7,�( 4 �� ����� "8,��"��	 .9���� � :�;, ���  �<��= �� �� ����� ��>4 �) ?�� �( ���@-� A�� BC	 ��� *+ %)�� D>�	 E(��. F�	 �("� ��	�� � �( .������ G�H 
I�=?� 	���=. A�(! ��= �� ��� *+ �< �. F�	 2-�) �( �J8� ",��	"� ( ��� *+ :�4KG� �( .�����;� ( ��� LM� � 
�<��= �(�� � 2��� 4 E �� *+�� �;! �KG�2� �. "(����, N��� �( .�7 (�J	
. ��� �"� �O���� ��1�(?� 	���= ��1�( 4 ?�� 2P(. Q).  ��71,3 ��( "U��. �. F�	 V�, .",��"� 8<@-�� BC	 ?�	�� +�G"8�  4� �"88) %)���� 2��� �� ��;�,� ��� .���� ���� *�8> �(! � 
*+�;� )�	 9��B� �( ���@- 
��- 4.O� �",� �D,+�1 W!�� KJ	 4�� Q�	 4E� �. .",�� 




