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A B S T R A C T  
 

Carbon-dioxide Capture and Utilization (CCU) technology is an efficient process in the portfolio of 
greenhouse gas reduction approaches and is programmed to mitigate global warming. Given that the prime 
intention of CCU technologies is to prevent CO2 emissions into the atmosphere, it remains to be seen if these 
approaches cause other environmental impacts and consequences. Therefore, the Life Cycle Assessment 
(LCA) approach was considered to account for all environmental aspects, in addition to the emission of 
greenhouse gases. In this study, the Life Cycle Inventory (LCI) methodology was employed to quantify the 
environmental impacts of indirect carbonation of Red Mud (RM), a waste byproduct of alumina production 
line in Jajarm Alumina Plant, Iran by CO2 exhausted from the plant stacks based on International Organization 
for Standardizations (ISO) of ISO 14040 and ISO 14044. The results confirmed the reduction of CO2 emission 
by 82 %. The study of carbon footprint based on ISO 14064 under the criterion of PAS 2050 revealed CO2 
emission equivalent to 2.33 kg/ ton RM, proving that CCU managed to mitigate the CO2 emission by 93 % 
compared to the conventional technology employed in Jajarm Plant, which produced around 34 kg CO2 per 1 
ton RM. Furthermore, the economic evaluation of the process brought about 243 $/ton RM in profit via the 
sales of products including silica, aluminum, hematite, and calcium carbonate. The outcomes of the present 
study highlight that the intended CCU technology is a practicable approach for large-scale applications. 
 

https://doi.org/10.30501/jree.2020.225900.1097 

1. INTRODUCTION* 

Anthropogenic activities increase the emission of greenhouse 
gases (GHGs) into the atmosphere, which is one of the major 
causes of global warming. This is a crucial problem for the 
future of the earth and living species. Carbon dioxide, 
methane, nitrogen oxide, and halocarbons are the main GHGs, 
among which CO2 is the most problematic GHG in terms of 
global warming. According to a report by the 
Intergovernmental Panel on Climate Change, the 
concentration of CO2 in the atmosphere will reach 2100 ppm 
by 2100 [1]. In order to keep the average increase rate in the 
global temperature below 2 °C, the emission of CO2 should be 
reduced by 50-85 % before 2050. In this respect, different 
strategies have been taken into practice to ensure the 
sustainability of the world climate [2–4]. These recommended 
strategies include reduction of requisition process, efficiency 
improvements, application of renewable sources, nuclear 
power, and Carbon Capture and Storage (CCS). CO2 capture 
at the terminal point of industrial processes such as power 
plants, cement manufacturers, refineries, and steel mills in 
which an immense volume of CO2 is exhausted could be one 
                                                           
*Corresponding Author’s Email: kazem.kashefi@gmail.com (K. Kashefi) 
  URL: http://www.jree.ir/article_110470.html 

of the potential solutions for the management of global 
warming [5–7]. 
   The CCS and CCU technologies are noteworthy and 
promising approaches to reducing GHG emissions. These 
techniques have received a warm welcome by many industrial 
communities [8]. Although CCS is an efficient technique for 
the reduction of CO2, it is not a satisfactorily viable method in 
terms of some technical and economic barriers for large-scale 
applications. From an economic standpoint, it is a high-cost 
process with no profit that cannot attract industries to invest. 
From a technical viewpoint, the leakage of CO2 and obstacles 
regarding the storage of captured CO2 are the common 
limitations of this process. A promising alternative that has 
attracted many industries is CCU processes. This is because 
CCU technologies act successfully in CO2 reduction and are 
economically rewarding methods as the production of value-
added products during the process and trading them to the 
marketplaces return a part of the investments. These 
commercial products have made CCU technologies more 
affordable than the CCS approaches. In addition to this merit, 
CO2 released from different flues can be used as a renewable 
energy source, which is an inexpensive and non-poisonous 
available source. Moreover, the precious merits of this 
approach such as the availability of CO2 as a safe resource that 
can compete with low-price fossil fuels motivate researchers 
to direct their researches to CCU techniques [9–12]. 

https://doi.org/10.30501/jree.2020.225900.1097
https://doi.org/10.30501/jree.2020.225900.1097
https://en.merc.ac.ir/
https://creativecommons.org/licenses/by/4.0/
http://www.jree.ir/
https://doi.org/10.30501/jree.2020.225900.1097
https://doi.org/10.30501/jree.2020.225900.1097
mailto:kazem.kashefi@gmail.com
http://www.jree.ir/article_110470.html


K. Kashefi et al. / JREE:  Vol. 7, No. 4, (Autumn 2020)   1-9 
 

2 

An effective method that has been widely expanded for CCU 
goals is mineral carbonation practices. Mineral carbonation is 
a natural weathering process in which the reaction of CO2 with 
natural alkali rocks leads to the formation of carbonate rocks 
for a relatively long time [13]. Natural alkali sources are 
known as rocks with a high amount of magnesium and 
calcium in the form of silicate minerals such as serpentine, 
olivine, and wollastonite. This natural phenomenon has 
inspired researchers to establish a mineral carbonation process 
for the capture and storage of industrially emitted CO2 over 
alkali minerals [14]. Two typical mineral carbonation methods 
are direct and indirect carbonation. The direct mineral 
carbonation consists of carbonation reactions taking place in a 
single step, while, indirect mineral carbonation proceeds in a 
multi-stage process. To be more specific, in the direct 
carbonation process, the extraction of metals and carbonation 
reactions proceeds in one reactor vessel at the high pressure. 
In contrast, indirect carbonation embraces reactions in several 
discrete steps. The first step is the leaching of minerals from 
the alkali waste by a suitable acid. Common acids include 
hydrochloric acid, sulfuric acid, nitric acid, acetic acid, 
ammonium chloride, oxalic acid, citric acid, ammonium 
acetate, sodium citrate, sodium acetate, ammonium citrate, 
and ammonium oxalate [15]. The second step, called the pH 
swing process, concerns the formation of metal hydroxides by 
the addition of basic agents to reach high-purity alkali metal 
(calcium or magnesium) solution. The third and final stage 
includes the carbonation reaction in which CO2 reacts with 
alkali metals resulting in the creation of carbonates (namely 
calcium/magnesium carbonate). The characteristic benefit of 
this approach is the storage of CO2 in the form of highly stable 
carbonates for quite a long time with no probability of CO2 
release and leakage to the atmosphere. The other privilege of 
the indirect mineral carbonation is that there is no need to 
separate CO2 from the flue gas for obtaining high-purity CO2 
because impurities present in CO2-containing effluent gas 
such as SOx and NOx cannot interfere with the carbonation 
process. Hence, the exhausted gas can be directly used 
without any extra purification process which will save cost 
and energy. In spite of the limitations owing to the high cost 
and energy penalty of this process for industrial application, 
the mentioned merits have attracted scientists’ attention to put 
their effort into upgrading the process or a large-scale 
utilization [16–19]. 
   It has been reported that an industry armed with CCS 
technique changes the emission pattern of CO2 [3]. In the 
industrial application of a CCS or CCU, in addition to climate 
change, other environmental impacts should be considered to 
see whether the relief of climate change induces other 
environmental consequences or not. A powerful tool to 
facilitate proper recognition of the environmental impacts of 
CCS/CCU is the deployment of the LCA approach [20,21]. In 
the LCA approach, the environmental impacts of a product 
system or device during its life cycle from the cradle to the 
grave including extraction of raw materials, transportation, 
production, distribution, and disposal of wastes are considered 
[22–24]. Emissions and resource usage in all of these stages 
and their proportions relevant to the specific environmental 
impacts should be included in the life cycle inventory (LCI) 
[25,26]. LCA is a precious tool for decision-makers as it 
assists them to choose among the proposed options [27,28], 
and for the simple judgment and comparison of the processes, 
several standards were introduced such as International 

Organization for Standardizations (ISO) [25,26]. LCI 
characterizes environmental inventories which are itemized as 
follows: abiotic depletion potential (ADP), global warming 
potential (GWP), ozone layer depletion potential (ODP), 
human toxicity potential (HTP), freshwater aquatic 
ecotoxicity potential (FWAETP), marine aquatic ecotoxicity 
potential (MAETP), terrestrial ecotoxicity potential (TEP), 
photochemical oxidation potential (POP), acidification 
potential (AP), and eutrophication potential (EP) [3]. In 
addition, economic evaluation has been considered as a key 
strategy for the estimation of the process potential for real 
application and its economic recovery [29–31]. 
   In the current study carried out for the first time, 1) 
environmental impacts of indirect carbon mineralization of 
RM, the waste of Jajarm plant, were assessed by the LCA 
methodology. 2) The carbon footprint quantification was 
employed for a better understanding of GWP by calculation of 
GHG emissions of CCU under the boundary of the system. 3) 
The economic investigation was carried out to estimate the 
pecuniary value of the products and the cost compensation of 
the initial investment. 4) The outcomes of this study are 
highly beneficial to predicting the feasibility of the CCU 
process for commercial and real applications in the Jajarm 
plant. 
 
2. ALUMINA PRODUCTION PLANT 

Bayer method is the most common method in the production 
of aluminum from the bauxite mineral source. Bauxite is a 
well-known aluminum ore containing 30 to 54 % alumina and 
different percentages of silica, iron oxides, and titanium 
dioxide. In this method, sodium hydroxide solution at a 
temperature of 175 ºC is used to wash the bauxite rock and 
convert alumina into aluminum hydroxide, which is soluble in 
sodium hydroxide solution. Other components of bauxite ore 
are not soluble in sodium hydroxide solution; therefore, they 
can be separated from aluminum hydroxide by filtration. The 
aluminum hydroxide powder is obtained via cooling and, then, 
is heated to 980 ºC to separate alumina and water in order to 
achieve pure alumina. 

2 Al(OH)3 → Al2 O3 + 3 H2O                                                          (1) 

   Alumina plant of Iran (Jajarm complex) is the only alumina 
production plant in Iran, which is located in Jajarm, North 
Khorasan. It was established in 2003 with the alumina 
production capacity of 280,000 ton/ year. The Jajarm plant 
produces alumina via the Bayer method and it needs 348,000 
ton of ground lime per 1 ton of alumina. About 500,000 ton of 
RM is produced annually and about 7 million ton of RM has 
been accumulated so far [32]. The composition of RM 
produced by the Jajarm plant was tested by XRF analysis 
(Table 1) and results confirm the great potential of RM for 
CCU as it is rich in calcium. The Jajarm plant includes seven 
main operational units, which are bauxite, dissolution, 
separation of RM, sedimentation, calcination, evaporation, 
desalting, and utility. Figure 1 depicts the overall process of 
alumina production of the Jajarm plant. 
 
3. LIFE CYCLE ASSESSMENT 

3.1. Methodology 

LCA has been introduced as a holistic evaluating method 
which appraises all resources, emissions, and energy streams 



K. Kashefi et al. / JREE:  Vol. 7, No. 4, (Autumn 2020)   1-9 
 

3 

and their environmental consequences throughout the life 
cycle of a certain product or service or system [33]. LCA 
calculates resource usage and environmental emissions in all 
steps ranging from raw material consumption to waste 
disposal during the entire life cycle of a product. Figure 2 
shows the life cycle stages of a product briefly. This is a 
remarkable decision-making tool that allows institutions and 
program developers to take a vivid perspective regarding the 
environmental damage of a product [26,34,35]. 

 
Table 1. XRF analysis of RM 

Component  Composition (wt %) 
Fe2O3 35.77 
CaO 14.21 

Al2O3 15.88 
L.O.l 10.61 
SiO2 11.73 
Na2O 5.28 
TiO2 4.41 
MgO 1.24 

Cl 0.17 
 
 

 
Figure 1. The overall process of alumina production of the Jajarm 

plant 
 
 

 
Figure 2. The stages of the life cycle of a product 

 
   Owing to the widespread applications of the LCA method, 
several ISO standards have been described to help researchers 
to apply proper LCA criteria. Due to the complexity of the 

quantification process, accession of computer-aided 
technologies is truly beneficial due to their high accuracy and 
simplicity. The computational software weights the target 
process for its sustainability, LCA, and environmental 
impacts. Among the computational tool, GaBi tenders a 
simple, precise, and fast analysis for LCA and inventory 
assessment of a product system [36]. In this study, LCA was 
carried out based on the standards of ISO 1404 and ISO 14044 
and the scenario is outlined as in the following steps: 
1. Specification of the goal and scope: The initial attempt in 
LCA is the accurate specification of the aim of the LCA 
implementation for a given product and ascertaining of the 
system boundaries. 
2. Life cycle inventory (LCI): In this step, all environmental 
inventories and inputs and outputs of the given product system 
are quantified. This stage is highly complicated since many 
elements in each life cycle stage should be accounted which 
necessitates a comprehensive database set to model the value 
chain of the processes. However, all the essential databases 
are not available. In such cases, LCA proceeds by postulating 
the ungiven data and checking the accuracy of the assumed 
data via the sensitivity analysis. 
3. Life cycle impact assessment: The next step is the 
measurement of the environmental impacts resulting from 
interventions. This assessment embraces the classification of 
analogous interventions of a system in a category including 
global warming, acidification, etc. and calculation of those 
environmental impacts. The environmental impacts are 
classified as the items described in Table 2. A concise 
explanation of some of these categories is described below 
[20,26,37]. 

Global warming 

The unpleasant phenomenon of global warming is entangled 
with the emission of greenhouse gases. The global warming 
categorization in LCA is estimated as the equivalent CO2 
through the assessment of the global warming potential of 
each chain during 100 years. Indeed, the environmental 
impact of global warming defined by the LCA just focuses on 
the emission of greenhouse gases resulting from human 
activities. Different greenhouse gases possess different 
potentialities in global warming. Therefore, the calculation of 
their contribution is comparatively complicated. The main 
greenhouse gases include CO2, CH4, and N2O and the global 
warming potential attributed to them are defined as 1, 25, and 
298 kg of equivalent CO2 per kg of substance [38]. 

Resource depletion  

In order to specify the resource depletion, the collection of the 
value of all energy inputs such as fossil fuels involved in the 
manufacture of the system is calculated. 

Smog air 

Smog air is a phenomenon associated with the formation of 
near-ground ozone (photosmog or summer smog). The ozone 
equivalent is the parameter used for the quantitative study of 
the environmental impact of the ozone creation potential of 
the system. 

Acidification 

The release of acidic substances, known as proton, into the 
atmosphere is called acidification. This impact is addressed in 
LCA as kg of equivalent SO2. The acidic materials such as 
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SO2, NOx, HCl, H2S, and NH3 are considered in this category 
with acidification potentials of 1, 0.7, 0.88, 1.88, and 1.88 kg 
of equivalent SO2 per kg of substance, respectively [38]. 

Eutrophication 

The increase of the phosphoric and nitric contents of water 
and soil is known as eutrophication. This increment 
disarranges the natural balance of the ecosystem’s 
components, which can give rise to the challenging issues. In 
the LCA studies, eutrophication of water and soil is defined as 
two separate parameters. In this study, air-oriented emissions 
were taken into account as the main cause of the soil 

eutrophication. The equivalent kg of PO43- was used to 
address soil eutrophication. 

Human toxicity 

Human toxicity in LCA methodology is described as the toxic 
impacts of components on human health in a way that shorts 
human lifetime. This term is divided into two categories of 
cancer and non-cancer diseases. 
4. Interpretation of the results: The final stage is the 
interpretation of the obtained values and quantities in order to 
make a comprehensive deduction and figure out the 
deficiencies. A beneficial strategy in order to judge the 
deficiencies is known as the sensitivity analysis [38]. 

 
Table 2. The life cycle impact categorizations 

Life cycle impact category Unit 
Global warming Tons of CO2 equivalents 

Stratospheric ozone depletion Tons of Halon equivalents 
Ground level ozone Tons of projected ozone 

Acidification Tons of SO2 equivalents 
Eutrophication Tons of phosphate equivalents 

Aquatic toxicity Tons of toxic equivalents 
Human health Equivalent tons of toxics 

Fossil fuel depletion Tons of oil equivalent 
Mineral depletion Tons of mineral equivalent (by mineral) 
Water depletion Cubic meters of water equivalent, (surface & groundwater) 

Land use equivalent hectares of endangered species and non-endangered species habitat 
Resource depletion Equivalent energy 

 
3.2. Goal and scope of LCA 

The aim of this LCA study is the projection of the 
environmental footprint of the carbonization of RM via an 
indirect route which could be beneficial in the future 
perspective of Jajarm Alumina Production Plant equipped 
with CCU technology. In this study, the specific 
environmental impacts of carbon capture via LCA were 
investigated and categorized based on different environmental 
classifications by GaBi software based on the ReCiPe 
methodology. 
 
3.3. Process description and boundary 

A proper process boundary designation is the key step in the 
cogent conclusion of an LCA study [39,40]. Figure 3 
describes the system boundaries of the CCU process of the 
Jajarm plant. This process boundary covers the transfer of RM 
residue over the distance of about 1 km to the place that flue 
gas of the plant is exhausted and final calcium carbonate and 
side-products are produced. A brief description of the process 
is given below: 

1. The RM extraction for leaching precious minerals 
including Al, Fe, and Ca was carried out using HCl (1M) 
at 80 °C at the initial step of the mineral carbonation. 
Indeed, 21 g dry powdered RM was added to the reactor 
comprising HCl and was agitated at a speed of 600 rpm 
by a magnetic stirrer upon atmospheric pressure. The 
reactor was covered with a condenser to prevent 
evaporation occurrence and preserve the temperature at a 
constant level as this reaction is exothermic. After 
completing the extraction in 2 h, the resultant slurry was 

separated from solid particles via centrifuging (9900 
rpm, 15 min) and, then, vacuum filtration. 

2. The second step concerns the production of Ca-enriched 
solution via the pH swing process. To be more specific, 
NaOH (1M) was employed to precipitate impurities 
present in the leached solution. pH increased from 2.3 
(initial pH of the solution) to 4, 5, 7.5, and 9.5. At each 
step, the precipitants were separated using centrifuging 
(9900 rpm, 15 min) and vacuum filtration. 

3. Next, the CO2 recovery from the stacks (stacks A, B, and 
C) of the Jajarm plant was taken into account. The 
recovery of CO2 from the stacks of the plant was 
performed via an amine scrubbing column. A mixture of 
CO2 (10 % Vol.) and N2 with a flow rate of 2 l/min was 
fed into the bubble column filled with 20 L of NaOH 
(1M). The conversion rate of CO2 was about 99.53 %. 

4. The suggested process ended in the production of the 
stabilized calcium carbonate. The reaction proceeded in 
ambient conditions to avoid any extra regulation with 
respect to the reaction conditions and, accordingly, less 
energy was required for the process. The prepared 
Na2CO3 was added to the final ca-enriched leachate, 
obtained in the first step, at a rate of 20 ml/min over a 
magnetic stirrer (250 rpm). After the reaction, a milky 
solution and white solid of Ca2CO3 were obtained which 
were centrifuged and filtered using a vacuum pump [13]. 
The conversion rate was achieved at 32.71 %. 

   The resultant product was transported to trucks to carry it 
for further commercial applications. It is noteworthy to 
mention that the environmental impacts relevant to those 
applications which utilized calcium carbonate product were 
not included in LCA. The functional unit was selected based 
on 1 t RM. 
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4. CARBON FOOTPRINT 

The carbon footprint calculates GHG emissions during the life 
cycle of a product system or device [6,41]. This is a simple 
approach that includes carbon emissions as well as other non-
carbon GHG emissions; however, the results are reported as 
the CO2 equivalent [42,43]. 

According to the GHG Protocol Product Standard, there are 
obligations with respect to the emission of GHG. The carbon 
footprint strategy has been developed as the momentous 
agenda of societies in order to reduce the rising amount of 
CO2 in the course of the life cycle of a product, system, or 
service [44]. 

 
 

Figure 3. Schematic diagram of the system boundary of LCA 
 
4.1. Methodology 

The applied methodology for carbon footprint assessment in 
the current study is the Publicly Available Specifications 
(PAS) 2050. The LCA methodology cataloged in ISO 14040 
based on the PAS 2050 framework is a highly attended 
standard for assessing products' carbon footprint. Although the 
ISO 14040 series represent the significantly applied LCA 
guidelines for the estimation of GHG emissions of a product 
or service, they lack a proper and accurate basis for the 
assessment of GHG emissions for the developing projects. An 
alternative standard exerted for assessing GHG emissions is 
ISO 14064 which considers carbon footprint at the 
organizational level. ISO 14064 seeks to provide institutions 
with a comprehensive assessment of direct and indirect GHG 
emissions of a product or service during the LCA and suggest 
strategies for mitigating GHG emissions. In the current study, 
ISO 14064 under the PAS 2050 criteria was used for the 
assessment of GHG emissions of RM carbonation process, 
which is expressed in CO2 equivalent according to the GWP 
of each GHG defined by IPCC [41]. The tiers of GHG 
emissions based on ISO 14064 are illustrated as the following 
items: Tier 1) direct emissions from resources presented inside 
the system boundary; Tier 2) indirect emissions related to the 
energy use of an operational sector such as consumption of 
electricity, heat, and steam required for the production of a 
product; Tier 3) indirect emissions attributed to sources or 
operation of sectors beyond the allocated system boundary. 

   The emission equation according to ISO 14064 is defined as 
follows: 

Etot = ∑(EFi × AFi)                                                                         (2) 

where Etot is the total emission of the process, and EFi and AFi 
are the emission factor and the activity factor of the individual 
resource of i, respectively [45,46]. 
 
4.2. System boundary and functional unit 

ISO 14064 delineates the carbon footprint system boundaries 
as two specific boundaries, namely the organizational 
boundaries and the operational boundaries. The organizational 
boundaries are assigned to identify facilities of an 
organization that cause GHG inventory and they should be 
considered in the inventory analyses. According to the equity 
share definition, ISO 14064 takes the systems or devices 
under consideration which possesses the GHG emissions’ 
portion of above 1 % of the predicted emissions of the 
functional unit. 
   The operational boundaries specify activities involved in the 
GHG inventory. In this context, direct emissions of GHG and 
those indirect emissions due to the supply of essential energies 
such as heat, steam, or electricity for the production of a 
product are considered in inventory calculations. The indirect 
emissions of GHG associated with the activities outside the 
defined boundary may or may not be taken into account. It is 
worth noting that the indirect emissions resulting from 
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electricity generation should be cited, but the citation of other 
emissions is optional, e.g., consideration of capital goods, 
transportation vehicles of employees or costumers [47,48]. 
   The allocated system boundary for the carbon footprint of 
carbon mineralization of the Jajram plant was the same 
boundary defined in the LCA study (see Figure 1). As 
described before, PAS 2050 criteria just quantify the 
emissions of systems or devices that cause the GHG emissions 
beyond 1 % of the anticipated emissions for the functional 
unit. Additionally, the emissions associated with capital goods 
such as the construction of site and infrastructure and 
transportations were not taken into account. In the current 
study, no direct emission was accounted for in the process 
since none of the facilities consumed energy directly. 
Therefore, no direct emissions were expected. The only source 
of GHG emissions in this process was related to electricity 
use. As discussed above, the required energy for electricity 
generation out of the boundary of the system is considered as 
indirect GHG emissions. In order to compute the amount of 
indirect GHG emissions related to electricity consumption, the 
electricity use of all electrical facilities and the emission factor 
of each facility were used [49]. The emission factor can be 
calculated according to the following equation: 

E ID,GE,CO2 = EI grid×EF GE,CO2
1−TDL

                                                              (3) 

where E ID,GE,CO2  is the indirect emission of CO2 resulting 
from the utilization of electricity, E ID,GE,CO2  is the emission 
factor of the electricity network (ton CO2/ MWh), EIgrid is the 
amount of received electricity (MWh), and TDL is the 
electricity loss. 
   According to the balance sheet of China in 2016, E ID,GE,CO2  

and TDL were considered as 0.6607 and 0.123, respectively. 
 
5. RESULTS AND DISCUSSION 

5.1. LCA methodology 

The results of the simulation of the ex-situ CCU process of the 
Jajarm plant are given in Table 3. Table 3 summarizes the 
details of each environmental impact category assessed by 
GaBi software. As was mentioned in our previous work [13], 
the CO2 mineralization process was intended to capture CO2 
to prevent the increase of global warming. Accordingly, the 
climate change category was chosen as the most critical life 
cycle impact for comparison and decision. According to the 
LCI results, compared to the conventional process that 
produced 34 kg CO2, with equipment of the process with 
CCU, CO2 eq. emission reduced about 28.13 kg/ ton RM, 
which means around release of 82 % CO2 eq. into the 
atmosphere can be avoided. Moreover, the results showed that 
the share of each step in emission was about 40.2 %, 29.3 %, 
24.6 %, and 5.9 % for pH swing, scrubbing column, 
extraction, and carbonation steps, respectively. 

 
Table 3. The results of life cycle impact categories for the proposed CCU process 

Unit Value Life cycle impact category 

kg CO2 eq. 5.87×100 Climate change (ind. biogenic carbon) 

Kg SO2 eq. 1.54×10-3 Acidification 

kg CFC-11 eq. 6.3×10-9 Ozone depletion 

CTUh 2.52×10-11 Human toxicity, cancer effects 

CTUh 1.3×10-10 Human toxicity, non-cancer effects 

kg PM2.5 eq. 1.14×10-5 Human health, Particulate air 

Kg N eq. 2.24 ×10-3 Eutrophication 

kg O3 eq. 2.52×10-3 Smog air 

CTUe 1.31 Ecotoxicity (freshwater) 

kg MJ surplus energy eq. 3.67×10-7 Resource depletion, mineral, fossil, and renewable 

 
5.2. Carbon footprint methodology 

The CCU technology reduces the CO2 emission of the Jajarm 
Plant. The CHG emissions during the CCU process were 
calculated based on the PAS 2050 scenario using ISO 14064. 
The total equivalent emissions associated with the main 
electricity-consuming instruments are summarized in Table 4. 
The total equivalent CO2 emission is 2.33 kg which means a 

reduction of about 93 % of the equivalent CO2 emission to the 
atmosphere. This value is lower than the results acquired by 
LCA in the climate change category. This is due to the fact 
that carbon footprint considers the emissions related to 
electronic consumption, while LCA is a holistic analysis. 
Therefore, the total emission estimated by LCA is higher than 
the carbon footprint. 

 
Table 4. The results of carbon footprint methodology for the essential apparatus 

Consumed time 

(min) 
Consumed 

electricity (MW) 
EIgrid Equivalent emission CO2 

(ton CO2eq/1 ton extraction) 

Instrument 

30 0.003 0.0015 0.0011 Electrical stirrer 
15 0.006 0.0015 0.0011 Industrial centrifuge 
30 0.00035 0.0011 0.00013 Scrubber column 
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5.3. Economical assessments 

The process of CCU of CO2 emitted from the stacks of the 
plant was considered in an indirect mineralization procedure. 
One of the best privileges of this process is its low capture 
cost as it proceeds in ambient conditions, namely 
environmental temperature and pressure and no necessity for 
the separation and purification of exhausted gas to achieve 
high-purity CO2. Apart from the economic efficiency of the 
operational conditions, the production of side products and 
calcium carbonate as the main product made the process 

economically more recoverable. Table 5 describes the price of 
the generated products and the estimated amount of their sell. 
The total pecuniary value of these side and main products was 
estimated at around 243 $/ ton RM, which can compensate 
some portion of the initial investments. Moreover, by using 
RM as a suitable and easy available feed source, the costs 
regarding transporting the raw material for CCU goals are cut 
down, thus making the process more economically profitable. 
Furthermore, 29.4 ton RM is required for capture of 1 ton 
CO2. 

 
Table 5. The economic assessment of the products produced during the CCU 

Product Purity (%) Price per 1 t product 
($) 

The amount of obtained 
product per 1 t RM (kg) 

The estimated value 
($) 

Silica 65 50 53 3 
Aluminum 70 -80 110-160 173 23 
Hematite 60 200-400 642 193 

Calcium carbonate 98 260-300 78.5 24 
 
6. CONCLUSIONS 

CCU technologies have been developed as promising 
techniques in the portfolio of GHG reduction and global 
warming abatement. In addition to these environmental 
merits, the acquirement of valuable products during the CCU 
process is another privilege of this process as it brings about 
economic recovery to the system. The former merit is highly 
attended as mitigation of CO2 emission has become the 
priority of decision-makers and program managers. 
Nevertheless, it should be ascertained that GHG mitigation 
strategies would not bring about other environmental impacts. 
In this regard, an LCA approach has been employed as a 
holistic assessment tool to account for all environmental 
aspects of a product during its life cycle. 
   This paper studied the environmental impacts of indirect 
mineral carbonation of CO2 exhausted from the stacks of 
Jajarm plant by RM, the alkaline waste of the plant, using 
LCA guideline. The estimation was carried out by GaBi 
software under the criteria of ISO 14044 and ISO 14040 in the 
LCA framework. The result of the climate change category 
revealed that the emission reduction of about 28.13 kg CO2 
eq/ton RM (around 82 %) can be achieved by the equipment 
of the conventional process with CCU technology. The carbon 
footprint calculations based on the PAS 2050 perspective 
using ISO 14064 showed GHG emission of about 2.33 kg CO2 
eq. According to the mentioned results, achieved for the first 
time, mineralization of CO2 released from the flues of Jajarm 
plant over the mineral residue of the plant is a feasible 
approach that can be used on a large scale.  The outcomes of 
this work would be highly beneficial for further investigations 
by researchers since a holistic guideline has been provided 
here. Further research works can consider the emission of 
transportation for more accurate analysis. Furthermore, the 
economic study pointed to the economic recovery of about 
243 $/ t RM which is obtainable by the trade of the by- and 
main-products including silicate, alumina, hematite, and 
calcium carbonate. The convenient and easy-to-use 
operational conditions of the process as well as its cost 
efficiency due to the generation of valuable products can be 
seen as the greatest merits of this CCU technique. 
   The LCA-based outcomes suggest that after utilizing CCU 
in the Jajarm plant for mineral carbonation of RM by CO2 
exhausted from the plant, the emission of GHCs reduced 

dramatically, which supports the implementation of CCU 
technology for the real application in Jjarm plant. 
Additionally, carbon footprint results and economic 
evaluation confirmed the reduction of GHG emission and 
showed the promising profitability of the suggested process, 
which can attract investors to finance this technology. 
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NOMENCLATURE 

LCA Life Cycle Assessment 
LCI Life Cycle Inventory 
GHG Greenhouse Gas 
GWP Global Warming Potential 
ISO International Organization for Standardization 
CCS Carbon Capture and Storage 
CCU Carbon Capture and Utilization 
ADP Abiotic Depletion Potential 
ODP Ozone layer Depletion Potential 
HTP Human Toxicity Potential 
FWAETP Freshwater Aquatic Ecotoxicity Potential 
MAETP Marine Aquatic Ecotoxicity Potential 
TEP Terrestrial Ecotoxicity Potential 
POP Photochemical Oxidation Potential 
AP Acidification Potential 
EP Eutrophication Potential 
RM Red Mud 
HCl Hydrochloric acid 
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A B S T R A C T  
 

In the present study, the performance of a Desiccant Evaporative Cooling System (DECS) under eight 
different designs to provide the desired indoor air conditions for administration buildings was explored via 
TRNSYS software. An administration building in Chabahar, Iran as a region with a high cooling load demand 
was considered for the study. The simulation results indicated that the two-stage desiccant cooling system 
(Des. H) was the most suitable design, and it enjoyed the potential to keep the indoor air conditions within the 
standard recommendations. It was also shown that Des. H is the superior design in terms of energy 
performance and can meet the space cooling load requirements. The study showed that Des. H had the highest 
COP value with 2.83. The possible application of solar energy to the regeneration process of the Des. H was 
also studied. The simulations revealed that Des. H with and without the solar panels had less energy 
consumption than the existing system. The study showed that the application of Des. H could ensure 26.97 % 
saving in power per year in comparison to the existing system. Moreover, it was demonstrated that the addition 
of PVT panels to Des. H could increase the rate of annual power saving to about 68.03 %. 
 

https://doi.org/10.30501/jree.2020.225286.1096 

1. INTRODUCTION1 

Energy consumption of air-conditioning systems accounts for 
a significant part of the world’s energy demand, which is 
about 40 % [1]. High cooling load situations normally 
coincide with high solar radiation hours, which makes it 
possible to apply the solar radiation to ventilation systems by 
related technologies. To this end, Renewable Energy 
Organization of Iran has recommended a strategic program 
under the five-year national development vision plan [2]. 
Based on the proposed plan, Iran is determined to provide    
10 % of its electric power demand from renewable resources 
by 2025 [3]. 
   Solar, wind, biomass, and geothermal energy are considered 
as the primary sources of renewable energy. Characterized by 
an average solar radiation 2000 KWh/m2 with 2800 hours of 
sunshine per year, which reaches 3200 hours in the central 
regions of the country, Iran can be considered a rich country 
in terms of solar energy. Therefore, the application of solar-
related technologies has drawn considerable attention by the 
researchers [4]. 
   The technology of solar-assisted Desiccant Evaporative 
Cooling System (DECS) is an interesting solution to common 
issues of buildings. This technology has an open cycle that 
works based on air dehumidification by solid adsorbent such 
as silica gel and lithium chloride-cellulose and water 
                                                           
*Corresponding Author’s Email: m_ahmadzadeh56@yahoo.com (M. 
Ahmadzadehtalatapeh) 
  URL: http://www.jree.ir/article_111047.html 

evaporation. One of the significant advantages of these 
systems is the possibility of using solar energy in the recovery 
line. 
   The literature review indicates that there are some valuable 
research studies on the subject [5-10]. For instance, Li et al. 
[5] examined the performance of a two-stage solar DECS 
powered by solar energy. It was shown that a two-stage 
desiccant cooling system could work well for 51 days in an 
environment that had an average humidity of 51.7 %. A two-
stage rotary dehumidification wheel was reviewed by Ge et al. 
[6]. The primary purpose of this study was to investigate the 
effect of desiccant thickness on the system performance. It 
was found that the desiccant with a thickness of 100 mm was 
the optimal mode for achieving the highest system 
performance. 
   Enteria et al. [7] investigated the effect of various adsorbent 
materials on the performance of a rotary Desiccant Wheel 
(DW). The performance of two adsorbents including silica gel 
(SiO2) and titanium dioxide (TiO2) was investigated in the 
study. The results revealed that the application of the titanium 
dioxide as the moisture absorbent led to better performance. In 
another research, Liu et al. [8] examined the combination of a 
DW and a heat pump. In this system, the heat wasted by the 
gas cooler pump is used to regenerate the DW. The results 
indicated that the combination saved energy by about          
50-90 %. 
   Preisler et al. [9], and Enteria et al. [7] investigated the 
performance of flat plate solar collectors to provide the 
required heat source for the desiccant cooling cycle. In 

https://doi.org/10.30501/jree.2020.225286.1096
https://doi.org/10.30501/jree.2020.225286.1096
https://en.merc.ac.ir/
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another research, Bourdoukan et al. [10] suggested the 
application of vacuum tube collectors instead of low-
efficiency flat plate collectors in the DECS. The study showed 
that the fluid output temperature in the vacuum tube collectors 
was higher than the temperature provided by the flat plates for 
the regeneration process. 
   So far, solar energy has been used in Iran to generate 
electricity and provide hot water. However, use of solar 
energy in cooling systems has not received sufficient 
attention. Therefore, the main objective is to evaluate the 
performance of the DECS under different designs by replacing 
this system with the existing operating vapor compression 
cooling systems in hot and humid regions of Iran. The 
Chabahar Maritime University Administration Building 
(CMUAB) is considered as a case study and it is located in the 
southeast of the country. Of note, the south and southeast of 
Iran are the areas with high cooling load requirements. 
 
2. RESEARCH METHODOLOGY 

The primary purpose of this study is to investigate the 
potential of replacing the existing ventilation system with a 
DECS to establish the desired indoor air conditions for an 
administration building in Chabahar, Iran. For this purpose, 
first, the existing ventilation system, which is a compression 
refrigeration type, was simulated by TRNSYS. Then, the 
existing ventilation system was re-designed to be replaced 
with a DECS under different designs to determine the most 
desired configuration in terms of provided indoor air 
conditions and energy consumption. 
 
3. BUILDING SIMULATION 

3.1. Region climate conditions 

Chabahar is located on the Makran Coast of the Sistan and 
Baluchestan province, Iran. It is located in the direction of the 
Indian subcontinent monsoon wind; therefore, Chabahar 
climate is moderate tropical with high Relative Humidity 
(RH) values [11]. Figure 1 shows the monthly mean ambient 
RH and temperature for the region. 

 

 
Figure 1. Monthly mean ambient air temperature and RH of the 

region (Chabahar) [11] 
 
3.2. CMUAB characteristics 

The considered CMUAB is located in Chabahar Maritime 
University, Chabahar, Iran. The building consists of three 
separate floors with 51 rooms. The ventilation systems of the 
floors are the same; however, the cooling capacity of the 
systems varies for the floors. Figure 2 illustrates the building 
overview and the plan view of the 1st and 2nd floor. 

 

 
(a) 

  
(b) (c) 

Figure 2. (a) CMUAB overview, (b) Plan view of the 1st floor, and (c) Plan view of the 2nd floor 
 
   In order to simulate the hourly performance of the 
considered building under the existing condition and the 
added DECS, the external walls structure, roof structure, and 

floor structure need to be determined and defined in the 
software. Therefore, thickness, material’s type, and 
thermophysical properties of walls were obtained from the 

https://en.wikipedia.org/wiki/Makran
https://en.wikipedia.org/wiki/Sistan_and_Baluchestan
https://en.wikipedia.org/wiki/Sistan_and_Baluchestan
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administration department of the CMUAB. Figure 3 
demonstrates the walls structure layout and the specifications 
of the CMUAB elements are tabulated in Table 1. 
   To determine the indoor air conditions and estimate the 
required cooling load, the building was simulated in TRNSYS 
software. The CMUAB was assumed as a single thermal zone 
(Type56a), and the required technical data for Type56a were 
defined. The functions and definitions are tabulated in Table 
2. 

 

 
Figure 3. CMUAB roof, external walls, and floor structures layout: 

(a) Roof structure, (b) External wall structure, (c) Floor structure 
 
 

Table 1. Specifications of the CMUAB elements 

Eternal walls 
 d (m) )mk/w(λ  )m/kg(ρ 3  c (J/kg.k) 

Stone 0.015 0.890 1920 790 
Cement 0.001 0.580 1900 1000 

Brick-Clay 0.20 1.185 2240 790 
Plaster 0.015 0.580 800 1090 

Floor 
Marble 
Stone 0.015 0.057 290 590 

Cement 0.05 0.580 1900 1000 
Concrete 0.30 0.580 1900 1000 

Roof 
Asphalt 0.01 0.057 290 590 

Concrete 0.30 0.580 1900 1000 
Plaster 0.015 0.030 43.0 1210 

 
 

Table 2. Components definitions (Fig. 7) 

Lable Description of 
the component Function 

 
Equation This component is used for 

calculation purposes. 

 
Region weather 

data 

This component reads TRNSYS 
TMY2 format weather le to 

determine the outdoor condition. 

 
Building (space) 

This component takes the inlet 
temperature, RH, and air flow to 
calculate the space temperature 

and RH. 

 
Ambient related 

data 

This component takes the 
ambient air data and calculates 

the fictive sky temperature. 

 
Thermostat 

This component controls the 
indoor temperature to turn the air 

conditioning on and off. 

 
Psychrometric 

calculator 

This component takes any two 
properties of moist air and 

calculates all other properties. 

 

Direct 
evaporative 

cooler 

This component takes the inlet 
dry and wet bulb temperatures to 
calculate the leaving dry and wet 

bulb temperatures. 

 
&  

 

Mixer Input streamline mixer. 

 
EW 

This component takes the inlet 
temperature and humidity ratio to 
calculate the leaving temperature 
and humidity ratio for the supply 

and return sides. 

 
Air heater 

This component takes the inlet 
temperature and humidity ratio to 
calculate the leaving temperature 

and humidity ratio. 

 
Rotary desiccant This component dries the humid 

air. 

 

Photovoltaic 
thermal 

collector series 

This component generates 
electricity thermal energy 

simultaneously 
 
4. CMUAB WITH THE DECS 

In this study, different designs based on the DECS principle 
were investigated. To improve the performance of DECS, 
some energy converting units such as Direct Evaporative 
Cooler (DEC), Indirect Evaporative Cooler (IEC), Energy 
Wheel (EW), DW are normally recommended to be applied to 
the system. Figures 4 and 5 illustrate the schematic of DW and 
EW, respectively. 

 

 
Figure 4. Schematic of a DW [12] 

 
 

 
Figure 5. Schematic of an EW [13] 
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Eight different designs commonly proposed for the Heating, 
Ventilation, and Air Conditioning (HVAC) systems were 
examined to determine the most proper design in terms of the 
established indoor air conditions and energy consumption. 
The designs are listed below: 

1. Des. A: DECS operating in ventilation cycle (Pennington 
cycle); 

2. Des. B: DECS operating in recirculation cycle; 
3. Des. C: DECS operating in Duncle cycle; 
4. Des. D: DECS operating in modified ventilation cycle; 
5. Des. E: DECS operating in modified recirculation cycle 

with pre-cooling; 
6. Des. F: DECS operating in ventilation cycle with double 

series EW; 
7. Des. G: Two-stage DECS operating in ventilation; 
8. Des. H: Two-stage DECS operating in recirculation cycle. 

   More details regarding the design and simulation process 
will be explained in the subsections below. 

4.1. Des. A: DECS operating in ventilation cycle 
(Pennington cycle) 

One of the most basic DECS is the Pennington cycle (Figure 
6). This cycle consists of two streams of supply and 
regenerator. In this cycle, fresh outdoor air first passes 
through a rotary DW and is dehumidified, and its temperature 
increases. The warm air then passes through an EW and 
exchanges heat with the recovery stream. 
   The air after the EW passes through an evaporator unit 
before entering the building space. The return air from the 
building is cooled in another evaporator unit directly placed 
after the building and then, heated by an EW, as shown in 
Figure 6. Since the regeneration required temperature in DW 
is about 80-85 °C, air temperature must be sufficiently high 
enough before entering the DW. Therefore, a heater is 
typically employed [14]. 

 

  
(a) Des. A (e) Des. E 

  
(b) Des. B (f) Des. F 

  
(c) Des. C (g) Des. G 

  
(d) Des. D (h) Des. H 

Figure 6. The schematic diagram of desiccant-based cooling systems 
 
4.2. Des. B: DECS operating in recirculation cycle 
To enhance the performance of the Pennington open cycle, 
some modifications were made to the cycle (Figure 6). In the 
recirculation cycle, the process air uses the space return air, 
while the fresh outdoor air is used as the recovery air. Based 
on the performance principles of the recirculation cycle, using 
part of the space return air as the supply air reduces the 
provided air quality, which is the main disadvantage of this 
design [13]. 
 
4.3. Des. C: DECS operating in Dunkle cycle 
In this design proposed by Dunkle (Figure 6), a heat 
exchanger was added to the recirculation cycle to increase the 
cycle performance [15]. 

4.4. Des. D: DECS operating in modified ventilation 
cycle 

Des. D is recommended for the applications, where the 
building’s exhaust air is not suitable for the outdoor air co-
processing [16]. In this cycle, the ambient air is used in the 
recovery stream instead of the building’s return air (Figure 6). 
Therefore, the system Coefficient of Performance (COP) 
value normally is lower than the unmodified system [17]. 
 
4.5. Des. E: DECS operating in modified recirculation 
cycle with pre-cooling 

In this design, as illustrated in Figure 6, an IEC was embedded 
in the cycle to increase the cooling capacity. The IEC cools 
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the air passing through, before entering the DW. In this 
process, the ambient air is used as the regeneration air [18]. 
 
4.6. Des. F: DECS operating in ventilation cycle 
equipped with double series EW 

EW thermal efficiency has a significant impact on the 
performance of the ventilation cycle. In this design, an extra 
EW was added to the ventilation cycle to achieve a possible 
improvement in the cooling capacity of the system [13]. In 
this design, the supply air passes through the rotary DW, two 
EWs, and a DEC before entering the space (Figure 6). 
 
4.7. Des. G: Two-stage DECS operating in ventilation 
cycle 

Des. G was proposed by Sopian et al. [18] to enhance cooling 
capacity and performance of the desiccant system. This design 
employs two rotary DWs, two EWs, and a direct evaporator in 
the supply air stream. Besides, in the regeneration line, two 
EWs, two rotary DWs, and one DEC are used (Figure 6). 
 
4.8. Des. H: Two-stage DECS operating in recirculation 
cycle 

Sopian et al. [18] also proposed Des. H, as a modified version 
of Des (Figure 6). Adding part of exhaust air from the 
building to the supply stream and using the ambient air in the 
regeneration line are the two significant modifications in this 
cycle. Fig. 7 represents the simulated layout of Des. H. 

 

 
Figure 7. Simulation layout of Des. H in TRNSYS software 

 
4.9. Building existing HVAC system 

The existing HVAC system operating in the building is a 
simple compression cycle. Three Air Handling Units (AHU) 
with cooling capacities of 700, 1000, and 1300 were 
employed for the building. In order to simulate the AHUs in 
TRNSYS, the mathematical performance of the AHUs was 
extracted from the AHUs manuals. The mathematical 
equations were written in FORTRAN source codes and were 
added to the software library to be used as a user-defined 
component for the simulation process. 
 
5. FEASIBILITY OF USING SOLAR ENERGY IN THE DECS 

One of the most essential advantages of the DECS cycle is the 
possibility of using solar energy in the regeneration 
streamline. Therefore, in this study, the feasibility of 
providing thermal and electrical energy by the Photovoltaic 
Thermal collectors (PVT) was also explored. Prior to the 
feasibility study, the solar radiation potential of the region was 
evaluated. TMY data for the region were used for this purpose 
(Table 3). According to Table 3, the application of PVT 
panels is justified [19]. 

Table 3. Monthly mean and maximum solar radiation potential of 
Chabahar 

Months 
Mean. rad. Max. rad. 

2m/kjh  
2m/kjh  

Jan. 2434.36 4109.01 

Feb. 2845.16 4538.88 

Mar. 3478.87 6148.55 

Apr. 3800.72 7025.88 

May 4308.42 7297.54 

Jun. 4347.54 8386.38 

Jul. 4101.90 8062.46 

Aug. 3942.44 7659.19 

Sep. 3627.56 6631.41 

Oct. 3305.17 5163.19 

Nov. 2818.02 4476.91 

Dec. 2250.72 3928.05 
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Due to the space constraints on the building roof, the 
maximum number of 40 PVT panels can be installed. In 
addition, in order to install PVT panels, the latitude and 
longitude of the building site and the angle of the PVT panels 
need to be determined. It is clear that the optimum angle 
reduces the system waste and increases energy production. It 
was found that the optimum angle of the panels was about 27 
degrees, as shown in Figure 8. 

 

 
Figure 8. The optimum angle of the PVT panels 

 
   In order to optimize the arrangement of PVT panels, PVSYS 
software was employed. Based on the shadow tests conducted 
by the software, the sun has the most significant amount of 
radiation between 9:00 and 15:00 hours of a day; thus, the 
absence of shade on the panels is necessary at these hours. 
Therefore, the arrangement of the PVT panels in the four-row 
form was recommended. Figure 9 shows the arrangement of 
PVT panels on the CMUAB roof. 

 
Figure 9. CMUAB with PVT panels 

 
5.1. Solar collectors simulation results 

As already mentioned above, one of the interesting 
characteristics of the DECS is the possibility of providing the 
desiccant required regeneration heat energy by renewable 
resources such as solar energy. In this section, the potential of 
airflow temperature being provided by different collectors, 
namely, G-BIPC, ETC, LPCC, PV-T, UTC, UAHC, and 
UBIP, was evaluated to determine the most desired collector 
for the application in DECS. To this end, the panels were 
considered in the two-row form to measure the temperature of 
the air passing through the panels. It should be noted that the 
air is driven through the panels by the fans. The study 
revealed that the panels are capable of providing the mean 
temperature values of 24.3 ℃ 44.41 ℃ 53.5 ℃ 41.3 ℃ 45.6 ℃ 
43.1 ℃ and 42.4 ℃ for the air passing through for the G-
BIPC, ETC, LPCC, PVT, UTC, UAHC, and UBIP panels, 
respectively (see Figure 10). 

 

 
Figure 10. Airflow temperature provided by the solar panels 

 
5.2. Photovoltaic thermal collectors (PVT) 

Performance analysis indicates that for the present study, 
which is an energy-related case, the PVT panels are more 
desired than the solar thermal collectors, because PVT panels 
have the dual purpose of providing electrical energy by the PV 

cells and establishing a source of heat energy for possible low-
grade temperature applications such as the DECS regeneration 
process. 
   This is achieved by the waste heat rejected into the air 
stream passing through the PVT panels, as illustrated in 
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Figure 11. In addition, heat rejection is useful for cooling the 
PV cells allowing higher power conversion efficiencies. 
Therefore, PVT panels are recommended for DECS 
application purposes in the present research. 

 

 
Figure 11. PVT panels layers 

 
   In order to define the PVT as a component in the TRNSYS 
library, the mathematical performance of the PVT panels was 
needed to be employed. 
   The efficiency of the PV cells is a function of the cell 
temperature and the incident solar radiation, as given by the 
following equation: 

ηPV = ηNominal × XCell.Temp × XRad                                                      (1) 

where: 

XCell.Temp = 1 + EffT (TPV - Tref)                                                       (2) 

and 

XRad = 1 + EffG (GT - Gref)                                                               (3) 

   The collector’s useful energy gain can now be calculated: 

Qu = ṁCP (TFluid,out - TFluid,in)                                                           (4) 

   Moreover, the collector’s useful energy gain per unit length 
can be calculated as: 

Q′ = Q′Fluid = (ṁCP (TFluid,out - TFluid,in))/ LNtube                               (5) 

   The above mathematical performance equations were 
written using a FORTRAN source code to define the PVT as a 
component so that it can be used in TRNSYS studio. 
 
6. SIMULATION RESULTS FOR THE BUILDING 
WITHOUT HVAC SYSTEM 

In order to estimate the performance of the examined DECS 
on the building, the indoor air conditions without any cooling 
system (building without the HVAC system) need to be 
determined at the first phase of the study. 
   Then, possible improvements to the established indoor air 
conditions with the help of added DECS should be 
investigated. The simulation results of the indoor air 
conditions for the case of building without the HVAC system 
are tabulated in Table 4. In Table 4, the monthly meant indoor 
air temperature and RH are tabulated. 

Table 4. Monthly mean indoor air temperature and indoor RH of the 
CMUAB (Building without HVAC) 

Month I.T. (°C) I.RH (%) 

Jan. 21.8 56.0 

Feb. 22.7 57.3 

Mar. 26.9   54.4 

Apr. 28.3 48.0 

May 33.3 41.2 

Jun. 33.7 57.2 

Jul. 33.9 68.1 

Aug. 33.0 70.9 

Sep. 32.1 66.7 

Oct. 31.1 53.9 

Nov. 26.8 57.1 

Dec. 23.7 58.5 
 
The simulation values were compared with the field 
measurements. The comparison shows less than 10 % 
deviation between the simulation results and fieldwork 
measurements. To determine the months in which the building 
requires the cooling load, the data tabulated in Table 4 were 
compared with the standard recommendations for thermal 
comfort, i.e.,.(20 °C-26.5 °C) and (45 %-65 %) [20]. These 
months were considered for further simulations by the DECS 
added to the building. 
 
7. SIMULATION RESULTS OF THE BUILDING WITH THE 
ADDED DECS 

7.1. Established indoor air conditions 

Table 5 shows the mean indoor air and RH values established 
by the studied DECS designs added to the building. As 
explained above in the paper, the months which require 
cooling load were only considered for the simulations. For 
instance, as tabulated in Table 5, Des. A is only capable of 
providing standard indoor air conditions for March, April, 
May, June, and November. However, it does not have the 
potential to meet the standard indoor air conditions for July, 
August, September, and October. Figure 12 illustrates the 
established indoor air temperature in March until November 
(the months which require cooling load, Table 4) for the 
CMUAB without the HVAC system and CMUAB under Des. 
F to graphically compare the outcomes of adding Des. F as a 
representative of the configurations examined. However, for 
simplicity, all of the simulated values are tabulated in Table 5. 
The simulation indicated that Des. F is capable of providing 
mean values of 27.7 °C, 28.1 °C, 28.1 °C, and 27.5 °C for 
July, August, September, and October, respectively. The mean 
indoor air temperature at the working hours is also illustrated 
for a typical day in July by Des. F and Des. H in Figures 13 
and 14, respectively, as the representative of the designs 
examined. According to the simulated values in Table 5, Des. 
G and Des. H have the capability to establish the desired 
indoor air conditions in the space in terms of indoor air 
temperature; however, Des. H has the potential to provide 
both of the temperature and RH values within the range 
recommended by the standards. Therefore, Des. H is the most 
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proper design and is recommended to be applied to the 
building. Des. H is capable of establishing the indoor air 
temperatures at 20.9 °C, 20.7 °C, 21.6 °C, 23.5 °C, 25.3 °C, 

25.6 °C, 25.7 °C, 25 °C, and 23.8 °C in March, April, May, 
June, July, August, September, October, and November, 
respectively. 

 
Table 5. Provided indoor air conditions by DECS designs (mean values) 

Configs. 
Months 

Mar. Apr. May Jun. Jul. Aug. Sep. Oct.  Nov. 

Des. A 
I.T. (°C) 22.8 22.3 23.5 25.6 27.5 27.9 27.9 27.2 26.0 

R.H. (%) 56.8 57.6 55.7 52.2 48.7 48.3 48.3 49.1 51.1 

Des. B 
I.T. (°C) 59.4 60.2 61.1 60.9 59.4 60.8 61.0 59.6 58.4 

R.H. (%) 23.2 22.5 24.2 26.6 29.0 29.6 29.7 28.8 27.0 

Des. C 
I.T. (°C) 64.8 65.9 66.2 65.2 64.0 65.2 65.5 64.4 63.5 

R.H. (%) 23.6 22.8 24.5 26.9 29.3 29.9 30.1 29.2 27.4 

Des. D 
I.T.(°C) 22.5 24.2 26.5 28.9 29.6 29.7 28.8 27.1 23.3 

R.H. (%) 59.4 60.2 61.1 60.7 59.2 60.5 60.7 59.4 58.3 

Des. E 
I.T. (°C) 22.4 21.8 23.4 25.8 28.1 28.7 28.9 27.9 26.2 

R.H. (%) 55.1 55.6 56.8 56.7 55.5 57.0 57.2 55.7 54.4 

Des. F 
I.T. (°C) 23.0 22.5 23.7 25.8 27.7 28.1 28.1 27.5 25.2 

R.H. (%) 59.0 59.9 58.0 54.5 51.1 50.7 50.7 51.5 53.5 

Des. G 
I.T. (°C) 24.7 20.2 21.1 23.1 25.0 25.4 25.4 23.4 20.4 

R.H. (%) 55.6 57.5 54.8 51.0 48.6 48.4 48.5 49.1 50.6 

Des. H 
I.T. (°C) 20.9 20.7 21.6 23.5 25.3 25.6 25.7 25.0 23.8 

R.H. (%) 58.7 59.0 57.6 53.8 50.4 50.1 50.1 51.0 52.8 
 

 
Figure 12. Hourly simulation responses of the existing space without 

DECS and existing space under Des. F in March untill November 
 

 
Figure 13. Hourly simulated indoor air conditions within eight 

working hours (8:00 am till 15:00 pm) for a typical day in July by 
Des. F 

 
Figure 14. Hourly simulated indoor air conditions within eight 

working hours (8:00 am till 15:00 pm) for a typical day in July by 
Des. H 

 
   In Des. H, a fraction of indoor air (Bypass) is mixed with 
the fresh outdoor air and enters the first DW (latent wheel) 
unit which absorbs the moisture contents of the income air; 
therefore, the air temperature increases (temperature from 
30.42 °C to 40.31 °C and humidity ratio from 0.02122 to 
0.00963). Then, the DW leaving hot and dry air passes 
through the first EW unit (as the sensible heat transfer unit) to 
exchange heat with the regeneration line (temperature from 
40.31 °C to 32.45 °C and humidity ratio remaining constant as 
0.00963). In the next process, the air is further dehumidified 
by the second DW unit (temperature from 32.45 °C to      
42.50 °C and humidity ratio from 0.00963 to 0.00835) and 
enters the second EW unit for the heat exchange with the 
return flow line (temperature from 42.50 °C to 33.43 °C and 
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humidity ratio remaining constant as 0.00835). The 
established air conditions by the units are outside the 
ASHRAE recommended standards scope; therefore, a DEC 
was employed before the building (temperature from 33.43 °C 
to 18.24 °C and humidity ratio of 0.00835 to 0.0112). The 
return flow line is divided into two branches and the return air 
passes through the same energy units. In order to provide a 
higher temperature gradient in the EW units, the air passes 

through the DEC first. In this line, thermal solar panels are 
planned to be used for reducing energy consumption. The 
Des. H air processes in the psychometric diagram are shown 
in Figure 15. Keeping the above mind, in Des. H, division of 
the air into two branches on the way back and the presence of 
bypass line have increased the design efficiency and improved 
the air quality of the indoor air compared to the other 
examined designs. 

 

 
Figure 15. Air process under the Des. H in the psychometric diagram for typical July 

 
7.2. COP analysis 

As explained above, the Des. H has the most desired 
performance in terms of provided indoor air conditions. 
Therefore, the COP value for this design was also explored for 
the studied months of the year. The COP value is defined as 
the ratio of heat taken to the heat required. The heat taken is 
the amount of cooling load applied to the building by the 
supply streamline. Therefore, the COP value for Des. H as the 
two-stage DECS under the recirculation mode could be 
written as follows [5]: 

COP = ṁs (h1 – h6) / ṁr (h12 -h11) + ṁr (h15 -h14)                           (6) 

   The COP values for the Des. H in the studied months were 
determined, as shown in Table 6. 

 
Table 6. The COP values for the Des. H 

Months COP value 

Mar. 2.82 

Apr. 1.42 

May 1.36 

Jun. 1.52 

Jul. 1.62 

Aug. 1.40 

Sep. 1.50 

Oct. 0.98 

Nov. 1.98 

   The following equation is used to calculate the COP of other 
studied designs [5]: 

COP = Δhs / Δhr                                                                              (7) 

   The COP for the examined designs was determined for 
typical March, as the representative of the months of the year. 
As illustrated in Figure 16, Des. H has the highest COP value 
at 2.83. 

 

 
Figure 16. COP value for designs (A-H) for typical March 

 
8. POWER CONSUMPTION BY Des. H 

The power consumption of the building for the existing 
system, Des. H, and Des. H with the PVT is evaluated in this 
section. Figure 17 shows hour-by-hour power consumption by 
the Des. H for typical July. As illustrated in Figure 18, about 
50.34 % savings in Des. H could be achieved by the 
application of PVT application.The study showed that the 
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application of Des. H, would ensure 26.97 % power saving 
per year, compared to the existing system. Moreover, it was 
proved that the yearly saving could be increased to about 
68.03 % by adding PVT panels to Des. H. 

 

 
Figure 17. Hour-by-hour power consumption by Des. H for typical 

July 
 
 

 
Figure 18. Power consumption by the existing system, Des. H and 

Des. H with the added PVT 
 
9. CONCLUSIONS 

The present study investigated the feasibility of solar-assisted 
DECS for buildings located in the high cooling load required 
region of Iran. To this end, the administration building in 
Chabahar Maritime University, Chabahar, Iran (CMUAB) was 
considered. In the first phase of the research, the CMUAB was 
simulated under the existing cooling system. Then, the 
feasibility of replacing the existing cooling system with solar 
DECS was explored. Eight different designs based on DECS 
were examined in terms of the provided indoor air conditions 
and energy performance to determine the most proper design 
for the building. The existing system and the building 
integrated with the DECS were studied for the whole year of 
operation. TRNSYS software was employed for this purpose, 
and the TMY weather data for the region were used as the 
input file for the program. Based on the simulation data, Des. 
H, as the two-stage DECS, had the potential to provide the 
required indoor air conditions for the studied months of the 
year. It was also found that Des. H had the highest COP value 
at 2.83 in March as the representative of the months 
examined. 
   The application of solar energy to the regeneration process 
in the Des. H was also explored. It was found that Des. H with 

and without the PVT had lower energy consumption than the 
existing ventilation system. It was also found that the 
application of Des. H ensured 26.97 % power saving per year, 
compared to the existing system. Moreover, it was shown that 
Des. H could reduce power consumption by about 68.03 % by 
adding the PVT panels. 
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NOMENCLATURE 

C Heat capacity (kj/s.k) 
Cp Specific heat (kJ/Kg.k) 
d Materials thickness (m) 
Eff Efficiency 
FT Transposition factor 
G Radiation (KJ/m2.h) 
h Enthalpy 
L Collector tube length (m) 
ṁ Mass flow rate (Kg/h) 
QU Useful energy delivered by collector (Kj/h) 
Q′ collector useful energy gain per unit length 

XCell.Temp 
Multiplier for the PV cell efficiency as a 
function of the cell temperature 

XRad 
Multiplier for the PV cell efficiency as a 
function of the incident radiation 

Greek letters 

η  Efficiency 
λ  Heat conductivity 
ρ  Density of a Material 
Δ  Gradient 
ω Absolute ratio 
Subscripts 

Fluid,in  Inlet fluid (kg/h) 
Fluid,out  Outlet fluid (kg/h) 
Nominal  Refers to the reference conditions 
r  Regeneration streamline 
Rad  Sun radiation 
ref Reference ambient (°C) 

s Supply streamline 
Abbreviations 

AHU Air handling unit 

Amb Ambient 

ASHRAE American society of heating, refrigerating 
and air conditioning engineers 

CMUAB Chabahar maritime university administration 
building 

COP Coefficient of performance 

DECS Desiccant based evaporative cooling system 

Des Design 

DW Desiccant wheel 

DEC Direct evaporator cooler 

Eva Evaporator 

ETC Evacuated tube collector 

EW Energy wheel 

G-BIPS (Glazed) building integrated photovoltaic 
collector 

HVAC Heating, ventilation, and air conditioning 
IEC Indirect evaporative cooler 
I.RH Indoor relative humidity 
I.T Indoor temperature 
LDCS liquid desiccant cooling system 
LPCC Linear parabolic concentrator collector 
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NTube Number of tube 
PVT Photovoltaic thermal collector 
RH Relative humidity 
SDCS Solid desiccant cooling system 
Temp Temperature  
TMY Typical meteorological year 
TRNSYS Transient system simulation software  
UAHC Unglazed air heating collector 
UBIP Un-glazed building integrated photovoltaic 
UTC Unglazed theoretical collector 
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A B S T R A C T  
 

Climate change refers to any significant and long-term alterations in global or regional weather conditions. 
The impact of climate change on the industrial plans is enormous, while the water supply sector has been 
challenged to examine how it could continuously operate in the current situation. Optimization of energy 
consumption and reduction of Greenhouse Gases (GHG) emissions are some of the priorities of water 
companies. The objective of the study is to propose a novel evaluation approach to the feasibility of using 
renewable energies (solar, wind, and biomass) in the water and wastewater industry. Tehran Water and 
Wastewater Company consists of six regional districts and forecasting of its energy consumption, power costs, 
and carbon tax rates for the next ten years was done by using the regression model. The results indicated that 
increase in water supply and electricity consumption was evidenced by the increase in Tehran's annual 
population. GHG emissions were calculated in two scenarios, the first of which is based on the total supply of 
required electricity from conventional power plants and the second is on the generation of approximately one-
third by renewable energies. In addition to the higher emissions of carbon dioxide (CO2) from diesel and oil 
power plants than the natural gas-fueled plants, by increasing the carbon tax to more than 30 USD per tonne of 
CO2, it is expected that the emissions will be reduced by 30 % in all fossil-fueled power plant types. Results 
showed that a small amount of tax was not effective in reducing GHG emissions. 
 

https://doi.org/10.30501/jree.2020.226666.1099 

1. INTRODUCTION1 

Renewable energy sources that meet domestic energy needs 
are capable of delivering zero or near-zero emissions of air 
pollutants and GHG. The development of a renewable energy 
system enables it to solve the most important tasks of today 
such as improving the reliability of energy consumption and 
organic fuel economy, solving local energy and water supply 
problems, enhancing the living and working conditions of 
local people, and ensuring sustainable development. Remote 
areas in the desert and mountainous areas may require 
countries' commitments to international agreements on 
environmental protection [1]. Developing and implementing a 
renewable energy project in rural areas can create job 
opportunities and thus, minimize migration to urban areas [2]. 
Decentralized Renewable Energy Harvesting is one of the 
options to meet rural and small energy needs in a reliable, 
cost-effective, and environmentally sustainable manner [3, 4]. 
Renewable energy technologies are considered as clean and 
sustainable sources of energy for current and future economic 
and social needs. The optimal use of these resources could 
minimize environmental impacts and secondary waste [5]. 
                                                           
*Corresponding Author’s Email: noorollahi@ut.ac.ir (Y. Noorollahi) 
  URL: http://www.jree.ir/article_111081.html 

Today, one of the most critical environmental problems 
globally that needs drastic action is the necessity of 
optimizing the production of energy using different types of 
renewable sources and, at the same time, reducing GHG 
emission. Widespread and persistent use of fossil fuels has 
turned carbon dioxide (CO2) into the largest contributor of 
GHG emissions [6, 7]. Many economists [8] have long used 
carbon pricing as an efficient tool to reduce CO2 emissions. A 
growing number of jurisdictions around the world are using 
this tool as an Emissions Trading System (ETS). Carbon 
pricing is an important policy tool for achieving cost-effective 
decarburization. The European Union has adopted the ETS as 
a key pillar of its policy mix to achieve short-term and long-
term goals of GHG emissions [9]. 
   In recent decades, increasing water usage for industrial, 
agricultural, and domestic needs and strictly enforcing water 
quality regulation have significantly increased water 
purification and transmission. Besides, a high volume of water 
usage in the agricultural sector is due to the intensified 
cultivation and expansion of irrigated farms to fulfill the 
increasing demand for food and biomass fuel supplies. These 
activities generally require a large amount of energy and lead 
to increased energy consumption in the water sector in many 
parts of the world, which finally influenced the GHG 
emissions [10, 11, 12, and 13]. In countries with very high 
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freshwater harvesting, most of the total available water is used 
for irrigation, and the energy used in abstraction and 
transmission is often significant. Estimates for India indicate 
that GHG emissions to raise irrigation water could account for 
6 % of the country’s total emissions. In the US, agriculture is 
the largest consumer of electricity and water [13]. Due to the 
decreasing measures required to deal with climate change, the 
water sector has been challenged to examine how it currently 
operates. Energy efficiency optimization and GHG emission 
limitations are those that are a priority for water companies 
[14]. In Iran, one of the environmental issues is the rapid 
release of carbon. Since 1980, carbon emissions in Iran have 
increased by almost 450 %, from 33.1 million tons in 1980 to 
146.8 million tons in 2008 [15]. Controlling growth and 
possibly reducing GHG emissions are important for not only 
the countries themselves but also the international community 
in pursuit of climate change strategies. According to 2008 
statistics, Iran is ranked eighth in the world in GHG 
emissions. Further, a worrying factor is the growth rate of 
GHG emissions in the country, which has increased by 45 % 
in a decade with an increase in CO2 emissions per capita from 
4.78 ml in 1997 to 6.92 ml in 2007. This demonstrates the 
importance of Iran taking serious steps to control GHG 
emissions [16]. 
   Raghuvanshi et al. [17] concluded that CO2 emission as a 
combustion product of coal (fossil fuels) was responsible for 
over 60 % of the greenhouse effect. Yan et al. [18] also 
concluded that nearly 40 % of all CO2 emissions in China 
came from the electricity sector. The reason is that China 
relies heavily on thermal power generation to meet its energy 
needs. Zhang et al. [19] also found that electricity production 
efficiency played an important role in reducing CO2 
emissions. Zhang et al. [19] concluded that coal products were 
the main fuel types of thermal energy generation, accounting 
for over 90 % of CO2 from electricity generation. 
   Guo et al. [20] reviewed the available green energy and 
biomass energy that could be applied to wastewater treatment 
plants. Using renewable energy sources in these plants such as 
solar, wind, and biomass energy in different technologies has 
been summarized in their study. Moreover, several successful 
experiences of related companies have been obtained in this 
way. Also, advanced energy-efficient technologies for 
wastewater treatment were discussed and some control and 
management systems were proposed in that research. 
   Solar energy, which is considered the most abundant 
renewable energy source, can be introduced to water and 
wastewater companies. The application of solar thermal 
energy to this industries mainly includes three aspects: (a) the 
solar heat is collected through a heat collector to increase the 
reaction temperature and improve the treatment efficiency 
[21]; (b) the solar thermal is used to dewater the sludge or 
reduce the water content of some special wastewater in 
industrial wastewater treatment [22], and (c) the solar heat can 
be used for evaporation and desalination of special wastewater 
in industrial wastewater treatment. 
   Some researchers have suggested that photovoltaic power 
generation that provides electricity for sewage biological 
treatment could reduce the energy consumption of sewage 
treatment plants [23]. The power generated from a 
photovoltaic power station can satisfy the needs of a water 
treatment plant, which is in line with the "self-sufficiency" 
mode [24]. The electricity consumption takes up more than  
30 % of production costs; therefore, cost reduction and 
efficient treatment are required intensively [25]. Han et al. 

applied solar power to drive the oxidation ditch without the 
battery, and the solar power system automatically started and 
stopped depending on the change in light intensity [26]. 
   In previous researches, the issues of electricity consumption 
and the type of fuel consumed in the water and sewage 
industry have not been addressed. Thus, the purpose of the 
present study is to predict the GHG emissions over the next 
ten years and the effect of the carbon tax on the amount of 
GHG emitted by Tehran Water and Wastewater Company. It 
is also worth highlighting that the novelty of the proposed 
research is about the use of the predictive model to calculate 
the amount of electricity consumed and the carbon tax needed 
resulting from the usage of fossil fuels and renewable energy 
by Tehran Water and Wastewater Company. 
 
2. MODELING APPROACH 

2.1. Study area 
Tehran is located at the center of Tehran province with an area 
of about 1.5 km2 and the respective latitude and longitude of 
35°41′39″ N and 51°25′17″ E. The province is bordered by 
Mazandaran province to the north, Qom province to the south, 
Markazi province to the southwest, Alborz province to the 
west, and Semnan province to the east. According to the 1395 
census (2016), the population of this province was 
13,267,637, of which 12,452,230 lived in urban areas and 
814,698 in rural areas [27]. Iran is one of the richest countries 
in the world in terms of various energy resources since it 
enjoys extensive resources of fossil fuels, such as petroleum 
and natural gas, and possessing high potentials of renewable 
energies, such as solar. Tehran is located on the sunbelt of the 
world with an insulation level of more than 5 kWh/m2. 
Therefore, the country has good potential for using solar 
energy. The calculations show that the amount of practical 
solar radiation hours exceeds 2800 hours per year [28]. 
Therefore, due to the remarkable surface areas in different 
branches in Tehran, the application of this significant potential 
by the water and wastewater company can be a beneficial 
approach to generating some proportions of the electrical 
energy required by the country. Tehran is also the capital of 
Iran. The water and sewer companies of the six districts of 
Tehran including District 1, District 2, District 3, District 4, 
District 5, and District 6 within the districts of Tehran. 
 
2.2. Forecasting model 
This study applied predictive modeling has been used based 
on mathematical and computational methods to predict 
principal factors in energy consumption of the Tehran Water 
and Wastewater Company. Hence, a mathematical approach 
was used in the form of an equation-based model that 
described the pertained phenomenon considering all important 
characteristics of the company and its application. General 
Linear Methods (GLMs) include different techniques used in 
prediction issues. The most popular methods are Linear 
Regressor (LR), Lasso Regressor (Lasso), Ridge Regressor 
(Ridge), and Elastic Net Regressor (ElasticNet). 
   Linear regression provides the simplest and most widely 
used statistical model for predictive modeling. It is a linear 
model approach between response variables with one or more 
descriptive variables. In this case, it is assumed that one or 
more descriptive variables whose value is independent of the 
other variables or under the researcher’s control can be 
effective in predicting the response variable whose value is 
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not dependent on the descriptive variables under the 
researcher's control. The purpose of regression analysis is to 
identify the linear model of this relationship. The dependent 
variable rather than the response variable and the independent 
variable rather than the descriptive variable are used. The 
form of the simple linear regression model is as follows [29]: 

0 1Y β β X≈ +                                                                                   (1) 

   The parameters of this linear model include intercept (β0) 
and slope of line (β1). They are known as the model 
coefficients or parameters. Moreover, in training data, 

0β̂  and 

1β̂  are used to predict the model coefficients. 

0 1
ˆ ˆŷ = β +β x                                                                                 (2) 

   In Eq. (2), ŷ  shows a prediction of Y based on X = x. This 
symbol is used to indicate the estimated value of an unknown 
parameter or coefficient. It might be applied to signify the 
forecast value of the response. Since β0 and β1 are unknown, 
the estimation of coefficients by the data should be performed, 
as shown in Eq. (3). 

1 1 2 2 n n(x ,y ), (x ,y ),..., (x ,y )                                                    (3) 

   For making a linear model, available data will be used as in 
the following relation: 

i 0 1 i
ˆ ˆŷ  = β +β x  for i =1...n                                                       (4) 

   The above equation is used to make forecasting for Y based 
on the ith value of X and 

i i iˆe = y -y  represents the ith residual, 
which is forecasted by this linear model. Then, the residual 
sum of squares (RSS) can be defined as Eq. (5): 

2 2 2
1 2 nRSS= e +e +...+e                                                              (5) 

   The least-squares method chooses 0β̂  and 1β̂  for minimizing 
the RSS. Therefore, Eq. (6) and Eq. (7) minimizers will be 
obtained [30]. 

n

i i
i=1

1 n
2

i
i=1

(x -x)-(y -y)
β̂  = 

(x -x)

∑

∑
                                                              (6) 

 

0 1
ˆ ˆβ  = y - β x                                                                                 (7) 

where n

i
i=1

1y y
n

≡ ∑ and n

i
i=1

1x x
n

≡ ∑ are the sample means. 

Eqs. (6, 7) represent least-squares coefficient estimates for 
general linear regression. 
   Furthermore, the slope of the line, generally linear 
regression, shows how sensitive the dependent variable is to 
the independent variable. That is, the value of the dependent 
variable changes by increasing one unit to the value of the 
independent variable. The width of the source represents the 
value of the dependent variable which is calculated as zero for 
the value of the independent variable. Alternatively, the 
constant value or the width of the source can be considered as 
the mean of the dependent variable for the independent 
variable [30]. 
   In the present study, the independent variables are 
renewable energy potentials (solar, wind, and biomass), 
population rate, water consumption rate, current electricity 
consumption, and GHG emission values by using 
conventional power generators and current electricity prices. 
On the other hand, dependent variables including electricity 
consumption, renewables proportion, carbon tax, and 
electricity cost are predicted. Objective functions are aimed at 
forecasting energy consumption (in two scenarios), 
greenhouse gas emissions rate, and electricity cost. 
 
3. RESULTS AND DISCUSSION 

3.1. Forecasting energy consumption 

Electricity consumption data of the six districts of Tehran 
Water and Wastewater Company from 2016 to 2019 were 
collected. Then, the prediction of electricity consumption for 
the year 2030 was made. Figure 1 shows the electricity 
consumption in Districts 1 to 6 of Tehran Water and 
Wastewater Company from 2016 to 2030 based on a million 
kWh. According to this chart, the total electricity consumption 
of the six districts of Tehran Water and Wastewater Company 
is increasing. The minimum and maximum values were 
calculated for District 5 (by 49.6 million kWh) and District 2 
(by 123.8 million kWh), respectively, while different upward 
trends of Districts 2 and 5 were quite clear in this graph, 
directly depending on the rate of population rise for these 
reasons. Besides, Figure 2 indicates the graph of Tehran’s 
total electricity consumption prediction up to 2030. This chart 
shows the sum of the lowest and highest amounts of the 
mentioned six districts of Tehran’s electricity consumption 
predicted by 2030. 

 

 
Figure 1. Current and expected values of electricity consumption in different districts of the Tehran Water and Wastewater Company 
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According to Figure 1, the slope of all graphs is positive. The 
coefficient of determination for all of the six districts is 
approximately 100 % except District 2 (which is 97 %). 
Therefore, it can be concluded that about 100 % of the 
changes in the dependent variable are explained by the 
independent variable. In these figures, the independent and 
dependent variables are time and amount of electricity 
consumption in Districts 1 to 6 of Tehran Water and 
Wastewater Company, respectively. 
   The electricity consumption rise can be described by the 
increase in Tehran's annual population and, consequently, it 
would cause a significant increase in the potable water supply 
of all districts of Tehran. 

 

 
Figure 2. Current and expected total electricity consumption values 

of Tehran Water and Wastewater Company 
 
3.2. Predicting energy consumption by using 
renewable energy 

Table 1 shows the emission levels of GHGs and pollutants in 
power plants in grams per kWh. According to this table, the 
amount of pollutants emitted from diesel-fired power plants is 
higher than oil and natural gas-fired power plants. Also, 
although natural gas-fueled power plants have lower 
emissions than other types, the amounts of CH4 and CO2 
emissions are still considerably high. It is important to 
highlight that the main objective of this study is to substitute 
the use of fossil fuel with renewable energies for electricity 
generation. Thus, it has been assumed that fossil fuel 
consumption was reduced by 30 % and replaced with 
renewable energies. As a result, GHG emissions would be 
declined. There are 72 water storages at different locations of 
Tehran under operation that provide an approximate volume 
of 2,065,000 m3, and generating electricity from solar energy 
is possible by installing photovoltaic systems on their 
rooftops. Figure 3 shows a sample water storage tank covered 
by solar photovoltaic panels by a Spanish company [31]. 
Figure 4 shows the amount of electricity consumed by Tehran 
Water and Wastewater Company by 2030 (with 30 % 
renewable energy). 

 
Table 1. Greenhouse gases emissions from power plants (gr/kWh) 

[32] 

CO2 CH4 N2O SO2 
Type of power 

plant fuels 

201.8 17.99 0.4 4 × 10-6 Natural gas 

266.5 35.97 2.2 926 × 10-3 Diesel 
278.42 35.97 2.2 508 × 10-3 Fuel oil (mazut) 

 
 

 
Figure 3. A water storage tank covered by solar photovoltaic panels [31] 

 
 

 
Figure 4. Electricity consumption prediction of Tehran Water and Wastewater Company by 2030 (Considering 30 % renewable energy) 
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Figure 5 shows the amount of CO2 as the main GHG emitted 
from different types of fossils fuel power plants of Tehran 
Water and Wastewater Company by 2030 in thousand tons per 
kWh (with 30 % renewable energy). Two scenarios were 
designed to calculate GHG emissions. In the first scenario, the 
total electricity of the Water and Wastewater Company will be 
supplied by fossil fuel power plants by 2030 and, in the 
second scenario, 30 % of fossil energy will be replaced by 
renewable energy sources (solar, biomass, and wind power). 
This figure also compares the amount of GHG (CO2) emitted 
in the two scenarios presented. As shows, CO2 emission from 

oil fuel power plants is much higher than other types, and after 
the reduction of 30 % of fossil fuels, the CO2 emissions from 
natural gas power plants have the lowest CO2 emissions 
through all of the considered fossil power plants. Furthermore, 
it depicts the amount of GHG (CH4) emitted from fossil-
fueled power plants in Tehran Province to generate the 
required electricity of the Water and Wastewater Company by 
2030 (with 30 % renewable energy). Moreover, Figure 5 
indicates the amount of methane emission in both presented 
scenarios. 

 

 
Figure 5. Comparing the amount of GHGs (CH4 and CO2) emitted in the two scenarios presented 

 
   Results also show that the emitted CO2 from natural gas, 
diesel, and fuel oil-based power plants in 2030 is about 
115,000, 152,000, and 158,000 tones, respectively, without 
using renewable energies. By generating one-third of the 
electricity demand in the case study from renewable energy 
sources, CO2 emission will be reduced up to 30 % annually in 
the considered period. It is approximately the same for all 
fossil-fueled power plant types. 
   Figure 6 shows the amount of another principal GHG, N2O, 
emitted from Tehran’s Water and Wastewater equivalent 
fossil-fueled power plants by 2030 (with 30 % renewable 
energy). In addition, this figure compares the amount of N2O 
emitted in the two presented scenarios. According to the 
presented figure, N2O emission from the fuel oil power plants 
is higher than that of plants that use natural gas. Moreover, it 
shows the amount of emitted sulfur dioxide by Tehran 
Province Water and Wastewater Company equivalent fossil-
fueled power plants by 2030 (with 30 % renewable energy). 
As Figure 6 shows, the amount of sulfur dioxide from diesel 
fuel plants is higher than that in other plants. Moreover, this 

figure demonstrates the difference in the amount of sulfur 
dioxide emitted between the use of renewable energy and the 
non-use of renewable energy. 
   By comparing the results of the proposed scenarios, it is 
perceptible that pollutant emissions from diesel-fueled power 
plants are higher than those from other types of plants (SO2 
emission of diesel-fueled power plants is approximately two 
times more than fuel oil plant, while other pollutants value are 
almost the same). Moreover, the significant CO2 and methane 
emissions of the natural gas-fueled power plants are not 
comparable with renewable power plants. Thus, by replacing 
30 % of fossil fuels with renewable energies, natural gas 
plants have the lowest GHG emissions among other plants. 
Additionally, the mentioned results are significantly 
comparable to previous studies reviewed in the introduction 
section [17-19]. It should be emphasized that the substitution 
of conventional power plants with renewable energy 
generators in the mentioned company causes a considerable 
reduction in GHG emission through time, as shown in Figures 
5 and 6. 

 

 
Figure 6. Comparing the amount of GHGs (N2O and SO2) emitted in the two scenarios presented 
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CO2 emissions due to the fossil fuel consumption of Iran in 
2016 were approximately 642,560,030 tons, an increase of 
about 2.22 % annually, while the global proportion of Iran’s 
CO2 emission was almost 1.8 % [33]. Due to the lack of 
recorded carbon tax for Iran, taxes were compared with other 
countries based on the share of GHG emissions in each state 
from different regions of the world and the position of Iran in 

global CO2 emission. Based on the published data, Iran has 
almost 1.8 % of the world's CO2 emission. Therefore, the 
Iranian tax should be equal to Australia because of the 
approximately equal share of these countries in the field of 
CO2 emission. The tax rate for each tone of CO2 is USD 10 
[34]. Figure 7 shows the predicted carbon tax rate in million 
USD. 

 

 
Figure 7. The carbon tax rate in USD from 2016 to 2030 

 
   Mardones and Flores [35] concluded that a tax of up to 10 
USD per ton of CO2 did not significantly change the use of 
fuel in industrial sources in Chile. However, if the tax is 
between 10 and 30 USD per ton of CO2, then GHG emissions 
will decline rapidly due to the social and economic impacts. 
Furthermore, by increasing this tax to more than 30 USD per 
ton of CO2, it is expected that the emissions will be reduced. 
Therefore, it should be noted that a small amount of tax 
(almost one-third of the planned value) does not have a 
significant effect on reducing GHG emissions. 
   Figure 8 illustrates the consumed electricity cost in the six 
districts of Tehran Water and Wastewater Company in million 
USD, and Figure 9 presents the cost of electricity 
consumption in the two proposed scenarios. Based on the 
results obtained, by replacing 30 % of the fossil fuel used by 
Tehran Water and Wastewater Company with renewable 

energies, 5,987,086.482 USD would be saved during the years 
2016 to 2030. Therefore, the use of renewable energy in the 
water and wastewater industry could enhance the domestic 
economy as well as reduce GHG emissions. 
   It should be stressed that carbon tax has had a significant 
effect on reducing energy consumption in modern countries. 
The main outcomes of these rules are the substantial progress 
of energy management, energy efficiency, and the distribution 
of renewable energies. This issue has been emphasized in 
various scientific publications and on energy statistic websites 
[33, 34]. Therefore, legislating carbon tax on polluting 
industries of Iran (such as Water and Wastewater Companies) 
will create a greater tendency to establish energy conservation 
methods, particularly using such renewable energies as the 
green electricity generators. 

 

 
Figure 8. The electricity cost in six districts of the Water and Wastewater Organization 
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Figure 9. The electricity cost of the two proposed scenarios 

 
Figure 10 shows the electricity cost of the proposed scenarios 
considering the effect of the carbon tax, while Figure 11 
indicates the difference between the two graphs on fossil 
energy use without renewable energy and fossil energy use 
with 30 % renewable energy (cost in millions of USD). 
   It should also be pointed out that the economic benefits of 
using a proportion of the alternative energies in the mentioned 
case study will increase over time, based on Figure 11. 

Besides, Districts 2 and 5 have the highest priorities for 
energy consumption management in the case study due to the 
predicted rates of demand for water supply and, consequently, 
infrastructure development in these two districts of the 
company. Therefore, the substitution of conventional 
electricity generation with renewable energy generators 
should be started from these two districts to control the power 
costs of the company efficiently. 

 

 
Figure 10. The electricity cost of the proposed scenarios considering the effect of the carbon tax 

 
 

 
Figure 11. The difference between the two graphs on fossil energy use without renewable energy and fossil energy use with 30 % renewable 

energy (cost in millions of USD) 
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4. CONCLUSIONS 

A comprehensive approach was mentioned in this study due to 
the current crisis in the field of high energy consumption to 
supply potable water and also sewage collection in urban 
applications. A significant potential to produce electricity 
from renewable energy sources is available in Tehran. For this 
reason, using some principal types of alternative energies such 
as solar, wind, and biomass can be specifically beneficial for 
the mentioned case study in this research. Urban water supply 
energy management is constrained by the attributes and 
realities of each city. In the presented research, the effective 
factors of energy consumption in Tehran Water and 
Wastewater Company were demonstrated. Moreover, a novel 
approach was proposed to predict the effect of renewable 
energy utilization in this sector on air pollution reduction. 
   Regarding the results, electricity consumption in the six 
districts of Tehran Water and Wastewater Company is a 
relatively straightforward trend, up to 2030. Therefore, the 
implementation of renewable energy and advanced technology 
was proposed for GHG mitigation potential in the power 
sectors. The presented approach offered sustainable potential 
of renewable energy technologies including solar, wind, and 
biomass power plants with carbon tax strategies. CO2 
emission will be decreased by about 30 % by replacing the 
conventional power plants with renewable energy plants based 
on the Tehran Water and Wastewater Company electricity 
demand. 
   Based on global warming issues, carbon tax which is one of 
the effective tools that a government imposes on any company 
that burns fossil fuels should be considered. For this reason, 
most debates are centered on oil, diesel, and natural gas-based 
power plants. The results showed that if carbon tax legislation 
contains tax imposition between 10 and 30 USD per ton of 
CO2, an immediate reduction of greenhouse gas emissions 
will be predictable. Besides, by increasing carbon tax more 
than 30 USD per ton of CO2, a significant decrease in air 
pollution of power generators will be expectable. Eventually, 
considering a fair amount of carbon tax is suggested to reduce 
GHG emissions due to energy consumption in water and 
wastewater companies. 
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A B S T R A C T  
 

This paper deals with the problem of maximizing the extracted power from a wind turbine in the presence of 
model uncertainties and input saturation. An adaptive second-order integral terminal sliding mode speed 
control method is utilized to address this problem. The presented method benefits from the advantages of 
several control techniques, i.e., adaptability, robustness, finite-time convergence, and the capability of coping 
with the input saturation. The robust nature of the designed controller causes its high performance in facing the 
uncertainties in the wind turbine model. In this paper, to compensate for the effect of input saturation, an 
auxiliary dynamic variable is added to the tracking error and also an adaptation law is designed so that the 
finite-time convergence of the closed-loop system can be achieved. Moreover, to reduce the mechanical 
stresses which are the result of the chattering phenomenon, a second-order sliding surface is employed. The 
finite-time convergence of the designed controller has been proven by the Lyapunov stability theorem in 
which the finite-time convergence of the tracking error to zero is guaranteed. Finally, to illustrate the 
effectiveness and satisfactory performance of the proposed controller, two comparative simulations are carried 
out. The results of this comparison show that the proposed controller has less error to track the optimal speed 
and when the model uncertainties and input saturation occur in the wind turbine system, the proposed 
controller is almost 3 % more efficient than the existing controllers. 
 

https://doi.org/10.30501/jree.2020.224180.1093 

1. INTRODUCTION1 

Using renewable energy sources such as wind, sea waves and 
solar systems have been intensely growing in recent years. 
These energy sources are great alternatives for other sources 
of energy which are mainly based on fossil fuels. Wind energy 
is an attractive resource which has received a great amount of 
attention because it is clean and also commonplace [1]. Two 
important and main objectives in the harvesting of the wind 
power are first, the extraction of the maximum power of the 
wind and second the reduction of the mechanical stress on the 
wind turbine. These two goals can be achieved thanks to the 
control strategies that are developed for various operation 
regions of the wind turbines. As shown in Fig. 1 four different 
operation regions can be defined for power extraction of the 
wind, using variable speed wind turbines (VSWTs). Regions 1 
and 4 are in the middle of the cut-in and cut-out wind speed. 
Since the extracted wind power, is less than the losses in this 
state, it is necessary to turn-off the turbine and disconnect it 
from the grid in Region 1. However, in Region 4, the wind 
speed is so high that, the wind turbine may get damaged; 
hence, the wind turbine should be turned off.  In Region 2, the 
wind speed is between the cut-in and nominal wind speed; in 
this region, the maximum power point tracking (MPPT) 
strategy is implemented to extract the maximum power from 
                                                           
*Corresponding Author’s Email: brezaie@nit.ac.ir (B. Rezaie) 
  URL: http://www.jree.ir/article_111286.html 

the wind power. In a wind turbine, the generator torque and 
the pitch angle are used to control the wind turbine velocity. 
To harvest the maximum power, in Region 2 the torque of the 
generator is used as the control input and the blade pitch, is 
considered to be constant. Region 3 is between the nominal 
and cut-out speed of the wind and to prevent the turbine to get 
damaged the pitch angle is used to control the system for 
regulating the wind turbine power at its rated value [2, 3]. In 
the literature, to control the harvested energy of the wind in 
VSWT, linear control methods like proportional-integral (PI), 
proportional-integral-derivative (PID) [4, 5], linear robust 
control [6-7], linear-quadratic (LQ) and linear-quadratic-
Gaussian (LQG) [8-9] have been proposed. In these methods, 
the wind turbine model, is considered to be linear, however, in 
the wind turbine system there are unknown disturbance 
sources, uncertainties and highly nonlinear terms and the 
proposed methods cannot guarantee the robustness of the 
closed-loop system against these problems. When 
uncertainties and disturbances have high variations, these 
methods not only have poor performances, but also the 
stability of the closed-loop system cannot be guaranteed and 
also high precise results cannot be achieved [1, 3, and 10]. 
   In order to make sure that the wind turbine system is stable 
in the presence of nonlinearities, uncertainties and 
disturbances, some of the more efficient nonlinear methods 
like sliding mode control (SMC) [3, 11], adaptive 
backstepping control [12] and robust nonlinear control [13] 

https://doi.org/10.30501/jree.2020.224180.1093
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have been implemented. In [3], a sliding mode controller has 
been designed for maximizing the extracted power in a large 
scale variable speed wind turbine. In [11], an integral sliding 
mode controller and a PI controller have been designed for 
Regions 2 and 3 respectively, so that the generator torque is 
used to maximize the harvested power and the pitch angle is 
used to keep the wind turbine power at its rated power. 
Reference [12] presents a control scheme for a doubly-fed 
induction generator (DFIG) which is based on the adaptive 
pole placement control method which is an extension of the 
backstepping control method. To improve the output wind 
turbine power and also take into account the unknown 
disturbance sources and uncertainties, robust H∞ controller in 
combination with a PID controller has been presented in [14]. 
In [15], a neural network-based adaptive controller for Region 
2 and 3 is designed so that the smooth transition between two 
modes can be ensured and the Radial-Basis-Function (RBF) 
Neural Network (NN) estimator is also utilized to approximate 
the uncertainties and disturbances in an adaptive control 
method. In this method to achieve the asymptotically stability, 
a restrictive assumption has been made on the wind turbine 
speed. Chattering problem, poor performance against the 
model parameter variation, low ability in the disturbance 
rejection and the lack of asymptotic stability are the 
disadvantages of these methods, respectively. 
   It is well known that the SMC method is robust against the 
different types of uncertainties and disturbances. However, it 
is not very sensitive to the variation of the system parameters. 

 
Power
(KW)

Wind Speed
(m/s)

Rated Power

Region 2

Region 1

Region 3 Region 4

Cut-in Speed
 (Vc)

Rated Speed
 (Vr)

Cut-out Speed
 (Vf)  

Figure 1. Four operating regions of wind turbine 
 
   Therefore, this method has been developed for a variety of 
systems like power systems [16], electrical machines [17] and 
spacecrafts [18]. Since, in the wind turbine system, many 
dilemmas such as nonlinear sources, disturbances and 
parameter uncertainties exist, so by applying this controller to 
the wind turbine, satisfactory results can be achieved. There 
are two important steps in the SMC method which include: (a) 
selecting a suitable sliding surface; (b) designing the control 
input so that the system state variables reach to the sliding 
surface. In the traditional SMC method, only asymptotic 
stability can be provided and the convergence of the tracking 
error to zero will not be ensured in the finite time [19]. In the 
second region, to improve the maximum extraction of the 
wind power, an optimal speed for rotor is needed. Hence, by 
exploiting large control effort, it is possible to obtain a faster 
convergence in control schemes with high precision, which is 
severely adverse in practical applications. However, 
implementing the terminal SMC (TSMC) with nonlinear 
terminal sliding surface can be a proper solution for the 
aforementioned problem. In the TSMC method, near the 

equilibrium point of the system, the singularity problem 
occurs and non-singular TSMC (NTSMC) can solve this 
problem [20]. Moreover, the chattering phenomenon appears 
if the TSMC approach is implemented and it is because of the 
excitation of unmodeled dynamics of the system with high 
frequency which causes actuators to get damaged [21]. A 
conventional technique to reduce the chattering phenomenon 
is substituting the sign function with saturation or sigmoid 
function which causes a steady-state error. Another approach, 
so-called as the higher-order sliding mode method, has been 
presented in reference [22] instead of the switching signal 
which can wipe out the chattering phenomenon. Furthermore, 
the tracking error convergence in finite-time is guaranteed by 
the higher-order sliding mode. Reference [23] implements the 
combination of two sliding surfaces, including the nonlinear 
terminal and PID sliding surface, to design the second-order 
fast TSMC. In the aforementioned paper, the uncertainty in 
the power coefficient model, and saturation in the 
electromagnetic torque has not been considered in the 
controller design procedure. 
   Another common problem in the control systems is the 
saturation nonlinearity in actuators which occurs because of 
the physical limitations and safety considerations. When the 
saturation occurs, the control input cannot be greater than its 
maximum and minimum limits, which not only does it reduce 
the performance of the system but can also cause instability in 
some cases. This issue has attracted a lot of attention in 
researchers which has led to the development of some 
methods to compensate for the input saturation. To 
compensate for the input saturation in a linear system the anti-
windup compensator is an effective method. Reference [24] 
has presented the anti-windup PID control architecture for the 
linear systems. An investigation on the stability analysis for 
the problem of anti-windup design for a class of systems with 
discrete-time and time-varying, norm-bounded uncertainties 
and saturating actuators has been conducted by Zhang et al in 
[25]. When the saturation problem occurs in a nonlinear 
system, to design the actual input control law, usually there 
are two solutions available. The first solution is based on 
using the mean-value theorem to convert the input control to 
an affine form [26-28]. The second solution is based on 
defining an augmented error between the actual control input 
and the saturated control input and then designing an auxiliary 
dynamic variable to compensate for this error [29-32]. The 
previous researches studied the problem of input saturation in 
general systems and provided solutions to compensate for 
saturation. However, due to the safety considerations in 
Region 2 (the current limitation in electrical subsystem) and 
the physical limitations in Region 3 (limitation on the pitch 
angle because of limitation in servo actuator) in a wind turbine 
system, it is necessary for the saturation to be considered in 
the control input. Therefore, research on the design of an 
appropriate controller to compensate for the input saturation, 
especially for a wind turbine system seems to be a necessity. 
Reference [33] proposed an input-output feedback 
linearization nonlinear current controller to maximize the 
generated power in an Interior Permanent Magnet 
Synchronous Generator (IPMSG) driven by a wind turbine 
involved in magnetic saturation. In references [34, 35] to 
maximize the captured generated power in a variable speed 
wind turbine, the discrete sliding mode control is used. In 
these papers the saturation limitation is considered in the 
control input and to tackle this problem, in [34] the 
backstepping scheme is employed to construct an appropriate 



H. Dastres et al. / JREE:  Vol. 7, No. 4, (Autumn 2020)   30-43 
 

32 

sliding surface that can guarantee the stability of the control 
system. In [35], the gains of the controller are designed using 
the Linear Matrix Inequality (LMI) so that the closed-loop 
stability of the controller can be guaranteed in the presence of 
the input saturation. In this paper in order to have a linear 
system for easier controller design, it is assumed that the 
aerodynamic torque is a linear function. Reference [36] has 
developed a PI controller to control the current of a PMSG-
based wind energy conversion system so that the presented 
controller has a good transient and asymptotically stability in 
the presence of the input saturation. References [33-36], have 
often either designed a linear controller only for the electrical 
subsystem of the wind turbine, or have assumed that the 
system is linear, and have designed a discrete-time sliding 
mode controller for the mechanical subsystem of the wind 
turbine. 
   Given that in the wind turbine both of the uncertainties and 
input saturation can occur, therefore considering the 
aerodynamic and mechanical model of the wind turbine with 
both uncertainties and input saturation is more general in 
practical applications. Moreover, to achieve a better precision 
and efficiency in the power generation, designing a controller 
with finite-time convergence for this model is very 
challenging. To the best of the authors’ knowledge, according 
to the literature, the consideration of the uncertainties in the 
power coefficient and the dynamic model of the wind turbine 
as well as the consideration of the input saturation has not 
been studied. Based on the previous studies, the design of a 
high-precision robust controller with finite-time convergence 
has not been investigated yet. Therefore, designing a 
controller with a good performance against the model 
uncertainties and the input saturation, while the finite-time 
convergence is provided and the chattering and mechanical 
stresses problems are mitigated, can be very useful and 
efficient. 
   The main contribution of this paper is to propose a strategy, 
based on an adaptive fast TSMC in Region 2 of the operation 
area in the presence of the input saturation. At first, to reduce 
the mechanical stresses and to mitigate the chattering 
phenomenon, a second-order PI terminal sliding surface is 
considered. The integral term in the sliding surface can help to 
eliminate the steady-state error. Then, to ensure the finite-time 
convergence of the tracking error to zero, a nonlinear terminal 
surface is employed. Moreover, by adding a compensating 
variable to the tracking error, the second-order PI sliding 
surface is modified so that the input saturation can be 
compensated. The adaptation law for this dynamic 
compensating variable is designed so that the finite-time 
stability of the closed-loop system can be achieved. The 
simulation results show the superiority of the proposed 
scheme compared to the existing methods. The advantage of 
the proposed scheme is its ability to face the uncertainties in 
the model of the wind turbine as well as the input saturation 
which usually occurs in practice. 
   The outline of this paper is as follows. In Section 2, the 
wind turbine model is introduced. Section 3 presents the 
controller design procedure. The simulation results are given 
in Section 4. Finally, a conclusion for the proposed controller 
is presented in Section 5. 
 
2. WIND TURBINE 

As shown in Fig. 2, four subsystems can be considered to 
study the wind turbine characteristics. These subsystems are 

pitch servo subsystem, generator dynamic, aerodynamic 
subsystem and mechanical subsystem [37]. 
   It is imperative to understand the principle of the wind 
turbine performance. According to Fig. 2, the wind speed 
causes the aerodynamic torque in the aerodynamic subsystem. 
To increase the efficiency of VSWT, some strategies such as 
flow control techniques [38, 39] can be utilized in this 
subsystem. As a result of the aerodynamic torque, the wind 
turbine blades start to rotate and this rotation leads to an 
angular velocity in the rotor side of the mechanical subsystem. 
The wind turbine and the generator are linked to each other 
via a gearbox thus, the generator shaft rotation speed, is higher 
than the rotor and the rotation of the generator leads to an 
electrical power in its output. To control the output electrical 
power, the electromagnetic torque and the pitch angle are 
used. To implement the maximum power point tracking 
strategy, the electromagnetic torque is used to capture the 
maximum power from the wind turbine in Region 2 and to fix 
the output power at its rated value in Region 3, the pitch servo 
subsystem is used. The servo subsystem increases the pitch 
angle by rotating the blades and as a result, the input 
aerodynamic torque is reduced and thus, the output power can 
be regulated at the nominal power. 

 

Aerodynamic 
Subsystem

Pitch Servo 
Subsystem

Generator 
Dynamics

Mechanical 
SubsystemWind

Control

β 
Ta

Tgωg

Pe

ωr

 
Figure 2. VSWT structure 

 
   The wind turbine captures the wind power or the 
aerodynamic power. This power is a function of two 
parameters; the wind speed V(t)  and the power coefficient 
Cp, and the power coefficient itself depends on both the blade 
pitch angle β  and also the tip speed ratio λ . To calculate the 
aerodynamic power, the following equation can be used [40]: 

2 3
a p

1P R C ( , ) V (t)
2

= ρp λ β
 

(1) 

   In this equation, ρ represents the air density and R is the 
radius of the wind turbine rotor. In order to have a clear 
understanding of this equation, it is necessary to mention that 
the tip speed ratio λ is defined as: 

rR
V
ω

λ =
 

(2) 

where ωr is the rotor speed. Therefore, the torque generated by 
the wind turbine is expressed as: 

p3 2a
a

r

C ( , )P 1T R V
2

λ β
= = rp
ω λ  

(3) 

   Due to the inherent uncertainties, the power coefficient is 
considered as follows: 

p P PC ( , ) C ( , ) C ( , )λ β = λ β + ∆ λ β
 

(4) 
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where PC  and PΔC (λ,β ) are certain and uncertain terms of 
the power coefficient which are defined in Appendix A. 
   Note that, if the tip speed ratio has an optimum value, the 
power coefficient will be maximum that leads to maximum 
power extraction. To fix the tip speed ratio at its optimum 
value, the wind turbine speed should be controlled according 
to the input wind speed. To design an appropriate controller at 
first the dynamic model of the wind turbine should be 
described. As shown in Fig. 3, the model of the two-mass 
wind turbine is defined as follows [40]: 

r r a ls r r

g g hs e g g

J T T D
J T T D
ω = − − ω

ω = − − ω




 

(5) 

where ωr, ωg and ωLs are the rotor, generator and low speed 
shaft angular velocities, respectively. Te is the electromagnetic 
torque, Ths is the high speed shaft torque and Tls is the shaft 
torque in low speeds which is also known as the brake torque, 
and can be defined as: 

( ) ( )ls ls r ls ls r LsT k D= θ − θ + ω −ω  (6) 

where lsθ  and rθ  are the gearbox side and rotor side angular 
deviations, respectively. 

 

Ta

ωr Jr

Tls Kls

Dls

Dr
Dg

ng

Ths Te

ωg
Jg

 
Figure 3. Two-mass wind turbine schematic 

 
   Moreover, Jg, Jr are the generator and the rotor inertias, 
respectively. In addition, Dr, Dg and Dls are the external 
damping coefficients of the rotor, the generator and the 
damping coefficient of the low speed shaft respectively. 
Moreover, ng is the gearbox ratio which is defined as: 

g gLs
g

Ls hs Ls

T
n

T
ω θ

= = =
ω θ  

(7) 

   Using (9), (10) and (11), it can be obtained that: 

t r a t r gJ T D Tω = − ω −
 (8) 

where, 2
t r g gJ =J +n J  is the turbine total inertia, 2

t r g gD =D +n D  

is the total external damping of the turbine and g g eT =n T  is 
the torque of the generator in the rotor side. 
   Dt and Jt are considered to be uncertain with unknown 
bounds based on the deviation with respect to the rated values, 
i.e.: 

t

t

t t t t D

t t t t J

D D D , D

J J J , J

= + DD  ≤ρ

= + DD  ≤ρ
 

(9) 

where tJ  and tD  are the rated values. Moreover, 
tJρ and 

tDρ
are known constants with positive values. 

   Considering (3), (4) and (9), we can rewrite (8) as: 

( )r a t r g e r
t

1 [T D n T d , , V, ]
J

ω = − ω − + λ β ω

 
(10) 

where: 

( ) ( )

( )

3 2P
r t r

3 2t P
t r g e

t t

C ( , )
d , ,V, [0.5 R V D t ]

J C ( , )
[0.5 R V D t n T ]

J J

D λ β
λ β ω = rπ − D ω

λ
D λ β

− rπ − ω −
+ D λ

 (11) 

   And aT is the rated aerodynamic torque and is defined as 
follows: 

3 2P
a

C ( , )
T 0.5 R V

λ β
= ρπ

λ  
(12) 

   The overall system parametric uncertainty is shown by the 
term, d(λ, β, V, ωr) depending on (A.3) in Appendix A and 
(9). Inherent physical limitations of a practical wind turbine 
can cause the wind speed, the rotor speed and the blade pitch 
angle to have bounded ranges [41]. Thus, by considering (A.3) 
and (9), it can be assumed that there is a positive constant like
δ >0 so that the overall system parametric uncertainty can be 
bounded as: 

( )rd , ,V, , 0λ β ω ≤ d d >
 

(13) 

   As it is known, in region 2 in wind energy systems, 
generator torque or electromagnetic torque is used as the 
control input to control the wind turbine output power. This 
torque has a relationship with the current of the generator. 
Therefore the control input cannot be very large because a 
large control input causes a great increase in the amount of the 
current, and this can damage the generator. So, it is necessary 
to have a limitation for generating the control input torque for 
safety purposes. In other words, the control input should be 
practically feasible and have a reasonable range. Therefore, 
due to physical limitations and safety purposes [35], in this 
paper, it is assumed that the generator torque has saturation 
limitation as follows. 

max max

max

e e
e

e

sign(u(t)) T , u(t) T
T sat(u(t))

u(t) , u(t) T

 × >= = 
≤  

(14) 

where 
maxeT  is the maximum safe torque that can be applied 

to the system and u(t)  is the control input that needs to be 
designed. 
   The control objective is to maximize the extracted power 
from the wind which depends on the power coefficient, and 
the power coefficient itself depends on λ and β. Therefore, 
based on the power coefficient curve, as shown in Fig. 4, 
maximum of cp can be computed based on λopt and βopt. 
Furthermore, ωropt  can be calculated based on the wind speed 
variations. The power coefficient curve is drawn based on 
(A.1) for various pitch angles and is illustrated in Fig. 4 and it 
can be seen that, the maximum value of cp occurs at β = 0 . 
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( ) maxP opt opt PC , Cλ β =
 (15) 

opt

opt
r

V
R

λ
ω =

 
(16) 

 

 
Figure 4. Power coefficient ( )PC λ,β  versus tip-speed ratio in 

different pitch angle 
 
   Note that in this paper, like many other papers, the generator 
dynamic (Electrical Model) is not taken into account which 
can be considered as a future work to address the problem of 
input saturation by considering the generator dynamic. It is 
worth to note, in this paper, similar to many works in the field 
of the MPPT strategy for the wind turbine, the speed control is 
investigated and direct power control is not considered. So 
according to the wind speed in region 2 and power coefficient 
curve (according to (A.1)), to achieve the maximum power, 
we should apply a generator torque to the wind turbine 
(according to (5)) that can regulate the turbine speed at its 
optimum value corresponding to the wind speed at each 
instant. Therefore, the power coefficient will has its maximum 
value, and the maximum power can be extracted from the 
input wind power. It is worth noting that in this strategy, the 
wind power is converted to the generator speed and there is no 
direct conversion between the generator torque and the wind 
power because the generator torque is determined by the 
controller. 
   Before presenting the controller design procedure, the 
following Lemma needs to be introduced. This Lemma is 
defined to prove the finite-time stability of the closed-loop 
system after applying the proposed controller. 
 
Lemma 2.1 [42]: For any positive-definite function V(t)
which fulfills a differential inequality as: 

V(t) V(t) V (t) 0+α +β ≤
 (17) 

where α and β are two positive coefficients, and   is a 
fraction of two odd positive numbers with 1 > >0 , for the 
certain time 0t , note that the aforementioned function V(t), 
converges to zero in the finite-time rt  as: 

1
0

r 0
V (t )1t t ln( )

(1 )

−α +β
≤ +

α − β



  
(18) 

 
3. CONTROLLER DESIGN 

In this section, an adaptive second-order fast TSMC 
(SOFTSMC) is designed for harvesting the maximum power 

in a wind turbine (WT) system subjected to input control 
limitation. This method is performed in two main steps. First, 
the sliding surface is defined and in the second step, by 
considering the sliding dynamics, a controller is designed such 
that the tracking error will converge to zero in finite-time. In 
the first step, a fast terminal sliding surface is considered as 
below that can ensure that the sliding surface converges to 
zero in finite-time: 

p
q

1 2 3(t) k s(t) k s(t) k s(t)s s ss = + +   
(19) 

   Note that 1σk  and 3sk  are positive design parameters. In the 
second step, to decrease the mechanical stresses and mitigate 
the chattering and also to eliminate the steady state error, a 
second-order integral terminal sliding dynamic equation is 
considered as: 

p
qt

p I 1I 2I0s(t) s(t) k z(t)) k (k z( ) k z( ))d+ γ = + t + t t∫
 

(20) 

where z(t) = e(t) + η(t) . e(t)  and η(t)  are tracking error and 
auxiliary dynamic variables, respectively. Note that η(t)  is 
considered to compensate for the effect of input saturation. To 
achieve the finite-time convergence for the tracking error, the 

term 
p
q

z(τ)  has been added into the sliding surface, where γ ,

pk , Ik , 1Ik  and 2Ik  are positive design parameters. In 
addition, p  and q  are arbitrary positive odd constants so that 
the following inequality holds: 

1 p 1
2 q
< <

 

(21) 

   The speed tracking error is defined as: 

optr d r re(t) (t) (t) (t) (t)= ω −ω = ω −ω
 

(22) 

where 
optrω  is the required rotor speed to achieve the 

maximum power in the wind turbine system. 
   As it is known, the conventional sliding surface is a 
combination of the error and the derivative of the error; 
however, by adding the integral of error and constructing a 
PID sliding surface, the steady-state error converges to zero. 
In [23], a PID second-order sliding surface has been used. In 
the proposed method, by adding the derivative of the sliding 
surface to the right hand side of the conventional PID sliding 
surface, not only the advantages of a conventional PID sliding 
surface are provided, but also the chattering is reduced. In this 
paper, a PI second-order sliding surface is employed for two 
reasons; first, the derivative of the tracking error in the 
aforementioned PID second-order sliding surface increases the 
order of the system and secondly, to compute the actual input 
control, the time derivative of the aerodynamic torque and the 
second order time derivative of the optimal rotor speed are 
needed. 
   In this paper, on the contrary to [23], in both aerodynamic 
(Cp) and mechanical models of the two-mass wind turbine, it 
is assumed that the model parameters are uncertain. Moreover, 
in this paper, the input saturation is also taken into account. 
To solve the saturation problem, a compensating dynamic 
term is added to the tracking error, and also the second-order 
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PI sliding surface is constructed based on this compensating 
variable. Then the adaptation law of this compensating 
dynamic term is designed so that the finite-time convergence 
of the closed-loop system can be ensured. Furthermore, the 
nonlinear integral term of the error, which was added to the 

second-order PI sliding surface, can ensure that the tracking 
error converges to zero in finite-time, while in [23] the 
tracking error is asymptotically stable and converges to zero 
in finite-time. 

 

+
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βopt
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Figure 5. The closed-loop block diagram of the proposed controller 

 
Theorem 1. In the dynamic model of the wind turbine (10), 
by applying the following control input and also by selecting 
the control parameters such that 1

4
3

α
b > Δu

α
 and 2 2b > α δ  

hold, where Δu is the upper bound of eΔu = T -u , then the 
overall system will be stable and the tracking error will 
converge to zero in finite-time: 

1 2
1

3 3 3 4

1u [ f b (t) b sign( (t)))

b (t) b sign( (t))]

= − − − s − s
α

+α η +α η
 (23) 

where: 

opt

1 2

3 p a t r r
t

p
pq

3 I I
3

1f ( s(t) w) k k T D (t)
J

k
+k k z(t) k z(t)

k

s

s
s

 
 = ϕ −γ + + − w −w  

 
   + + ϕ 
   



 (24) 

p 1
q

1 2 3
pk s(t) k k
q

−

s s sϕ = + − γ
 

(25) 

p
t q

I 1I 2I0w k (k z( ) k z( ))d= t + t t∫  
(26) 

P P
1 g 3 2 3 3 3 P

t t

k k
n k , k , k k

J Jσσσ  α = α = α =
 

(27) 

   Moreover, the adaptation law for the dynamic variable η(t)
which is defined to compensate for the input saturation is 
designed as: 

1
3 4

3
(t) b (t) u b sign( (t))

α
η = − η + ∆ − η

α


 
(28) 

where 3b  and 4b  are positive arbitrary constants. Note that 

4-b sign(η(t))  is added to achieve the finite-time convergence 
in the proposed adaptive controller in the presence of the input 
saturation. 

Proof. See Appendix B. 
   The augmented dynamic variable is designed to compensate 
for the input saturation problem. For a normal case, when the 
input saturation does not occur, this augmented variable is 
stable and converges to zero in the finite-time and when the 
saturation occurs, based on (28), the term Δu  causes that 
η 0≠ , and therefore, according to (23), this variable helps the 
controller for the input saturation compensation. 
   The closed-loop block diagram of the proposed controller is 
shown in Fig. 5. 

 
Figure 6. Wind speed profile 

 
4. SIMULATIONS 

To demonstrate the performance of the proposed controller 
against the parameter uncertainties and the input saturation, 
various simulations have been employed. The performance of 
the proposed controller is compared with some of the existing 
methods for two cases. In Case 1, the model uncertainties and 
the input saturation are not considered, while in Case 2, 60 % 
of the parameter uncertainty and the input saturation are 
considered. The wind speed in the wind turbine system is 
considered as shown in Fig. 6. Simulations are performed for 
600 seconds, the mean value of the wind speed is 7.5 m/s and 
the turbulence intensity is 18 %. To have smooth signals, the 
optimal rotor speed after passing a low-pass filter is applied to 
the controller. By fitting Eq. (A.1) with the values of pC  for 
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the NREL 5-MW wind turbine, the rated values for ic , 
i=1 … 5  are as below [23]: 

1 2 3

4 5 6

c 0.5176, c 116, c 0.4,
c 5, c 21, c 0.0068
= = =

= = =
 (29) 

   The wind turbine parameters, used in these simulations, are 
selected the same as reported in [23] which are listed in Table 
1. 
   In this paper, the MATLAB software is used to simulate the 
wind turbine model and the designed controller. The model of 
the wind turbine which is described in (5) and (6) is used and 
these differential equations have been implemented in 
Simulink environment. The ode45 solver has been employed 
to solve the differential equations. It is worth noting that the 
wind turbine model in (5) and (6) has been utilized in many of 
the references related to the control of the wind turbine. The 
details about this model and its validation can be found in [40, 
43, 44] and references therein. 
   The proposed method is compared with conventional first 
order SMC (FOSMC) and two strategies that have been 
proposed in [23], named PID second-order SMC (SOSMC) 
and second-order fast TSMC (SOFTSMC). 

 
Table 1. Wind turbine model parameters 

R 21.65 m 

ρ 1.308 Kg/m3 

Jg 34.4 Kg.m2 

Jr 3.25×105 Kg.m2 

Dr 27.36 N.m/rad/s 

Dg 0.2 N.m/rad/s 

K1s 9.5×103 N.m/rad 

D1s 2.691×105 N.m/rad/s 

Penom 600×105 W 

Temax 3×103 N.m 

βopt 0 deg 

λopt 8.1 - 

ng 43.165 - 

 
   The control law for the FOSMC is designed as: 

t
a t r ropt sw

g t

s e k e
J 1u [ (T D ke) k sign(s)]
n J

= +

 = − w −w + +




   

 

(30) 

   The control parameters for this controller are chosen as: 

k = 2 and ksw = 0.1. 

   The control input for the SOSMC and the SOFTSMC are 
given in (31) and (32), respectively. 

t
p I D0

t
P I D ropt

g D

D tD
a r 1 2

t t

s e k e

s s k e k e( )d k e

J
u [(k k )e k e ( k )

n (k )

( k )D( k )
T ) ] s sign(s)

J J

= +

+ g = + t t +

= g − − + g − ω
− g

g −g −
− + ω −β −β

∫



 

 

 

 (31) 

where p I D 1k =100, γ = 6,k =5,k = 0.1,k =50,β = 0.1  and

2β = 0.1. 

t
p I D0

p
q

p 1
q

t
P I D ropt

g D

D
a t r sw1 sw2

t

s e k e

s s k e k e( )d k e

s s s

p s 1
q

J
u [ ( k k ) e k e ( k )

n ( k )

( k )
(T D ) k s k sign(s)]

J

−

= +

+ g = + t t +

s = + +

J = + − g

= − J + − + J+ w
J+

J+
+ − w − −

∫



 



 

 

 (32) 

where 

p I

D sw1 sw2

k 100, 6,k 5,k 0.1,

k 50,k 0.1,k 0.01,p 17

= γ = = =

= = = =
 

and q =19 . 
   Finally, based on (23)-(28), parameters of the proposed 
controller are selected as: 

p I 1I 2I 1 2

3
3 1 2 4

1, k 1, k 1, k 1, k 1, k 1, k 1,

k 1 10 ,b 20,b 0.1,b3 1,b 0.1,p 17
σσ

σ

γ = = = = = = =

= × = = = = =
 

and q =19 . 
   As previously mentioned, the simulations are performed for 
two cases. Case 1 is without the uncertainty and the input 
saturation, while in Case 2 both of the uncertainty and the 
input saturation are considered. 
   Fig. 7 to Fig. 12 illustrates the comparative results of Case 1 
and Fig. 7, illustrates the rotor speed. It is obvious that the 
proposed controller has a better tracking performance 
compared to the existing methods. The proposed controller 
not only has less steady state error but also has a better 
dynamic performance. The generator speed for 4 controllers is 
shown in Fig. 8. The electromagnetic torque that is used as a 
control law is demonstrated in Fig. 9. As shown in the control 
law of the FOSMC, the chattering phenomenon has appeared. 
This can cause serious damage to the wind turbine and the rest 
of the controllers have no chattering. Low-speed shaft torque 
is demonstrated in Fig. 10 and according to this figure the 
Low-speed shaft in the FOSMC controller is involved in 
chattering problem that increases the mechanical stress on 
wind turbine. While, this problem does not appear in the 
proposed controller and also in the SOSMC and the 
SOFTSMC controllers. The electrical power eP that is 
harvested from the wind turbine is depicted in Fig. 11 and the 
maximum power is captured by the proposed controller, and 
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as it can be seen from Figure 11, electrical power has many 
deviations due to the chattering phenomenon. The rotor speed 
tracking error is shown in Fig. 12 and it can be seen that the 

tracking error of the proposed controller is less than the 
others. 

  
Figure 7. Rotor speed for Case 1 Figure 8. Generator speed for Case 1 

  

  
Figure 9. Electromagnetic torque (control input) for Case 1 Figure 10. Low-speed shaft torque for Case 1 

  

  
Figure 11. Electrical power for Case 1 Figure 12. Rotor speed tracking error for Case 1 

 
   As mentioned earlier, given that the existing controllers are 
not designed for a wind turbine model involved in both 
uncertainties in the aerodynamic and the mechanical model as 
well as input saturation in the control law, therefore, due to 
taking into account the aforementioned uncertainties in the 
proposed controller design procedure as well as the design of 
an auxiliary dynamic variable to compensate for the input 
saturation, it is expected that the proposed controller has a 

better performance than the existing controllers in facing the 
aforementioned problems. Therefore, in the second case, the 
superiority of the proposed controller is more distinct than the 
aforesaid controllers. Fig.13 to Fig.18, show the results of 
applying above-mentioned controller to the wind turbine, for 
Case 2. Fig. 13 shows the rotor speed in the presence of model 
parameters uncertainties and input saturation. It is obvious 
that the proposed controller shows a very promising 
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performance and tracks the optimal rotor speed very faster 
than the other controllers which have been mentioned above. 
In Fig. 14, the generator speed for four controllers is shown. 
The electromagnetic torque which is the control input is 
shown in Fig. 15 for various controllers. As it is shown, the 
FOSMC is involved in the chattering. Fig. 16 shows the low-
speed shaft torque for 4 different controllers and as in the 
previous case, the mechanical stresses caused by the 
chattering phenomenon which appeared in the Low-speed 
shaft torque, are reduced in the proposed controller. The 

extracted electric power is depicted in Fig. 17. Moreover, Fig. 
18 shows the rotor speed tracking error. In this figure, the 
tracking error for the proposed controller is less than the other 
aforementioned controllers and the superiority of the proposed 
controller in Case 2 is more evident than Case 1. Therefore, 
the proposed controller not only has good steady-state 
properties, but also has better transient-state properties than 
the existing controllers, in the presence of input uncertainties 
and saturation. 

  
Figure 13. Rotor speed for Case 2 Figure 14. Generator speed for Case 2 

  

  
Figure 15. Electromagnetic torque (control input) for Case 2 Figure 16. Low-speed shaft torque for Case 2 

  

  
Figure 17. Electrical power for Case 2 Figure 18. Rotor speed tracking error for Case 2 

 

0 100 200 300 400 500 600

Time (s)

0

5

10

15

20

25

30

35

40

R
ot

or
 A

ng
ul

ar
 V

el
oc

ity
 (r

pm
)

r o p t

r -F O S M C

r-S O S M C

r-S O F T M C

r-P ro p o s e d
37.5 38 38.5

26.3

26.4

26.5

0 100 200 300 400 500 600

Time (s)

0

500

1000

1500

G
en

er
at

or
 A

ng
ul

ar
 V

el
oc

ity
 (r

pm
)

g -F O S M C

g -S O S M C

g -S O F T M C

g -P ro p o s e d98 100 102 104

1015

1020

1025

1030

0 100 200 300 400 500 600

Time (s)

-3

-2

-1

0

1

2

3

El
ec

tro
m

ag
ne

tic
 T

or
qu

e 
(K

 N
.m

)

T
e -F O S M C

T
e -S O S M C

T
e -S O F T M C

T
e -P ro p o s e d123 123.5 124

1.75

1.8

1.85

0 100 200 300 400 500 600

Time (s)

-100

-50

0

50

100

150

Lo
w

 S
pe

ed
 S

ha
ft 

To
rq

ue
 (K

 N
.m

)

T
l s -F O S M C

T
ls -S O S M C

T
ls -S O F T M C

T
ls -P ro p o s e d

139.5 140 140.5
74.2

74.4

74.6

74.8

0 100 200 300 400 500 600

Time (s)

-200

-100

0

100

200

300

400

500

El
ec

tri
ca

l P
ow

er
 (K

 w
)

P
e -F O S M C

P
e -S O S M C

P
e -S O F T M C

P
e -P ro p o s e d

252 253 254 255
90

92

94

0 100 200 300 400 500 600

Time (s)

-0.4

-0.3

-0.2

-0.1

0

0.1

0.2

0.3

0.4

Sp
ee

d 
Tr

ac
ki

ng
 E

rro
r (

rp
m

)

e
F O S M C

e
S O S M C

e
S O F T M C

e
P ro p o s e d37 37.5 38 38.5 39

-0.02

0

0.02



H. Dastres et al. / JREE:  Vol. 7, No. 4, (Autumn 2020)   30-43 
 

39 

Finally, performance indices, i.e., integral of the absolute error 
(IAE) and the integral of the square error (ISE) and the 
integral of the time multiply absolute error (ITAE) have been 
calculated for these controllers as presented in the Table 2. It 
can be seen that the proposed controller in all three indices is 
superior to the other three controllers and it should be noted 

that in Case 2 the performance indices for the proposed 
controller are smaller than the others. Thus, the results of the 
proposed scheme are very promising and satisfactory, even 
when input saturation and uncertainties are considered in the 
wind turbine system. However, other existing controllers have 
less performance compared to this controller. 

 
Table 2. Performance indices comparison for different controllers 

 Case 1 Case 2 

Controller IAE ISE ITAE IAE ISE ITAE 

FOSMC 0.8639 0.0058 228.44 6.9424 1.4379 327.4257 

SOSMC 0.1636 9.3830e-05 47.5803 9.4274 0.1761 2.7936e+03 

SOFTSMC 0.2322 1.7708e-04 65.8714 3.1197 0.0293 870.6477 

Proposed 0.0830 2.7154e-05 23.8139 0.3886 3.8845e-04 95.1887 
 
   The aforementioned performance indices are computed 
using the criteria described by (34). 

2

IAE e(t) dt

ISE e (t)dt

ITAE t e(t) dt

 =
 =
 =

∫
∫
∫  

 

(33) 

   Table 3 is provided to evaluate the performance of the 
proposed controller and conventional existing controllers 
using the aerodynamic and electrical efficiency. Aerodynamic 
efficiency aeroη  and electrical efficiency elecη  can be 
calculated using the following equations. 

f

i

f

i

f

i

f

i

t
at

aero t
aoptt

t
elect

aero t
aoptt

P (t)dt
(%) 100,

P (t)dt

P (t)dt
(%) 100

P (t)dt

η = ×

η = ×

∫

∫

∫

∫

 

 

 

(34) 

where 2 3
aopt pmaxP = 0.5ρ π R C V  is the optimal aerodynamic 

power, elecP  is the electrical power, it  is the initial simulation 
time and ft  is the final simulation time. 

 
Table 3. Efficiency comparison for different controllers 

 Case 1 Case 2 

Controller aeroη
 elecη

 aeroη
 elecη

 

FOSMC 90.22 88.72 85.233 82.088 

SOSMC 94.357 92.04 89.427 86.781 

SOFTSMC 95.82 93.49 90.119 87.521 

Proposed 96.513 95.65 92.388 90.087 
 
   According to the Table 3, the FOSMC controller has the 
least efficiency in terms of the aerodynamics and electricity. 
However, the efficiency of the SOSMC controller and the 
SOFTSMC controller is almost the same, and the SOFTSMC 
controller is more efficient than the SOSMC controller. It is 
obvious that the proposed controller has the best efficiency 
rather than the existing controllers and by using this proposed 
controller the aerodynamic and electrical efficiency has been 
increased about 3 % in the Case 2. 

5. CONCLUSIONS 

The maximum power extraction from the wind in a wind 
turbine is difficult especially when there are model 
uncertainties in the system and the task becomes more 
challenging when the control input has saturation in its 
amplitude. Sliding mode controller is a suitable control 
method to deal with these inevitable uncertainties. But the 
conventional SMC causes the chattering problem that 
increases the mechanical stress on the wind turbine. By 
designing a second-order sliding mode controller the 
chattering problem can be avoided. However, to achieve high 
efficiency and precision in capturing the power, the terminal 
sliding mode control can provide satisfactory results thanks to 
its finite-time convergence properties. When the control input 
is constrained, the finite-time convergence of the control that 
is designed for normal condition i.e. without the input 
constraint cannot be guaranteed. Therefore, designing a 
controller that has a high precision and efficiency in the 
presence of model uncertainties and input saturation, as well 
as finite-time convergence properties, is practically effective. 
Given that in the previous works, the problem of finite-time 
controller design in the presence of the both uncertainties in 
the aerodynamic and the mechanical model, as well as input 
saturation in the control law, is not considered. However, in 
this paper, unlike the previous works, by considering the 
uncertainties and input saturation simultaneously, a finite-time 
convergent controller has been investigated. In this paper, to 
capture the maximum power, low mechanical stress, and to 
improve the tracking performance of the wind turbine system 
with parametric uncertainties in model and saturation in input, 
an adaptive second-order fast ITSMC has been proposed. It 
has been proven that the designed controller can achieve the 
zero tracking error in the finite-time even when the input 
saturation and the uncertainties of the system parameters are 
present. The augmented dynamic variable that was used to 
compensate for the input saturation was modified so that the 
finite-time convergence is ensured. Numerical Simulations are 
performed for two cases, without the uncertainty and the input 
saturation and with the uncertainty and the input saturation. In 
both cases, the proposed controller yielded satisfactory results 
and in the second case, the superiority of the proposed 
controller has been more evident than the others. As presented 
in Table 3, using the proposed controller in Case 2, the 
aerodynamic and electrical efficiency has been increased by 
almost 3 % compared to the SOFTSMC controller which is 
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the most efficient among the existing controllers. Meanwhile, 
in any kind of controller, the overshoot problem may occur, 
which can cause an illegal speed in the wind turbine, so in 
some applications, it is necessary that it should be guaranteed 
that the speed of the wind turbine can be constrained in a 
prescribed bound. Furthermore, in practical systems, input 
delay, sensors and actuator faults occur where may lead to 
damage to the wind turbine. Apart from that, because of the 
inherent model uncertainties in the wind turbine, designing a 
disturbance observer can reduce the input electromagnetic 
torque and the low-speed shaft torque significantly. Since in 
the existing controller these limitations are not considered, 
then the future works can concern the controller design in the 
presence of state constraint, the robust fault-tolerant control 
and input delay and disturbance observer design for the wind 
turbine system. 
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NOMENCLATURE 

Cp Power coefficient 

β Blade pitch angle 

λ Tip speed ratio 

ρ Air density 

R Wind turbine rotor radius 

ωr Rotor angular velocity 

ωg Generator speed 

ωLs Low speed shaft angular velocity 

Te Electromagnetic torque 

Ths High speed shaft torque 

T1s Low speed shaft torque 

θ1s Gearbox angular deviation 

θr Rotor angular deviation 

Jg Generator inertia 

Jr Rotor inertia 

Dr Rotor damping coefficient 

Dg Generator damping coefficient 

D1s Low speed shaft damping coefficient 

ng Gearbox ratio 

Jt Total inertia of the turbine 

Dt Total external damping of the turbine 

Tg Generator torque in the rotor side 
Abbreviations 

VSWT Variable speed wind turbine 

MPPT Maximum power point tracking 

PI Proportional-integral 

PID Proportional-integral-derivative 

LQ Linear-quadratic 

LQG Linear–quadratic–Gaussian 

SMC Sliding mode control 

ISMC Integral sliding mode control 

TSMC Terminal sliding mode control 

ITSMC Integral terminal sliding mode control 

NTSMC Non-singular terminal sliding mode control 

FOSMC First order sliding mode control 

SOSMC Second order sliding mode control 

SOFTSMC Second-order fast terminal sliding mode control 

WT Wind turbine 

IAE Integral of absolute error 

ISE Integral of square error 

ITAE Integral of time multiply absolute error 

DFIG Doubly-fed induction generator 

NN Neural network 

RBF Radial-basis-function 

IPMSG Interior permanent magnet synchronous generator 

LMI Linear matrix inequality 
 
APPENDICES 

Appendix A. Power coefficient properties 

The power coefficient of the wind turbine Cp can be expressed 
as follows: 

5

i

c
2

p 1 3 4 6
i

3
i

c
C ( , ) c ( c c )exp ( ) c

1 1 0.035
0.08 1

−
λλ β = − β− + λ

λ

= −
λ λ + β β +

 (A.1) 

   The coefficients ci, i= 1…5 are based on two parameters. 
The first parameter is the shape of the wind turbine blades and 
the second parameter is the aerodynamic performance of the 
blades. These coefficients are considered to be uncertain as: 

i i ic c c i 1,2,...,5= + ∆ =  (A.2) 

   It is also assumed that the uncertainties ic i 1, 2,...,5∆ =  are 
bounded with unknown bounds as follows: 

ii cc∆ ≤ ρ  (A.3) 

where 
icρ  are the unknown positive constants. 

   Thus, the following functions can be defined: 
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 (A.4) 
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Therefore, the power coefficient can be rewritten as: 

p P PC ( , ) C ( , ) C ( , )λ β = λ β + ∆ λ β (A.5) 

 
Appendix B. Proof of theorem 1 

To analyze the stability and the finite-time convergence of the 
proposed controller, consider the following Lyapunov 
function: 

21V (t)
2

= σ  (B.1) 

   Differentiating V with respect to time yields: 

V (t) (t)= σσ    (B.2) 

   Using (19), we have: 

p 1
q1

2 3

p 1
q1

2 3

k p
(t) s(t) s(t) k s(t) k s(t)

q

k p
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−
s

s s
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s

s s
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+ +
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 (B.3) 

   Moreover, from (20), (B.4) is obtained as: 
p
q

p I 1I 2Is(t) s(t) k z(t) k (k z(t) k z(t))= −γ + + +    (B.4) 

   For simplification, the terms 
1I I 1Ik k k=  and 

2I I 2Ik k k=  are 
defined. By substituting (B.4) into (B.3), (B.5) is obtained as: 
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 (B.5) 

   On the other hand, the time derivative of z(t)  can be 
calculated as follows: 

opt

opt

r r
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 (B.6) 

   Replacing (20) into (B.5), gives: 
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(B.7) 

   By substituting (25), (26) and (B.6) into (B.7), it can be 
obtained that: 
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(B.8) 

   Using (24) and (27), (B.8) becomes: 
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(B.9) 

   By replacing (23), (30) and (B.9) into (B.1), (B.2) can be 
written as: 

( )1 2 2 rV (t) b (t) b sign ( (t)) d( , , V, )= s − s − s +α λ b ω  (B.10) 

   Using (13), the following inequality is derived: 

2 r 2 r

2

(t)d( , , V, ) (t) d( , , V, )
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α σ λ β ω ≤ σ α λ β ω

≤ σ α d
 (B.11) 

   Considering (B.11), (B.10), the following inequality holds: 
1
2

1 2V 2A V 2A V≤ − −  (B.12) 

where 1 1A b= and 2 2 2A b= −α δ . 

   Using (B.12) and according to Lemma 2.1, the time that it 
takes for V to tend to zero can be calculated as: 
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1 0 2
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2A V(t ) 2 A1t t Ln
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(B.13) 

when V converges to zero, based on (B.1), (t)σ becomes zero, 
i.e.: 

p
q2 1

3 3

k k
s(t) s(t) s(t) 0

k k
s s

s s
+ + =  (B.14) 

   Using (B.14) and Lemma 2.1, the time, that it takes for s to 
become zero, can be calculated as below: 
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when S converges to zero, consequently s  tends to zero and 
based on (20), it can be deduced that: 
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s(t) s(t) k z(t)

k (k z( ) k z( ))d 0

+ γ =

 
 + t + t t =
 
 
∫



 (B.16) 

   By differentiating (B.16), the following equation is 
obtained: 

1 2

p
I I q

p p

k k
z(t) z(t) z(t) 0

k k
+ + =  (B.17) 

   Now, based on Lemma 2.1 and (B.17), the time that it takes 
for z(t) to become zero, is calculated as: 
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 (B.18) 

   Since the time derivative of the Lyapunov Function is 
negative, so it can be concluded that the overall system is 
stable and all of the closed-loop signals are bounded. 
Therefore, u∆ can be bounded by a positive constant like u∆ . 
It should be noticed that, if a Lyapunov function like 

21V (t)
2

= η  is considered, and if the inequality 1
4

3
b u

α
> ∆
α

holds, according to the Lemma 2.1 and similarly to the 
previous proof, the auxiliary variable (t)η  converges to zero 
in finite-time. When z(t) and (t)η tend to zero in finite-time, 
based on z(t) e(t) (t)= + η , the speed tracking error e(t) also 
converges to zero in finite-time st and therefore the proof is 
completed. 
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A B S T R A C T  
 

This study offers an effective solution to meet the growing demands of biogas plants for energy. This paper 
presents a model and simulates the digestion process of biogas production from the organic and food 
processing waste that contains high moisture. Biogas is produced by bacteria through the bio-degradation of 
organic material under anaerobic conditions. According to the findings, in case of biogas production, the 
broiler chicken manure is approximately 88 %. From the analysis, it is observed that the chicken broiler waste 
is approximately 88 % more efficient than the unsorted waste. In addition,  in the case of digestate, the cow 
manure is approximately 6.25 % more efficient than the garden waste. The present study aims to investigate 
the performance of different types of  wastes regarding biogas production. To this end, different types of waste 
were considered in data analysis. According to the data analysis, biogas production is highly affected by the 
type of waste. 
 

https://doi.org/10.30501/jree.2020.222856.1089 

1. INTRODUCTION1 

Natural generation of biogas is an important part of bio-
geochemical carbon cycle. It can be used both in rural and 
urban areas. Biogas contains 40 % to 60 % methane which is 
an excellent source of renewable energy. Biogas (bio fuel) is a 
mixture of gases that usually consist of a considerable amount 
of methane and some other constituents (carbon dioxide, 
(CO2) 25-50 %, and some negligible amounts of N2, H2, H2S 
and O2). Biogas is produced in situations where organic 
matters decompose in the absence of Oxygen. Biogas is 
produced from highly moisturized content, like food wastes 
and animal manure is essential to the biological treatment 
method, namely anaerobic digestion. An environment devoid 
of oxygen is needed for bacteria to activate the anaerobic 
digestion process. In Bangladesh with a population of 160 
million people, the increasing rate of energy consumption due 
to its industrial development and fast-paced process of 
urbanization is notable. To maintain and improve economic 
growth and achieve the Sustainable Development Goal 
(SDG), energy supply is required. Optimization of the 
anaerobic digestion process has a huge potential to produce 
maximum biogas and reduce the environment pollution 
through waste management within a short period prior to 
landfill [1]. Electrical Resistivity Tomography (ERT) 
techniques are applicable to address environmental and 
engineering issues [2]. Farm-based anaerobic digestion will 
play a key role in waste management and biomass energy 
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production in the future. Anaerobic digestion technology is a 
suitable, viable option in the case of biogas productions. In 
addition, this technology can be used in fuel internal 
combustion engines to run a generator that produces 
electricity [3]. Normally, 40 % to 60 % of methane is obtained 
from manure, after 28 days of fermentation at a temperature of 
40 oC [4]. The case study of Greece shows that this operation 
is profitable in 20 years at an energy efficiency level of 33 %. 
Moreover, biogas production is reduced with increase in the 
age of waste and disposal [5]. Disposed solid waste made by 
landfill produces enormous amount of biogas whose main 
constituent is methane which  is responsible for global 
warming; in this respect regular study and data maintenance 
are necessary to reduce the green house gas (GHG) emission 
[6]. The rate and quality of biogas production depend on many 
factors such as waste type, temperature, humidity, moisturized 
components, period of fermentation, size of  bacteria, and pH 
[7]. Since biogas can supply 25 % of all required bio-energy, 
EU has set a goal to provide 20 % of its required energy from 
renewable energy by 2020 [8]. If 33 % more volatile solids 
(VS) are added from fats, oil, grease (FOG) and food waste 
for anaerobic digestion, biogas production will increase to    
60 % or more [9]. Biogas production along with anaerobic co-
digestion process from animal manure and organic waste not 
only solves the energy problem but also protects the 
environment and helps the waste management sector. The 
biogas components depend on favorable environmental state 
and type of decomposing materials. Family based biogas plant 
is a solution to mitigating GHG emissions and decreasing the 
dependence of dung-based biogas plant, LPG or firewood 
used as kitchen fuel [10]. Olive oil industries are held 
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responsible for serious environmental repercussions since 
waste management is a costly arduous task, biogas production 
can be used as an alternative solution [11]. The quality of 
biogas is improved by mixing water chestnut, water hyacinth, 
and cow dung after a period of digestion [12]. A robust 
methodology to analyze and evaluate energy demand at every 
steps is required to improve biogas production at a particular 
biogas plant [13]. To obtain one unit of biogas, 0.56J non-
renewable energy is required [14]. In the case of performance 
evaluation, data comparison on the routine basis is vital for 
different plants [15]. Food waste is the most suitable option 
for anaerobic digestion for its high biodegradability and 
methane output [16]. 90 % more methane is produced within 
40-50 days of fermentation [17]. Large biogas plant can 
produce significant amount of gas used for industrial purposes 
[18]. Biogas production in Europe is gaining foothold and 
growing [19]. Under SNV (Netherlands Development 
Organization) project 600000 m3 biogas was yielded from 
300000 biogas plants until 2009 [20]. Biogas production is 
economically viable in Bangladesh [21]. Power produced 
from municipal and agricultural waste 80 % of which are 
organic in Hazaribagh (total area 0f 5.65 km2) as one of the 
densely populated areas (population density of 32,856/km2) of 
Dhaka city, can play a significant role in addressing the 
electricity crisis in this region through biogas production [22]. 
Bangladesh, one of the densely populated countries with more 
than 160 million people, is a 147000 km2 land, 33 % of which 
enjoys electricity coverage [23]. The projected energy 
demands are predicted to be 19000 MW and 34000 MW by 
2100 and 2030, respectively [24]. 
   Since industries are still highly dependent on traditional 
energies (electricity, natural gas etc.), it is the most 
appropriate time for transition from this energy to renewable 
energies to solve the electricity crisis and kitchen fuel. The 
following sections discuss how the biogas production and 
usage will reduce the load of traditional energies and solve 
waste management problems, especially MSW problems in 
Bangladesh. 
 
2. METHODOLOGY 

1. Numerous studies on renewable energies were carefully 
investigated before conducting the actual research. 
2. The present paper aims to solve two problems 
simultaneously: searching for alternative energy and 
managing waste with emphasis on biogas production and its 
popularity in Bangladesh. 
3. Substrates (MSW, animal manure, food waste, fats, oil, 
plant waste, etc.) are stored for anaerobic digestion. The 
anaerobic digestion process is run around 40 days at 
temperatures of 35-45 oC for fermentation. Since the type of 
mixtures plays a vital role in improving both quality and 
quantity of gas, substrates of  high biodegradability are added 
even more. After the suggested period of time, the inlet pipe 
opens to collect gas either already stored or being used, 
through dehumidified for cooking. It we can be connected to a 
generator unit so that it can be converted into electricity. 
4. A MATLAB simulation was carried out to examine the 
potential of biogas production. Moreover, some related data 
were collected from online sources to investigate the overall 
performance of biogas production with regard to various types 
of waste. 
5. Finally, results were achieved through data analysis. 

A flowchart was also presented to show the working scheme 
throughout the research period (Figure 1). 
 
3. BIOGAS POWER PRINCIPLE 

There are a number of factors affecting the biogas production, 
considering the organic content of waste. These factors 
include time span and constitution of waste, humidity, 
temperature, pH-varying with depth of filling, population of 
microbes, and quality and quantity of alimentary substances 
[5, 6, 7]. The rate of biogas production is given by the first-
order kinetic equation expressed in Equation (1) [6, 7, 9]. 
dC
dt

= −kC                                                                                          (1) 

   According to the above kinetic equation and empirical data, 
a numerical model called “Landfill Gas Emissions Model” 
was developed under the supervision of EPA (Environmental 
Protection Agency) and used to measure biogas generation. In 
the following Equation (2) shows how to measure biogas 
generation (considering time) [6, 7]: 

LFG =  2L0 R (e kc 
−  e−kt)                                                          (2) 

   Description of Parameters: LFG =amount of produced 
biogas during the year, L0 =potential methane generation 
capacity (m3/ton), R =average yearly quantity of waste 
disposal during the function of the landfill (ton), k =methane 
generation rate (year-1), t= inactive year of the landfill, and c= 
years passed from the closure of the landfill. 

 

 
Figure 1. Flowchart of working throughout the research period 

 
   According to EPA (“Landfill Gas System Engineering 
Design Seminar”, 1994), the parameter ‘L0’ fluctuates 
between 140-180 m3/ton and, also the parameter ‘k’ 
experiences fluctuation as in the following: 

->For wet climates between 0.1 - 0.35 
->For dry climates between 0.02 - 0.1 
->For intercalary climates between 0.05 – 0.1 
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In the case of the landfill of Volos, the following parameters 
are included to the biogas production model: 

L0= 120 m3/ton for utmost secure reasons, k=0.05/year, 
R=70000 ton, t=25 year, and c=20 years. 

Figure 2 shows the simulink model for simulating of biogas 
production. In addition Figure 3 represents the relationship 
between the amount of produced biogas and amount of 
methane gas. The amount of methane gas increases as the 
amount of biogas increases. 

 

 
Figure 2. Simulation and calculation diagram 

 

 
Figure 3. Amount of produced biogas vs amount of methane gas 

 
4. DESIGN OF BIOGAS PRODUCTION 

According to Figure 4, biogas is pumped from sewage pump 
and the waste comes to the biogas chamber, in biogas 
chamber, the organic matters will break down in the absence 
of oxygen casing to generate biogas. Then gas passes through 
the pipe and comes to the gas dehumidification/elaboration 
chamber where moisture and humidity are reduced. Following 
the biogas production the rest of the waste will pass out the 
outlet, which can be used in agricultural fields as a fertilizer. 
There are two pipes connected to the gas dehumidification; 
one for cooking purposes and the other connected to the gas 
generator. 

 

 
Figure 4. Proposed biogas system 

Table 1. Biogas production and energy scenarios of Bangladesh [23, 
25] 

Waste 
category 

Biogas 
(m3) 

Electricity 
(MW) 

Percentage of 
generated electricity 

Cattle 
dung 

8670000 12211 50.4 

Municipal 
waste 

1634000 2301 9.5 

Poultry 
waste 

2153400 3033 12.5 

Human 
excreta 

4736000 6670 27.5 

Total 17193400 24215 EMRED ~ 100 
 
 

 
Figure 5. Amount of electricity production from different wastes 

 
   According to Figure 5, maximum amount of electricity is 
produced (50.4 %) from cattle dung using 23 million cattle in 
2011. In addition, Table 1 shows the possibility of producing a 
considerable amount of electricity and biogas. Biogas can be 
used as an alternative to kitchen fuel and other needed 
energies in Bangladesh with more than 64 % [26] of people 
living in rural areas. 
 
5. ESTIMATION 

The biogas production, with considering various wastes, is 
estimated by biogas estimator software called Anaerobic 
Digestion Calculator [27]. 

Cattle dung
(50.4%)

Municipal
waste (9.5%)

Poultry waste
(12.5%)

Human excreta
(27.5%)
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Table 2. Biogas estimation for vegetable waste 

Amount of waste 
(tons/year) 

Total digestate 
(tons/year) 

Biogas production 
(m³/year) 

Electricity production 
(kWh/year) 

Capacity of biogas 
power plant (kW) 

50 39.5 6,412.5 12,636 1.44 

100 79 12,825 25,272 2.88 

150 118.5 19,237.5 37,908 4.33 

200 158 25,650 50,544 5.77 

500 395 64,125 126,360 14.42 

1,000 790 128,250 252,720 28.85 

2,000 1,580 256,500 505,440 57.70 

 
Table 2 shows that the efficiency of the to-be-digestated waste 
is around 90 %, whereas biogas production rate can reach 
256500 m3/year for the annual waste of 2000 tons. 

Table 3 suggests that unsorted waste is 7.59 % more efficient 
than the wet vegetable waste with respect to digestate. 
However, vegetable waste is around 50.4 % more efficient 
than the unsorted waste regarding biogas production. 

 
Table 3. Biogas estimation for unsorted waste 

Amount of waste 
(tons/year) 

Total digestate 
(tons/year) 

Biogas production 
(m³/year) 

Electricity production 
(kWh/year) 

Capacity of biogas 
power plant (kW) 

50 42.5 4,263.5 8,401.5 0.95 

100 85 8,527 16,803 1.91 

150 127.5 12,790.5 25,204.5 2.88 

200 170 17,054 33,606 3.84 

500 425 42,635 84,015 9.6 

1,000 850 85,270 168,030 19.2 

2,000 1,700 170,540 336,060 38.36 

 
 

Table 4. Biogas estimation for cow manure 

Amount of waste 
(tons/year) 

Total digestate 
(tons/year) 

Biogas production 
(m³/year) 

Electricity production 
(kWh/year) 

Capacity of biogas 
power plant (kW) 

50 42.5 4,275 8,424 0.96 
100 85 8,550 16,848 1.92 
150 127.5 12,825 25,272 2.88 
200 170 17,100 33,696 3.85 
500 425 42,750 84,240 9.62 

1,000 850 85,500 168,480 19.23 
2,000 1,700 171,000 336,960 38.46 

 
   Table 4 represents almost the same amounts of manure as 
the ones shown in Table 3, while Tables 5 and 6 show an 
almost similar amounts of manure to the ones listed in Table 

2. Finally, Table 7 shows that chicken broiler waste is the 
most efficient of all other wastes, as discussed in this paper. 

 
Table 5. Biogas estimation for garden waste 

Amount of waste 
(tons/year) 

Total digestate 
(tons/year) 

Biogas production 
(m³/year) 

Electricity production 
(kWh/year) 

Capacity of biogas 
power plant (kW) 

50 40 6,080 11,980.5 1.37 
100 80 12,160 23,961 2.73 
150 120 18,240 35,941.5 4.1 
200 160 24,320 47,922 5.5 
500 400 60,800 119,805 13.68 

1,000 800 121,600 239,610 27.35 
2,000 1,600 243,200 479,220 54.7 
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Table 6. Biogas estimation for organic waste 

Amount of waste 
(tons/year) 

Total digestate 
(tons/year) 

Biogas production 
(m³/year) 

Electricity production 
(kWh/year) 

Capacity of biogas 
power plant (kW) 

50 40 6,056.5 11,934 1.36 
100 80 12,113 23,868 2.72 
150 120 18,169.5 35,802 4.09 
200 160 24,226 47,736 5.45 
500 400 60,565 119,340 13.62 

1,000 800 121,130 238,680 27.25 
2,000 1,600 242,260 477,360 54.49 

 
 

Table 7. Biogas estimation for chicken broiler 

Amount of waste 
(tons/year) 

Total digestate 
(tons/year) 

Biogas production 
(m³/year) 

Electricity production 
(kWh/year) 

Capacity of biogas 
power plant (kW) 

50 38 8015.5 15,795 1.8 
100 76 16,031 31,590 3.61 
150 114 24,046.5 47,385 5.41 
200 152 32,062 63,160 7.21 
500 380 80,155 157,950 18.03 

1,000 760 160,310 315,900 36.06 
2,000 1,520 320,620 631,800 72.12 

 
6. CONCLUSIONS 

Biogas is one of the important economical and 
environmentally-friendly energy sources used for the 
electricity generation. Biogas is considered an appropriate 
alternative to fossil fuel since biogas has no detrimental 
impacts on the environment. In addition, counted as its most 
notable advantage, it can be used to produce electricity and 
reduce the excessive demand for fossil fuels. The present 
study aims to show potential of wastes’ to produce biogas. 
Among six different types of waste considered in this study, 
the chicken broiler waste has shown maximum efficiency. The 
data analysis suggests that vegetable waste has better 
efficiency than garden and organic wastes. Vegetable waste is 
available Bangladesh. Therefore, vegetable waste can be 
collected from urban and rural areas to produce a large 
amount of electricity. Besides, cow manure is also efficient in 
biogas production. Where the cow firm is available, electricity 
can be produced through biogas generation from cow manure 
at lowers costs. The demand for Biogas is increasing at a high 
level coping with the increment of total energy demand. 
Considerable numbers of biogas plants have already been 
established in the rural and urban areas by the municipality in 
Bangladesh, the related data of which are shown in Table 1 
and Figure 4. The application of this system will significantly 
reduce global warming and greenhouse effect. 
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A B S T R A C T  
 

Given that the catalyst and catalyst support properties have a key role to play in the electrochemical activity of 
fuel cells, in this research, the synergism effect of Pt and Ru nanoparticles reduced on catalyst support 
[synthesized Carbon Aerogel-Carbon Nanotube (CA-CNT)] was investigated. The catalyst support was 
synthesized by sol-gel method and the catalyst nanoparticles were reduced on catalyst support using 
impregnation and hydrothermal method. Different molar ratios of Pt:Ru (i.e., 0:1, 1:0, 3:1, 2:1, 1:1, 1:2, and 
1:3) were applied as electrocatalysts for Methanol Oxidation Reaction (MOR). The electrochemical 
performance of these catalysts was compared with that of commercial Pt/C (20 % wt) for MOR. The physical 
properties of the synthesized catalyst support (CNT-CA) were studied using FESEM and BET techniques. 
Moreover, XRD and ICP analyses were employed for investigating each of the synthesized catalyst (Pt/CNT-
CA and Ru/CNT-CA). The cyclic voltammetry and chronoamperometry methods were used to conduct 
electrochemical analysis. Research results indicated that synthesis methods were reliable. Moreover, CNT-CA 
had a proper performance as the catalyst support and the Pt:Ru with a 3:1 molar ratio was the best catalyst 
among all the synthesized catalysts for MOR. 
 

https://doi.org/10.30501/jree.2020.234091.1116 

1. INTRODUCTION1 

Recently, fuel cells have been widely considered as a 
renewable power source. This is a device that produces 
electrical energy from chemical energy with high efficiency 
and without pollution. Among all fuel cells, Polymer 
Exchange Membrane Fuel Cell (PEMFC) and Direct 
Methanol Fuel Cell (DMFC) have been widespread 
investigated due to their good commercial abilities. These 
work at low temperatures. Since DMFCs operate on liquid 
fuel and do not need complex apparatuses for humidification 
and heat management, they are considered as a promising 
choice for energy industrials in the future [1, 2]. However, a 
significant challenge of commercialization is the intrinsic cost 
of these fuel cells. Catalyst layer is an important component of 
the fuel cell because the reactions occur in it. This layer 
contains catalyst particles and carbon material as catalyst 
support [3,4]. Considering the specific properties of platinum 
(Pt) including high catalytic activity, chemical stability, and 
high exchange current density, it is the best candidate for the 
catalyst layer. The carbon black Vulcan XC-72 is commonly 
used as a catalyst support [5]. 
                                                           
*Corresponding Author’s Email: m.javaheri@merc.ac.ir (M. Javaheri) 
  URL: http://www.jree.ir/article_112868.html 

The main cost of fuel cell is for the catalyst materials. 
Different approaches have been attempted so far to reduce the 
cost and enhance the performance of a fuel cell 
simultaneously. Some approaches can be pointed out that use 
multi metal as a catalyst and the improved structure of carbon 
as a catalyst support. Therefore, the researchers concentrate on 
use of either Pt alloys or catalyst support materials to reinforce 
the electrocatalytic efficiency of Pt [6-11]. 
   Bimetallic Pt–Ru electrocatalyst is one of the most 
widespread ones used due to its bifunctional mechanism for 
Methanol Oxidation Reaction (MOR) [12-17]. However, the 
best optimal Pt-Ru ratio has not reached wide agreement. 
Many studies have found that the 1:1 ratio of Pt: Ru was the 
best [18-21], but some of researchers reported that the other 
ratio was optimal for enhancing MOR catalytic activity [22, 
23]. 
   In recent years, the role of the nanostructure of carbon 
supports such as Carbon Nanotubes (CNTs), Carbon 
Nanofibers (CNFs), carbon aerogels, and nano-plates of 
graphene has received remarkable interest [24,25]. Some 
characteristics of carbon nanostructure lead to an efficient 
MOR, which is the main reason for using them as a catalyst 
support [26]. 
   It is well known that one of the important factors in the 
catalytic performance of the electrode in fuel cell is the three-
phase zone formation and it is dependent upon the interfacial 

https://doi.org/10.30501/jree.2020.234091.1116
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among the catalyst (solid), electrolyte (liquid), and reactant 
(gas). Therefore, surface area, pore size, and electrical 
conductivity of the catalyst support could be very significant 
in attaining high electrocatalytic activity [11,27,28]. Since the 
CA has a unique structure and properties such as high 
porosity, high surface area, and chemical stability, it can be 
used as a catalyst support to enhance electrocatalytic activities 
[29- 33]. The CNT showed high electrical conductivity as the 
catalyst support and improved the CA conductivity. For this 
reason, in many research works, good performances were 
obtained using the above materials [34,35]. 
   According to the mentioned literatures, two points can be 
observed: 1) each of CNT or CA has been used as a catalyst 
support separately; 2) Pt/Ru is synthesized as an alloy on 
carbon particles. The present research attempts to study the 
effect of using CNT and CA simultaneously (i.e., CNT-CA) as 
a catalyst support. Moreover, Pt and Ru are deposited on 
CNT-CA separately; then, an attempt was made to investigate 
the electrochemical performance of the mixture of the 
Pt/CNT-CA and Ru/CNT-CA at different ratios of MOR. In 
this case, the structure of Pt as an effective and important 
catalyst is maintained; besides, the presence of Ru has positive 
effect on the performance of the electrode for MOR. 
   This study investigates the synergism effect of CNT 
containing Carbon Aerogel (CA) as the catalyst support and 
the Pt with Ru bimetallic catalyst for DMFC. The goal of this 
research is to specify the optimal molar ratio of Pt:Ru in the 
presence of synergism effect of CNT-CA. In addition to 
Pt/CNT-CA and Ru/CNT-CA, we select different proportions 
of Pt:Ru as 1:1, 2:1, 3:1, 1:3, and 1:2 to study the catalyst 
performance for MOR. However, we compared the synthesis 
catalyst with commercial Pt/C for MOR. The comparison of 
obtained electrochemical parameters of Pt/CNT-CA and those 
of commercial Pt/C shows that CNT-CA is a more efficient 
catalyst support than the carbon Vulcan XCR72. Our results 
such as EAS and the ratio of forward to backward peak 
current (Ib/If ) indicate that the Pt:Ru with 3:1 ratio has the 
best performance among all the catalysts studied in this 
research. 
 
2. EXPERIMENTAL 

2.1. Materials 

Multi-walled carbon nanotubes were supplied from 
NeutrinoNeunano.Resorcinol (C6H4(OH)2),  formaldehyde  (HC
HO), sodium carbonate (Na2CO3), and solvents were supplied 
from Merck.  In addition, RuCl3. 3H2O, H2PtCl6. 6H2O, and 
Nafion solution (5 %) were prepared from Aldrich. Ethylene 
glycol, glycerol, and 2- propanol were prepared from Merck. 
   The commercial Pt/C (10 wt % Electrochem Inc.) was used 
to be compared with the synthesized catalyst. 
 
2.2. Catalyst support (CNT- CA) synthesis 

The first step is to functionalize the catalyst support. To this 
end, the adequate amount of synthesized CNT-CA was 
refluxed in HNO3 (MERCK) at 80 oC for 4 h. In the next step, 
CNT-CA solid phase was separated using centrifugal 
(ROTINA 46) and rinsed by distilled water. 
   The powder was then dried at 80 oC for 24 h. Pretreated 
CNT-CA was divided into 2 parts. One of them was used for 
Pt/CNT-CA synthesis and the other for Ru/CNT-CA 
synthesis. 

The RuCl3. 3H2O which dissolved in diluted HCl and the 
H2PtCl6. 6H2O which dissolved in ethylene glycol were used 
as precursors. 
   To synthesize the Ru/CNT-CA, the catalyst support (CNT-
CA) should be vigorously dispersed in 2-propanol and water 
(3:1 V/V); then, the precise amount of Ru precursor was 
added to the mixture drop wise and was sonicated for 20 min. 
In the next step, the mixture was located in the oven at 85 oC. 
Finally, the powder was sintered at 200 oC in furnace under H2 
atmosphere for 2 h. 
   To synthesize the Pt/CNT-CA, the adequate amount of Pt 
precursor and sodium citrate solution in ethylene glycol were 
added to the homogenous mixture of CNT-CA and 2-propanol 
and water (3:1 V/V) drop by drop. The pH was adjusted to 
10.5 with addition of KOH solution to ethylene glycol. Then, 
it was transferred into a Teflon autoclave and conditioned at 
130 oC for 6 h; in the next step, it was centrifuged, washed, 
and vacuum dried at 70 oC. 
 
2.3. Catalyst layer preparation 

As mentioned previously, in this research, different 
proportions of Pt:Ru were used as electrocatalyst for MOR. 
Therefore, the desired amount of synthesized Pt/CNT-CA and 
Ru/CNT-CA was dispersed in mixture of 2-propanol and 
water (3:1 V/V) and then, Nafion solution (5 % Aldrich) was 
added. These mixtures were sonicated for 15 min to obtain 
homogenous catalyst suspensions. Thus, 7 catalysts were 
prepared and 7 inks containing Pt/CNT-CA, Ru/CNT-CA, and 
Pt;Ru (1:1, 1:2,1:3,2:1 and 3:1) were prepared. Each of them 
was put on glassy carbon 5 mm in diameter. 
 
2.4. Physical properties 

A scanning electron microscope (Model XL30, Philips co.) 
and a field emission scanning electron microscope (FESEM 
model MIRA#TESCAN-XMU) were used for investigating 
the synthesized catalyst support morphology. To obtain the 
specific surface area of catalyst support, Barrett-Joyner-
Halenda analysis was carried out. Four-point probe was used 
to determine the CNT-CA electrical resistance. 
   To obtain XRD pattern, XRD (Philips pw3710 
diffractometer with a Cu X-ray source operating at 40 kV and 
40 mA) analysis was applied to each of the synthesized 
catalysts. The amount of reduced Pt and Ru was specified 
using Inductive Coupled Plasma (ICP) method 
(ICPOES,Varian Vista-PRO, Australia); for this purpose, 5 
mg of each synthesized catalyst was solved in a solution of 
hydrochloric acid and nitric acid (3/1). 
 
2.5. Electrochemical measurement 

For electrochemical analysis, an EG&G Princeton Applied 
Research Model 2273 instrument was used to specify the 
electrochemical properties of the catalyst. All electrochemical 
measurements were carried out in a conventional three-
electrode cell. In this cell, the reference electrode (Ag/Agcl) 
was located near the working electrode (catalyst on glassy 
carbon with 5mm in diameter) and the applied counter 
electrode was Pt- plate. Cyclic Voltammetry (CV) was carried 
out in two conditions, one of which in 0.5 M H2SO4 and the 
other in 0.5 M H2SO4 + 2 M CH3OH; for both of them, Ar 
was flowing. The chronoamperometry was performed in 0.5 
M H2SO4 + 2 M CH3OH. All measurements were carried out 
at 25 oC. 
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3. RESULTS AND DISCUSSION 

3.1. Catalyst support properties 

The structure and morphology of the catalyst support was 
studied by the Field Emission Scanning Electron Microscopy 
(FESEM). 
   As shown in Figure 1, the structure of CNT-CA consists of 
entangled carbon nanotubes surrounded by numerous carbon 
nanoparticles produced during the pyrolysis process of the 
organic gel. The dark contrast regions suggest the porous 
structure. The presence of the pores is further confirmed by 
BJH analysis. According to the EDS analysis (Fig. 1), the 
sample was essentially composed of carbon with a small 
amount of oxygen contained in the surface functional groups. 
A trace amount of sodium was also detected as impurity. 

 
 

 
Elt Line Int K Kr W% A % ZAF 
C Ka 936 0.9932 0.9217 96.71 97.61 0.9516 
O Ka 7.6 0.0040 0.0037 2.83 2.14 0.1321 
Na Ka 13.9 0.0028 0.0026 0.47 0.25 0.5565 

   1 0.9280 100 100  
Figure 1. FESEM image of the CNT-C Aerogel, EDS analysis of the 

CNT-C Aerogel (table) 
 
   Nitrogen adsorption/desorption isotherm of the catalyst 
support at 77 K, which is of IV type, is seen in Figure 2, 
showing a hysteresis loop of H3 type [37]. This can be due to 
capillary condensation, indicating the presence of mesopores 
in the structure. Indeed, BJH analysis showed the existence of 
both micro and meso pores in the structure with an average 
pore diameter of 14.97 nm. The measured pore volume was 
about 1.84 m3/g and the specific surface area obtained by BET 
model was 491.7 m2/g. Density of the sample was measured 
by a pycnometer to be around 0.2 g/m3. The chemical 
inertness and the porous structure with a high surface area 
fulfill the requirements for the catalyst support. Electrical 
resistance of the catalyst support was measured by the four-
point probe method to be about 14.4x10-5 ohm.m. 
 
3.2. Catalyst characterization 

The XRD patterns of Pt/CNT_CA and Ru/CNT-CA are shown 
in Figures 3-a and 3-b. In both spectra, the peak centered at 
about 30̊ can be ascribed to the CNT_CA. 
   In Figure 3-a, the peaks at 2𝜃𝜃 = 40,̊ 47 ̊, 68 ̊, and 81̊ are 
associated with Pt plates (111), (200), (220), and (311), 
respectively. This result emphasizes that Pt has successfully 

been reduced on CNT-CA and the broad peaks indicate that 
the Pt particles are nanosized. 
   Figure 3-b shows the peaks at 2𝜃𝜃 = 44 ̊ that emerged from 
Ru (100) plate. Therefore, Ru particles were successfully 
reduced and the broad peaks were due to Ru nano-scaled 
particles. 
   According to ICP results, the reduced Pt and Ru were 20 % 
wt and 16 % wt, respectively. Therefore, synthesis method in 
this research was applied to reducing Pt and Ru on CNT-CA. 
It needs to be mentioned that since Ru wt% is lower than Pt 
wt %, the peak observed in the XRD pattern of Ru is less 
intense than that of Pt. 

 

 
 

 
Figure 2. N2 adsorption/desorption isotherm of the CNT-C/Aerogel 

(a), BJH plot of pore distribution (b) 
 
 

 
 

 
Figure 3. XRD patterns of (a) Pt/CNT-CA and (b) Ru/CNT-CA 
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3.3. Electrochemical performance of the catalyst 

Cyclic Voltammetry (CV) analysis can be used to calculate 
the electroactive surface area (EAS). Figure 4 shows the CV 
curve of 7 synthesized catalysts and Pt/C in 0.5 M H2SO4 
solution. The presence of the hydrogen absorption/desorption 
peaks in CV curves indicates the catalytic activity of the 
catalysts. The columbic charge for hydrogen desorption was 
used to measure the EAS of each catalyst (Table 1) [38]. From 

the EAS results, it can be concluded that the Pt/ CNT-CA was 
more active than the commercial Pt/C. This result can be 
attributed to catalyst support impact. The CNT-CA can 
enhance the hydrogen desorption on Pt. On the other hand, the 
simultaneous presence of Ru/CNT-CA and Pt/CNT-CA in the 
catalyst reinforced the catalytic activity for hydrogen 
desorption. In Table 1, the catalyst with Pt:Ru of 3:1 ratio has 
the maximum EAS. 

 

 
Figure 4. Cyclic voltammetry of synthesized catalysts in 0.5 M H2SO4, argon atmosphere, 50 mV.s-1 scan rate at 25 °C 

 
   Moreover, CV analysis in 0.5 M H2SO4 + 2 M CH3OH 
solution was used to investigate the electrocatalytic activation 
for MOR (Fig. 5). The shape of curves is similar. In Figure 5, 
the forward peaks are located between 0.8 and 0.9 V and the 
backward peaks are visible between 0.4 and 0.6 V. The 
forward peak (If) is typically attributed to the MOR and the 
backward peak (Ib) is related to the oxidation of residual 
intermediate. Note that the current density is related to the 
reaction rate and the results show that the Pt/ CNT-CA has 
better behavior than the commercial Pt/C; therefore, the CNT-
CA catalyst support could enhance the catalyst performance 
for MOR. Furthermore, these results emphasize that the Ru 

particle presence in catalyst has positive effect for MOR 
kinetic. Comparison of the obtained results (Table 1) reveals 
that the catalyst with Pt:Ru ratio of 3:1 has the maximum 
current density among all the catalysts. 
   One of the important parameters for evaluating the catalyst 
performance for MOR is the ratio of forward to backward 
peak current (Ib/If). This parameter can be ascribed to the 
catalyst tolerance so that the higher ratio demonstrates more 
impressive elimination of the poisoning species on the catalyst 
surface. Since the catalyst with Pt:Ru ratio of 3:1 has the 
maximum Ib/If  ratio, it can be concluded that this is the best 
catalyst for MOR among all the synthesized catalysts. 

 

 
Figure 5. Cyclic voltammetry of synthesized catalysts in 0.5 M H2SO4+2 M CH3OH argon atmosphere, 50 mV.s-1 scan rate at 25 °C 

 
 

Table 1. Electrochemical parameter of synthesized catalyst and commercial catalyst 

Catalyst EAS (m2/gr) if (mA.mgcat
-1) ib (mA.mgcat

-1) if (mA.cm-2) ib (mA.cm-2) (if/ib) 
Ru 13.3 53.5 73.25 21.4 29.3 0.73 

(1:3) Pt:Ru 19.71 57.52 78 23.01 31.2 0.74 
(1:2) Pt:Ru 20.57 138.8 170.25 55.52 68.1 0.81 
(1:1) Pt:Ru 25.52 165.75 189.17 66.30 75.67 0.87 
(2:1) Pt:Ru 27.3 175.9 211.175 70.36 84.47 0.83 
(3:1) Pt:Ru 35.9 225.15 279.17 90.29 99.58 0.91 

Pt 23.9 149.85 170.92 59.94 68.37 0.87 
Pt/C 18.7 71.47 87.35 28.59 34.94 0.81 
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Figure 6 shows the chronoamperometry study of the 
synthesized catalysts. Comparison of the Pt/CNT-CA and 
commercial Pt/C results (Fig. 6) reveals that the CNT-CA as a 
catalyst support has a better performance than Vulcan, as 
expected. Moreover, the results illustrate that the Pt:Ru with 
3:1 ratio performs more properly than the other catalyst. The 
presence of Ru/CNT-CA in catalyst is not only stabilizing the 
catalyst particle but also enhancing the MOR current. 
   The obtained results of this research corroborate that the 
CNT-CA can modify the catalyst performance for MOR. This 

effect can be ascribed to the high surface area, high electron 
conductivity, and high porosity of the synthesized CNT-CA. 
Ru catalyst plays an important role in resisting the CO 
poisoning of the catalyst during the MOR. This results in the 
active sites of catalyst to be available for MOR. 
   Since the Pt particles can readily be poisoned by absorbed 
CO species, Ru presence helps remove the CO poisoning. In 
fact, this research used the synergisticm effect of Ru and 
found that the Pt:Ru with 3:1 ratio as a catalyst had the 
greatest effect on MOR. 

 

 
Figure 6. chronoamperemetery of synthesized catalyst in 0.5 M H2SO4 + 2 M CH3OH at 0.6 V and 25°C 

 
4. CONCLUSIONS 

In summary, the aim of this research was to investigate not 
only the effect of simultaneous use of CNT and CA (i.e., 
CNT-CA) as a catalyst support but also the influence of Ru 
presence with Pt on the catalyst layer for the MOR reaction. 
The CNT-CA catalyst support with a high surface area and 
high electrical conductivity was synthesized by sol-gel 
method. The catalyst support was distinguished by using 
SEM, XRD, BET, and four-point probe techniques. Moreover, 
the catalysts Pt/CNT-CA and Ru/CNT-CA were synthesized 
by impregnation and hydrothermal methods. Synthesized 
catalysts were characterized by XRD and ICP technique and 
the electrochemical activities of the catalysts were studied. 
Furthermore, the catalysts with different Pt:Ru ratios (1:0,1:1, 
2:1, 3:1, 1:2 ,1:3 and 0:1) were studied and their performance 
was compared with the commercial Pt/C. Research results 
illustrated that: 1) the synthesis methods were reliable, 2) the 
CNT-CA showed proper performance as the catalyst support, 
and 3) the Pt:RU with 3:1 molar ratio was the best catalyst for 
MOR among all the synthesized catalysts. 
   It is hoped that in future studies, based on the obtained 
results in this work which indicated an improvement in the 
performance of the synthesized catalyst compared to the 
commercial Pt/C for MOR, the effect of Pt/Ru alloy as well as 
core-shell structure of these two metals deposited on CNT-CA 
should be considered. The synthesized catalyst will be used as 
anode of monocell and studied. 
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NOMENCLATURE 
EAS Electro active surface area 
CNT Carbon nanotube 
CA Carbon aerogel 
if Forward peak current 
ib Backwared peak current 
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A B S T R A C T  
 

Combined Heat and Power (CHP) systems have increasingly drawn attention in recent years due to their 
higher efficiency and lower Greenhouse Gas (GHG) emission. Input-output matrix modeling was considered 
here as one of the efficient approaches for optimizing these energy networks. In this approach, power flow and 
energy conversion through plant components were modeled by an overall efficiency matrix including dispatch 
factors and plant component efficiencies. The purpose of this paper is to propose a modification of the 
objective function presented in some previous studies. This procedure was performed by adding the 
parameters of plant component lifetime and environmental costs to the objective function. Thus, the 
optimization problem was formulated by minimizing the total system levelized cost instead of simply hourly 
energy cost. The study results revealed that producing the electricity by the trigeneration system led to 
achieving 1256 MWh annual electricity savings that otherwise must be purchased from the grid. The results 
also showed a significant reduction in annual CO2 emissions (703.31 tons per year). Furthermore, if the price 
of purchasing CHP electricity was considered three times more than the current ones, payback times would be 
less than 5 years. 
 

https://doi.org/10.30501/jree.2020.228287.1108 

1. INTRODUCTION1 

Previous studies demonstrated that when primary energy is 
converted into electricity, more than half of the energy is lost 
as waste heat [1]. This amount of energy can be used to meet a 
portion of demands for heating in residential and commercial 
buildings. In addition, Transmission and Distribution (T&D) 
of the electricity from central power plants lead to excess 
losses of net generation (it is around 9 %) [2]. A significant 
part of total primary energy is consumed in cities [3]. 
Distributed generation is one of the strategies to meet the 
rising energy demand [4]. Locally collected and locally 
utilized renewable energies can significantly improve the local 
economy if they are properly planned and implemented [5]. 
   CHP systems with district heating offer an alternative 
energy production mechanism with higher efficiency and 
greater energy security than many conventional alternatives 
[6]. When cooling is generated by waste heat in a CHP plant, 
a process known either as trigeneration (3 products from one 
fuel source) or Combined Cooling, Heating and Power 
(CCHP) can result in higher heat recovery and shorter 
payback time than comparable cogeneration approaches [7]. 
                                                           
*Corresponding Author’s Email: behshad@sharif.edu (M.B. Shafii) 
  URL: http://www.jree.ir/article_113937.html 

According to IEA, a significant source of CO2 emissions is 
buildings that account for about one-third of global final 
energy consumption. The International Energy Administration 
has proposed cogeneration as part of a strategy for reducing 
GHG emissions [8]. 
   In [9], the effect of micro CHP systems on the GHG 
emissions in the domestic sector was evaluated. In the 
optimized case, level of CO2 emissions was substantially 
lower than that in the reference case, i.e., with a separate 
generation of heat and electricity from the grid. In [10], the 
results demonstrated that the utilization of a CHP system led 
to the reduction of CO2, NOx, and CH4 emissions in all of the 
studied buildings. 
   The concept of cogeneration can be extended to include 
more outputs. Increase in use of distributed generation 
technologies has led to the emergence of the terms like 
“multiple energy carrier systems” [11]. These systems are 
known as Multi-Source Multi-Product (MSMP) energy 
systems. The term ‘hybrid energy system’ is used for 
introducing an energy system in which its inputs include two 
or more energy sources. This type of system leads to the 
improvement of system efficiency [12]. 
   Fossil fuels or renewable energies can be considered as 
inputs to MSMP systems. The system inputs comprise coal, 
biomass, natural gas and nuclear, and solar or geothermal 
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https://doi.org/10.30501/jree.2020.228287.1108
https://en.merc.ac.ir/
https://creativecommons.org/licenses/by/4.0/
http://www.jree.ir/
https://doi.org/10.30501/jree.2020.228287.1108
https://doi.org/10.30501/jree.2020.228287.1108
mailto:behshad@sharif.edu
http://www.jree.ir/article_113937.html


T. Taheri et al. / JREE:  Vol. 7, No. 4, (Autumn 2020)   56-66 
 

57 

energy. Outputs may also include electricity, heating/cooling 
power, and so on [13]. In [14], authors studied the chemical 
conversion, energy utilization, and pollution reductions in 
Multifunctional Energy Systems (MESs). In [15], an 
appropriate example was developed to present the advantages 
of hybrid energy systems in the building sector. 
   There are several approaches to formulating these types of 
systems including “the so-called hybrid energy hubs” [16]. 
Finally, in [17], the term “multi-objective systems” was 
employed that refers to the energy hub concept. The 
definitions begin by characterizing the energy hub approach, 
which can provide an interface among energy producers, 
consumers, and transportation sectors [8]. In other words, 
energy hub introduces an interface between the energy 
networks and loads [19]. In terms of the system, an energy 
hub represents some functions for conversion and storage of 
multiple energy carriers. The energy hub approach was 
developed as part of the project “Vision of Future Energy 
Networks - VoFEN” at ETH Zurich. VoFEN project aimed to 
organize the optimum configuration of energy systems in the 
future [20]. An energy hub is considered as a unit for 
conversion and, sometimes, it represents storage of multiple 
energy carriers [21]. 
   The energy hub is defined by its conversion matrix. Indeed, 
it is a matrix that represents the conversion efficiency of one 
input into one output. In [22], an operational analysis was 
conducted for multifunctional energy systems at a district 
level. The analysis consists of electricity, heat, and gas 
distribution networks. In this case, an efficiency matrix was 
utilized to model their interrelationships. 
   In [23], the matrix modeling method was formulated based 
on the energy hub concept. The authors modeled energy flows 
among trigeneration components through construction of the 
overall efficiency matrix, which represents the whole plant. 
This matrix formulation suggests an appropriate model for 
optimizing the operational cogeneration problems. An optimal 
strategy was determined for a case study and its objective 
function was to minimize the hourly energy cost. The 
achieved results demonstrate the effectiveness of the proposed 
matrix formulation. 
   In the optimization approach proposed by [23], the 
minimization of hourly energy costs was an operational 
optimization criterion. However, the investment costs were 
not considered for the equipment in the objective function. 
This simplification leads to less accurate solutions, especially 
in the case of hybrid networks. Given that energy costs of 
renewable energies such as solar and wind are zero, ignoring 
their convertor investment costs will make them the optimum 
choice among other forms of energies. The innovation of this 
paper is to propose a modification to the objective function 
presented in some previous studies. In this paper, the 
minimization problem was redefined by adding the investment 
costs of subsystems and applying levelized cost analysis. This 
procedure leads to the improvement of accuracy, which is 
necessary to see the coupling between the initial costs of 
equipment and long-term economic performance and quantify 
long-term outlook. Finally, environmental cost was added to 
the total cost by assigning the carbon tax to the GHG 
emissions. It was accomplished to quantify the benefits of 
reducing GHG emission, reached by applying the 
trigeneration system. Thus, the optimization problem was 
formulated by minimizing the total system levelized cost 
instead of simply hourly energy cost. Applying the optimal 
strategy determines which components to use per hour and 

how much each of these components is used to supply 
electricity, heating, and cooling. 
 
2. METHOD 

2.1. Matrix modeling procedure in trigeneration systems 

A detailed technical, economic, and environmental evaluation 
is required for successful implementation of cogeneration 
projects [24]. 
   In the MSMP energy system, matrix modeling defines the 
system using an overall efficiency matrix, which is composed 
of the conversion efficiencies of the inputs to outputs. Inputs 
and outputs were presented for the system in the matrix form. 
All of the elements in the input and output matrices are 
considered with the same order. In this study, energy vectors 
include fuel (F, input), electricity (E, both input from the grid 
and output to the load), heat (Q, output), and cooling (C, 
output). Then, the input and output vectors are considered as 
follows: 

Vi = [Fi, Ei, Qi, Ci]T                                                                           (1) 
 
Vo = [Fo, Eo, Qo, Co]T                                                                        (2) 

   Similar to the study presented in [23], a trigeneration system 
was considered with the following specifications: 3 micro gas 
turbines as the prime mover, 6 auxiliary boiler units fueled by 
natural gas and sized to the maximum heating load, 2 water 
absorption units, and 2 compression electric chiller units. 
Figure 1 shows the links between the system components: 

 
Figure 1. Input-output diagram of the case study trigeneration 

system 
 
   First, an efficiency matrix is individually constructed for 
each converter [23]. Afterward, the interconnection matrices 
are built and dispatch factors are also considered. Dispatch 
factors are used when an input goes to more than one 
component. Dispatch factor can take a value between 0 and 1 
[4]. 
   In this study, the interconnection matrix is a diagonal 4×4 
matrix that represents the connections between the plant 
components including inputs and outputs. For example, the 
TM, N interconnection matrix defines the direct connection 
between component M and component N. In the 
interconnection matrix, the elements in the main diagonal are 

https://www.sciencedirect.com/topics/earth-and-planetary-sciences/environmental-assessment
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either unity or dispatch factors. This is dependent on the ratio 
of the input energy for a given component. For the 
understudied system, the elements in the main diagonal of the 
interconnection matrix are denoted by D as follows: 

DO,B = [0, 0, αQQB , 0]                                                                          (3) 
 
DO,GT = [0, αEEGT,αQQGT , 0]                                                                     (4) 
 
DO,ECh = [0, 0, 0, 1]                                                                           (5) 
 
DO,ACh = [0, 0, 0, 1]                                                                           (6) 
 
DO,GE = [0, αEEGE, 0, 0]                                                                        (7) 
 
DB,I = [1- αYFGS, 0, 0, 0]                                                                       (8) 
 
DGT,I = [αYFGS,0, 0, 0]                                                                           (9) 
 
DECh,GT = [0, 1- αEEGT, 0, 0]                                                               (10) 
 
DECh,I = [0, 1- αEEGE, 0, 0]                                                                  (11) 
 
DACh,B = [0, 0, 1- αQQB , 0]                                                                (12) 
 
DACh, GT = [0, 0, αCQGT, 0]                                                                  (13) 

   The general approach to constructing the overall efficiency 
matrix is as follows: there is a backward movement from the 
outputs to the inputs. This process initiates by the first output 
and moves backward to the input. We should follow the path 
by multiplying each individual component efficiency matrix 
by its relevant interconnection matrix. There are subdivisions 
and junctions on the path. In a subdivision, the input from one 
component is split into two or more components or loads. In a 
junction, the input energy to one component stems from 
multiple components. If a junction is found in an output 
toward input path, we should summate the terms found in the 
paths from the junction point to the inputs. By getting at the 
input, the scanning procedure will restart from the last saved 
junction point. When all of the junctions are traced, the 
procedure is completed. 
   In the above procedure, the final expression will be 
configured for the overall efficiency matrix of the system as 
follows: 

R = TO,i I  +  TO,BRB TB,i I  +  TO,GTRGT TGT,i I  +  TO,EChRECh (T ECh,i 

I  +  TECh,GTRGT TGT,i I)  +  TO,AChRAch (T ACh,BR B T B,i I  +  

TACh,GTRGT TGT,i I)                                                                          (14) 

   In this trigeneration system, the efficiency entries are 
assumed to be constant for each component (its rated values) 
[23]. 
 
2.2. Formulation of trigeneration optimization 
problem 

Overall trigeneration system optimization is involved in 
optimizing dispatch factors, energy sources, and components 
capacities. To minimize the total costs, the outcome would be 
to meet the building energy demands by purchasing a rational 
amount of electricity and fuel to run the trigeneration system. 
   The energy demand vector (Vd), the amounts of input 
energies, and the share of energy flows correspond to different 
ratios of dispatch factors. When these dispatch factors are 

multiplied by the component efficiencies, the elements will be 
constructed for the overall efficiency matrix. Given that the 
dispatch factors are dependent variables, they can be reduced 
to independent ones. The obtained degrees of freedom provide 
the basis for developing a nonlinear optimization problem. 
Thus, the independent dispatch factor vector is presented as 
follows: 
𝛂𝛂 = [αEEGE, αYFGS, αEEGT, αQQGT , αCQGT, αQQB ]T                                             (15) 

 
2.2.1. Objective function 

To evaluate an energy system, the most important issues 
comprise energy demands, total cost, and GHG emissions 
[25]. Environmental costs can be considered as a cost category 
[26]. GHG emissions are estimated by multiplying either the 
fuel consumption or landfill gas potential by the GHG 
emission factor. In some jurisdictions, GHG emission factors 
might be calculated for electricity generation through an 
aggregate basis to facilitate the preparation of GHG 
calculations. This value is multiplied by T&D losses (%) and 
GHG emission factor for the base case electricity system. It is 
performed to calculate the GHG emissions associated with the 
T&D losses for the proposed case power system [27]. 
   Here, emission costs of natural gas and the central electricity 
mix are estimated through the following Equation [27]: 

Cemiss = (GEFF F+GEFE E) Ctx                                                       (16) 

   Finally the objective function can be rewritten as follows: 

Total cost = CinvGT + CinvB + CinvACh + CinvECh + CO&M
GT + CO&M

B + CO&M
ACh +

CO&M
ECh + CFGSFi+CEiGEEi_CEoGE(Ei_Eo)+ Cemiss                                      (17) 

where CinvGT , CinvB , CinvACh, and CinvECh  are the hourly equivalent 
investment costs for each sub-system of producers, primary 
converters, and secondary converters, respectively. 
CO&M
GT , CO&M

B , CO&M
ACh , and CO&M

ECh   are the hourly equivalent 
operation and maintenance costs for each sub-system that 
regularly occur and they are considered for preserving the 
mentioned sub-system. CFGS and CEiGE are the hourly prices of 
purchasing input energies (natural gas and grid electricity). 
CEoGE is the hourly price of selling the surplus electricity to the 
grid. Cemiss is GHG emission cost of consuming input 
energies. Here, this study has addressed the impact of such tax 
on the economics of the studied trigeneration system. 
   As the series of costs are not uniform, the levelized value 
should be computed. Therefore, it is essential to apply the 
capital recovery factor to estimate all of the costs for each 
year throughout the entire economic life of the plant. It is 
assumed that all prices are escalated at the same rate 
throughout the project life cycle. The hourly capital recovery 
factor can be calculated through the following equation [28]: 

CRF = 1
8760

( I(1+I)n

(1+I)n−1
)                                                                     (18) 

where I is the interest rate and n is the lifetime (Yr) of each 
sub-system. 
   Table 1 summarizes the rated capacities of the used relevant 
equipment as well as their investment and operation costs. 
Similar to [23], the current trigeneration system consists of 
three micro gas turbines of 100 kWE and six auxiliary boilers 
of 150 kWt capacity. Two chillers are also sized to the cooling 
load peak. 
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Table 1. The rated capacities of the used relevant equipment 

Equipment Capacity (kW) Efficiency (%) Investment Cost (€/kW) Annual cost (€/kWh) Life cycle (yr) 
Trigeneration system 

(3 micro-turbines) 
300 (electrical) 
450 (thermal) 

ηE = 0.3 
ηQ= 0.45 2000 0.02 15 

Boiler (6 units) 900 ηt= 0.8 200 0.01 25 
Electric Chiller 

(2 units) 400 COPECh=3 400 0.04 25 

Absorption Chiller 
(2 units) 400 COPACh = 0.7 250 0.02 15 

 
2.2.2. Constraints 

The equality constraints express energy balances for each 
energy carrier at the inputs and outputs of plant components 
and the whole system. Therefore, we have: 

𝐑𝐑X𝐕𝐕iX − 𝐕𝐕oX = 0       for  X ∈ X                                                       (19) 
 
𝐑𝐑𝐕𝐕i − 𝐕𝐕o = 𝟎𝟎                                                                                  (20) 
 
Ei . (Eo − Ed) = 0                                                                           (21) 

   Eq. (21) suggests a condition in which electricity is either 
sold to or bought from the grid. It is associated with the 
inequality constraint Ed≤ Eo. When one energy carrier is split 
into a number of components at a subdivision, the input 
energy of each component represents the ratio of total energy 
flow. Thus, dispatch factors should be greater than or equal to 
zero and no more than one (Eqs. 22 and 23). The sum of all 
the divided energy carriers must be identical to the initial 
energy carrier. Furthermore, input fuel, purchased electricity 
from the grid, and electricity sold back to the grid must be 
positive. 

-α ≤ 0                                                                                              (22) 
 
α -1 ≤0                                                                                            (23) 
 
-Ei ≤ 0                                                                                             (24) 
 
-Fi ≤ 0                                                                                             (25) 

   Each plant convertor may have thresholds such that the 
convertor would be cut down for outputs below a certain 
threshold. The lower bounds are set to zero for boilers, electric 
chillers, and absorption chillers. For the micro gas turbine, the 
technical lower limit is equal to 50 % of its rated output. The 
GT is switched off below this threshold. The maximum limits 
of the equipment are equal to the rated capacities of them. 

According to the output upper and lower bounds for the 
components, we can have the corresponding inequality 
constraints as follows: 

𝐑𝐑𝐕𝐕iX − 𝐕𝐕�X ≤ 0    for  X ∈ 𝐗𝐗                                                            (26) 
 
𝐕𝐕X − 𝐑𝐑X𝐕𝐕iX ≤ 0    for  X ∈ 𝐗𝐗                                                          (27) 

 
2.2.3. Optimization algorithm 

These types of optimization problems can be solved by 
applying several methods such as penalty and barrier 
functions, gradient projection algorithm, sequential quadratic 
programming, and Genetic algorithm [19]. 
   The optimization function chosen here is fmincon.m, in 
MATLAB, whose algorithm is set to be ‘sqp’ (sequential 
quadratic programming). 
 
2.3. Case study 

First, the optimization was run with respect to the same input 
datasets as those used in Gianfranco Chicco and Pierluigi 
Mancarella [23]. This procedure was employed to validate 
the results. For example, the gas price was set to 20 €/MWht 
and it was assumed that this price would remain constant 
throughout the analysis. For the sake of simplicity, buying and 
selling electricity prices were assumed to be the same. 
Second, the optimization problem was solved by setting the 
equipment investment and O&M costs to zero and ignoring 
the greenhouse gas emissions. Therefore, the required 
conditions presented in [23] were stimulated. Figure 2 shows 
the results. 
   The simulation results are consistent with the results 
obtained in [23]. There was no significant difference between 
the results. The errors were associated with digitizing the 
diagrams of load patterns to obtain the load data of the 
mentioned paper. 
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Figure 2. Verification of the written optimization code by simulating the conditions of Mancarella et al. [23]. The results achieved with minimum 

hourly energy cost over the 3 seasonal days (blue) show good consistency with those of the mentioned study (red) 
 
3. RESULTS AND DISCUSSION 

The true value of CHP over its lifetime was reached by 
analyzing several items including capital and maintenance 
costs and financial and environmental benefits. To this end, 
the optimization was repeated by considering the levelized 

costs of plant components and evaluating the environmental 
costs due to the electricity generated and fuel consumption. 
Figure 3 shows the optimal total cost in comparison with the 
energy cost on three seasonal days. 
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Figure 3. Minimum hourly equivalent levelized total cost (blue) compared to minimum hourly energy cost on the 3 seasonal days 

 
The blue line represents the total costs of the studied 
trigeneration system. These costs are included in investment 
costs, energy costs, operation and maintenance costs, and 
GHG emission taxes on the fuel consumption and grid 
electricity generation. The total costs are plotted against the 
hourly energy costs. The minimum differences between the 
two lines were observed during the first hours of the summer, 
because the electricity demand in the optimum case was 
totally supplied through grid electricity during these hours. 

Thus, the cost of the micro turbines has no contribution to the 
total cost in these hours. Therefore, GHG emission costs were 
added only to the base case. It should be mentioned that the 
equipment investment costs are converted to equivalent 
levelized costs. Then, the costs were calculated according to 
the hours, resulting in the optimum case. Thus, the levelized 
equipment cost was set to zero during non-use hours. 
   Relevant power flows corresponding to the minimum total 
levelized cost are shown in Figs. 4, 5, and 6. 

 

 
a) Spring/Autumn electricity 

 
 

 
b) Spring/Autumn heating 
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c) Spring/Autumn cooling 

Figure 4. Hourly energy flows on a typical day in an intermediate (spring or autumn) season for the optimal operational strategy; 
a) electricity, b) heating, and c) cooling 

 
Figure 4a shows that the entire electricity demand is supplied 
by the CHP during a typical day of an intermediate 
(spring/autumn) season. Thus, no electricity is purchased from 
the grid. A part of the electricity generated by CHP goes to the 
electric chiller. From 7 to 21, the CHP system (3 micro-
turbines) operates at its rated capacity (300 kWE). The surplus 
electricity is sold to the grid, as shown by the dotted line in 
Figure 4a. The heat generated by CHP can meet the whole 

heating demand for the intermediate season, from 21 to 8, 
except during 8 to 21, although it operates at its rated heating 
capacity (450 kWQ), it cannot meet the entire heating demand. 
Accordingly, the remaining demand is supplied through 
operation of auxiliary boiler (Figure 4b). The entire cooling 
demand is met by the electric chiller during a day in the 
intermediate season. It operates with power supply from the 
CHP (Figure 4c). 

 

 
a) Summer electricity 

 
 

 
b) Summer heating 
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c) Summer cooling 

Figure 5. Hourly energy flows on a typical day in summer season for the optimal operational strategy; a) electricity, b) heating, and c) cooling 
 
On a summer day, due to the increased power demand, 
applying CHP leads to much more heat. Thus, regarding low 
heating demand during the night, the CHP is switched off 
from 22 to 7 in the optimal strategy. Furthermore, selling the 
surplus of generated electricity to the grid is not profitable 
during the interval of time. Therefore, the electricity is bought 
from the grid. From 19 to 22, about half of the electricity 
demand is supplied by the CHP and the remaining electricity 
comes from the grid. From 7 to 20, the produced electricity on 
a summer day can be used to power compressors for the 
cooling system. The excess electricity is sold to the grid 
during the interval of time (Figure 5a). From 7 to 22, the 
entire heating demand is met by the CHP, while the excess 

heat is used to run the absorption chiller (Figure 5b). The 
cooling demand on a summer day is covered by both the 
absorption and electric chillers whose supplies come from the 
CHP (Figure 5c). 
   The electricity generated by CHP is sold during the entire 
winter day. In the optimal strategy, the CHP system (3 micro-
turbines) operates at its rated capacity from 6 to 23 (Figure 
6a). Although the CHP operates at its rated capacity in these 
hours, it cannot cover the whole thermal demand. In this case 
(from 6 to 23), the remaining heating load is provided by the 
auxiliary boiler. On a winter day, the CHP supplies the total 
heating demand from 23 to 6. As there is no cooling demand, 
no energy goes to chillers (Figure 6b). 

 
a) Winter electricity 

 
 

 
b) Winter heating 

Figure 6. Hourly energy flows on a typical day in winter season for the optimal operational strategy; a) electricity, b) heating 
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As it can be seen, despite the added cost of the equipment, the 
optimal strategy offers the CHP to be switched on for most of 
the time instead of buying electricity from the grid. One 
reason is that the hourly equivalent equipment cost is 
negligible for the CHP system components throughout the 
lifetime of the plant. This situation makes it still profitable in 
comparison with the buying electricity from the grid. The 
second reason is that less carbon tax is levelized on the power 
generated by the CHP. Since CHP cogenerates electricity and 
heat, the application of CHP instead of using grid electricity 
and boiler separately for producing the same amount of 
electricity and heat reduces GHG emissions. 
 
3.1. Payback time 

The current utilization of cogeneration systems is extremely 
low in the United State residential sector. It is mainly due to 
their high costs in comparison with conventional energy 
systems [29]. Therefore, utilization of these types of 
technologies in the domestic sector requires comprehensive 
technical and economic analysis and it may also be able to 
acquire government grants [30]. 
   In the studied system, electricity can be either purchased 
from or sold to the grid. It is implemented by considering the 
corresponding electricity prices. In this case study, it was 
assumed that the remaining electricity was sold back to the 
grid at the same price with purchasing electricity from the 
grid. Therefore, the annual profits could not recoup the 
investment costs as well as annual O&M and energy costs. To 
make the CHP option profitable, it is essential to sell the 
surplus electricity of CHP at higher prices. 
   Therefore, the optimization was [16] performed first with 
respect to the assumption that the entire electricity demand 
would be met by the CHP system and no electricity was 
bought from the grid. The hourly profit was calculated for 
selling surplus electricity in 3 typical days corresponding to 3 
spring/autumn, summer, and winter seasons. 
   The optimization was repeated with respect to different 
selling/purchasing electricity rates to/from the grid prices 
ratios. Based on the achieved results, Figure 7 depicts that 
payback time decreases by increasing the purchasing price for 
the electricity generated by the CHP system. If the price of 
purchasing CHP electricity is considered three times more 
than the current ones, payback times below 5 years can be 
achieved. 

 

 
Figure 7. The range of payback periods of the studied CCHP system, 
calculated for different selling to purchasing electricity prices ratios 

(r) 
 
4. CONCLUSIONS 

In the studied system, application of CCHP led to saving in 
the electricity bought from the grid. These savings were 

computed and the emissions from the fuel consumption were 
evaluated. Electricity generation by CCHP led to achieving 
1256 MWh annual electricity savings that otherwise must be 
purchased from the grid. The results also showed a significant 
reduction in annual CO2 emissions (703.3 tons per year). The 
environmental impact of this project was assessed by GHG 
emission analysis. The results showed that applying the 
trigeneration system reduced CO2 emission by 10550 tons 
during the system lifetime (15 Years). If the carbon tax was 
assigned to GHG emissions, the advantages of GHG emission 
reduction would be quantified (prices varying from 1 to 100 
€/ton of CO2; an average cost of 30 €/ton CO2 was set [31]). 
This process led to 21099 € savings annually. 
   Increase in purchasing price of the electricity generated by 
these technologies can be considered as one of the supportive 
policies to promote the renewable energies as well as CHP 
systems. The attained results showed that this strategy would 
make cogeneration energy systems profitable and improve the 
contribution of these systems for supplying electrical and 
thermal demands in residential buildings. 
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NOMENCLATURE 

ACh Absorption chiller 
B Boiler 
C Cooling (kWh) 
C Cost (€) 
Ctx Carbon tax 
D Main diagonal of the interconnection matrix 
d Demand 
E Electricity(kWhE) 
ECh Electrical chiller 
Emiss Emission 
F Fuel (kWht) 
GE Grid electricity 
GEF Greenhouse gasses emission factor (tons of CO2 

per kWh) 
GS Gas supply 
GT Micro gas turbine 
i Input 
I Interest rate 
inv Investment 
M Number of energy vectors 
n Lifetime 
o Output 
Q Heat (kWht) 
R Efficiency matrix 
T Interconnection matrix 
v Array of energy vectors 
X Plant components 
Y Cogenerator 
Greek letters 
α Dispatch factor 
η Efficiency 
Abbreviations 
CCHP Combined cooling, heat and power 
COP Coefficient of performance 
CRF Capital recovery facor 
GHG Greenhouse gasses 
IEA International energy agency 
MESs Multifunctional energy systems 
MSMP Multi-source multi-product 
O&M Operation and maintenance 
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sqp Sequential quadratic programming 
T&D Transmission and distribution 
Subscripts 
t Thermal 

Superscript 
T Array or matrix transposition operator 

 

 
APPENDICES 

Appendix A. Hourly electricity, heat and cooling loads for the 3 typical seasonal days used in the case study [23] 
 

Hour Spring/Autumn load (kWh) Summer load (kWh) Winter load (kWh) 
Electricity Heating Cooling Electricity Heating Cooling Electricity Heating Cooling 

1.00 87.00 168.00 0.00 77.34 0.00 0.00 96.67 303.39 0.00 
2.00 87.00 168.00 0.00 78.32 0.00 0.00 97.48 304.87 0.00 
3.00 87.00 168.00 0.00 78.32 0.00 0.00 97.08 304.87 0.00 
4.00 83.00 168.00 0.00 74.05 0.00 0.00 92.21 303.39 0.00 
5.00 85.00 168.00 0.00 69.79 0.00 0.00 94.64 303.39 0.00 
6.00 100.00 338.17 0.00 86.85 0.00 0.00 111.27 610.99 0.00 
7.00 146.00 450.43 0.00 125.25 41.70 24.46 161.54 718.95 0.00 
8.00 170.00 563.73 0.00 152.82 115.29 76.06 189.92 832.83 0.00 
9.00 183.00 563.73 13.57 162.66 226.77 132.73 203.30 834.30 0.00 

10.00 174.00 563.73 26.70 155.44 227.40 190.25 193.57 832.83 0.00 
11.00 176.00 564.78 42.36 157.09 227.39 288.36 196.81 832.83 0.00 
12.00 180.00 547.99 69.39 161.68 224.02 345.04 201.27 816.56 0.00 
13.00 170.00 527.01 86.06 150.52 208.14 359.42 188.30 795.85 0.00 
14.00 171.00 520.72 70.91 152.82 191.82 336.58 191.54 789.94 0.00 
15.00 165.00 502.88 44.64 147.24 183.92 278.21 184.24 773.67 0.00 
16.00 161.00 473.51 29.99 133.13 166.99 179.25 179.38 741.14 0.00 
17.00 161.00 473.51 15.08 134.44 138.20 116.66 179.78 742.61 0.00 
18.00 171.00 473.51 3.46 143.63 137.58 65.06 190.73 741.14 0.00 
19.00 184.00 473.51 0.00 160.70 137.58 21.92 204.52 741.14 0.00 
20.00 184.00 473.51 0.00 164.96 137.58 5.01 204.52 741.14 0.00 
21.00 163.00 336.08 0.00 145.60 99.60 0.00 182.22 609.52 0.00 
22.00 136.00 337.12 0.00 121.64 0.00 0.00 151.00 609.52 0.00 
23.00 120.00 167.17 0.00 107.20 0.00 0.00 133.97 304.87 0.00 
24.00 106.00 167.17 0.00 95.39 0.00 0.00 118.16 304.87 0.00 

 
Appendix B. Hourly grid electricity prices on the 3 seasonal days of the case study [23] 

 
Electricity price (€/MWh) 

Hour Spring/Autumn Summer Winter 
1 40 30 50 
2 20 20 40 
3 20 20 40 
4 20 20 40 
5 20 30 40 
6 40 40 40 
7 40 50 50 
8 60 70 70 
9 110 100 110 

10 120 110 110 
11 120 110 110 
12 110 80 110 
13 80 70 100 
14 80 80 80 
15 90 80 100 
16 90 100 110 
17 90 80 120 
18 90 70 120 
19 120 60 110 
20 90 60 80 
21 70 60 80 
22 60 50 50 
23 40 50 50 
24 40 40 40 
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A B S T R A C T  
 

Carbon-dioxide Capture and Utilization (CCU) technology is an efficient process in the 
portfolio of greenhouse gas reduction approaches and is programmed to mitigate global 
warming. Given that the prime intention of CCU technologies is to prevent CO2 emissions 
into the atmosphere, it remains to be seen if these approaches cause other environmental 
impacts and consequences. Therefore, the Life Cycle Assessment (LCA) approach was 
considered to account for all environmental aspects, in addition to the emission of 
greenhouse gases. In this study, the Life Cycle Inventory (LCI) methodology was employed 
to quantify the environmental impacts of indirect carbonation of Red Mud (RM), a waste 
byproduct of alumina production line in Jajarm Alumina Plant, Iran by CO2 exhausted from 
the plant stacks based on International Organization for Standardizations (ISO) of ISO 
14040 and ISO 14044. The results confirmed the reduction of CO2 emission by 82 %. The 
study of carbon footprint based on ISO 14064 under the criterion of PAS 2050 revealed CO2 
emission equivalent to 2.33 kg/ ton RM, proving that CCU managed to mitigate the CO2 
emission by 93 % compared to the conventional technology employed in Jajarm Plant, 
which produced around 34 kg CO2 per 1 ton RM. Furthermore, the economic evaluation of 
the process brought about 243 $/ton RM in profit via the sales of products including silica, 
aluminum, hematite, and calcium carbonate. The outcomes of the present study highlight 
that the intended CCU technology is a practicable approach for large-scale applications. 
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 چکیده

منظور کاهش گرمـایش جهـانی   اي به) یک روش مفید در جهت کاهش گازهاي گلخانهCCUاکسید (ديکربنبرداري دام اندازي و بهرهتکنولوژي به
باشد، اما باید این اطمینان حاصل گردد که این روش به اتمسفر می CO2جلوگیري از انتشار گاز  CCUهاي اگرچه مقصود اصلی تکنولوژي باشد.می

هـدف احتسـاب تمـامی     ي حیـات بـا  باشند. باتوجه به این مطلب، دستاورد ارزیابی چرخـه در پی نداشتهمحیطی دیگري را هاي زیستاثرات و پیامد
ي حیـات بـر اسـاس    شناسـی فهرسـت چرخـه   اي در نظر گرفته شد. در ایـن مطالعـه، روش  محیطی افزون بر انتشار گازهاي گلخانهپیامدهاي زیست

ي تولیـد  کارخانـه سیون غیرمستقیم گل قرمز، پسـماند  زیستی کربناي اثرات محیطمحاسبهمنظور  به ISO 14044و  ISO 14040استانداردهاي 
را نشـان داد.   CO2% انتشـار معـادل    82 هاي کارخانه مورد بررسی قرار گرفت. نتایج، کاهشخروجی از دودکش CO2توسط گاز  آلومیناي جاجرم،

شده براي بررسی رد پاي کربن در ایـن مطالعـه   ، که چارچوب مطالعه 2050PAS ارطبق معی ISO 14064دست آمده بر اساس استاندارد نتایج به
در مقایسه با تکنولـوژي   CO2% انتشار معادل  93تن گل قرمز را نشان داد که بیانگر کاهش  1ازاي به kg 33/2به میزان  CO2است، انتشار معادل 

فرآیند حـاکی   براین، ارزیابی اقتصاديباشد. علاوهتن گل قرمز را دارد، می 1به ازاي  kg 34 حدود CO2ي جاجرم که انتشار معادل متداول کارخانه
باشـد.  تن گل قرمز دارد که ناشی از فروش محصولات از جمله سیلیکا، آلومینیوم، هماتیت و کربنات کلسـیم مـی   1دلار به ازاي  234از سود معادل 

 ک دستاورد قابل اجرا براي کاربرد در مقیاس بزرگ است.ی CCUنشان داد که تکنولوژي  نتایج این تحقیق
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A B S T R A C T  
 

In the present study, the performance of a Desiccant Evaporative Cooling System (DECS) 
under eight different designs to provide the desired indoor air conditions for administration 
buildings was explored via TRNSYS software. An administration building in Chabahar, Iran 
as a region with a high cooling load demand was considered for the study. The simulation 
results indicated that the two-stage desiccant cooling system (Des. H) was the most suitable 
design, and it enjoyed the potential to keep the indoor air conditions within the standard 
recommendations. It was also shown that Des. H is the superior design in terms of energy 
performance and can meet the space cooling load requirements. The study showed that Des. 
H had the highest COP value with 2.83. The possible application of solar energy to the 
regeneration process of the Des. H was also studied. The simulations revealed that Des. H 
with and without the solar panels had less energy consumption than the existing system. The 
study showed that the application of Des. H could ensure 26.97 % saving in power per year 
in comparison to the existing system. Moreover, it was demonstrated that the addition of 
PVT panels to Des. H could increase the rate of annual power saving to about 68.03 %. 
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 چکیده

یـک   بـراي  مطلـوب  طرح مختلف به منظور تأمین هـواي  هشت تحت  (DECS)دسیکنت تبخیري کنندهخنک سیستم عملکرد یک مطالعه، این در
ایران به عنوان یـک   ،مورد ارزیابی قرار گرفته است. به این منظور یک ساختمان اداري در چابهار TRNSYSاداري با بکارگیري نرم افزار  ساختمان

) Des. Hي (ادو مرحله دسیکنتکننده خنک طرح دهد کهینشان م يسازهیشب جینتامورد مطالعه قرار گرفته است.  بالا سرمایشیبار  منطقه با نیاز
محـدوده  را در  سـاختمان داخـل   يهـوا  طیرا دارد که شرا لیپتانس نیو اتر بوده مناسب هاجهت تأمین هواي مطلوب ساختمان نسبت به دیگر طرح

سرمایشـی  توانـد بـار   یو م ـبوده  تري برخوردارمناسب از شرایط ياز نظر عملکرد انرژ Des. H طرح نشان داده شد که نیهمچناستاندارد نگه دارد. 
در بـین   83/2را بـه مقـدار    COPي بالاترین مقدار ادو مرحله دسیکنتخنک کننده  دهد طرحنماید. نتایج مطالعه نشان می تأمینفضا را  مورد نیاز

گرفـت.   رمورد مطالعه قرا Des. Hهاي مطالعه شده دارد. در ادامه امکان بکارگیري انرژي خورشیدي در مرحله بازیابی سیستم دسیکنت طرح طرح
در مقایسه با سیستم موجود کاهش  % 97/26مصرف سالیانه انرژي را به میزان  Des. H تحت طرح DECS سیستمنشان داد که  يسازهیشبنتایج 

    افـزایش %  03/68کـاهش مصـرف سـالیانه بـه میـزان       ‚PVTبه همراه  Des. Hدر صورت بکارگیري طرح  دهدمیمطالعه نشان دهد. به علاوه می
 یابد.می
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A B S T R A C T  
 

Climate change refers to any significant and long-term alterations in global or regional 
weather conditions. The impact of climate change on the industrial plans is enormous, while 
the water supply sector has been challenged to examine how it could continuously operate in 
the current situation. Optimization of energy consumption and reduction of Greenhouse 
Gases (GHG) emissions are some of the priorities of water companies. The objective of the 
study is to propose a novel evaluation approach to the feasibility of using renewable 
energies (solar, wind, and biomass) in the water and wastewater industry. Tehran Water and 
Wastewater Company consists of six regional districts and forecasting of its energy 
consumption, power costs, and carbon tax rates for the next ten years was done by using the 
regression model. The results indicated that increase in water supply and electricity 
consumption was evidenced by the increase in Tehran's annual population. GHG emissions 
were calculated in two scenarios, the first of which is based on the total supply of required 
electricity from conventional power plants and the second is on the generation of 
approximately one-third by renewable energies. In addition to the higher emissions of 
carbon dioxide (CO2) from diesel and oil power plants than the natural gas-fueled plants, by 
increasing the carbon tax to more than 30 USD per tonne of CO2, it is expected that the 
emissions will be reduced by 30 % in all fossil-fueled power plant types. Results showed 
that a small amount of tax was not effective in reducing GHG emissions. 
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 چکیده

آب و هـوا در   راتیی ـتغ ریاشـاره دارد. تـأث   يامنطقـه  ای ـ یجهان ییآب و هوا طیمدت در شراو تحولات مهم و بلند رییآب و هوا به هرگونه تغ راتییتغ
 دهیبه چالش کش ـ حاضر، طیدر شرا پایدار فعالیت یچگونگ یبررس يبرا تأمین آب شربکه بخش  بطوریکهاست،  ادیز اریبس یصنعت يهاریزيبرنامه

 کی ـمطالعه، ارائه  نیآب است. هدف از ا يهاشرکت يهاتی) از اولوGHG( يگلخانه ا يو کاهش انتشار گازها يمصرف انرژ يسازنهیشده است. به
توده) در صنعت آب و فاضلاب اسـت. شـرکت آب و   ستی، باد و زيدی(خورش ریپذدیتجد يهاياستفاده از انرژ سنجیامکان يبرا دیجد یابیروش ارز

با استفاده از  آن ندهیده سال آ يکربن برا اتیو نرخ مال انرژي يهانهی، هزيمصرف انرژ ینیبشیپو شده است  لیشش منطقه تشک زفاضلاب تهران ا
. باشـد مـی  تهـران  نهسـالا  تی ـجمع شیافـزا  ، ناشی ازمصرف برق و یآبرسانمشهود  شینشان داد که افزا جینتا شده است. ینیبشیپ ونیمدل رگرس

هاي رایج و دومی براساس اول مبتنی بر تأمین کل الکتریسیته موردنیاز از نیروگاه ویسنار، شده است انجام ویدو سناردر قالب  GHG محاسبه انتشار
و نفت نسـبت   زلیدبا سوخت  يهاروگاهی) بالاتر از نCO2( کربن دیاکس ي. علاوه بر انتشار دهاي تجدیدپذیر استيتولید حدود یک سوم آن از انرژ

 زانیشود که میم ینیبشی، پCO2 انتشار دلار در هر تن 30از  شیکربن به ب اتی، با در نظر گرفتن مالکنندکار می یعیگاز طبیی که با هاروگاهیبه ن
در کـاهش انتشـار    اتی ـنشان داد که مقدار کـم مال  جی، نتانهمچنی .ابدیکاهش هاي سوخت فسیلی، % براي همه انواع نیروگاه 30میزانتا انتشار آن 

GHG ستیمؤثر ن. 
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A B S T R A C T  
 

This paper deals with the problem of maximizing the extracted power from a wind turbine in 
the presence of model uncertainties and input saturation. An adaptive second-order integral 
terminal sliding mode speed control method is utilized to address this problem. The 
presented method benefits from the advantages of several control techniques, i.e., 
adaptability, robustness, finite-time convergence, and the capability of coping with the input 
saturation. The robust nature of the designed controller causes its high performance in 
facing the uncertainties in the wind turbine model. In this paper, to compensate for the effect 
of input saturation, an auxiliary dynamic variable is added to the tracking error and also an 
adaptation law is designed so that the finite-time convergence of the closed-loop system can 
be achieved. Moreover, to reduce the mechanical stresses which are the result of the 
chattering phenomenon, a second-order sliding surface is employed. The finite-time 
convergence of the designed controller has been proven by the Lyapunov stability theorem 
in which the finite-time convergence of the tracking error to zero is guaranteed. Finally, to 
illustrate the effectiveness and satisfactory performance of the proposed controller, two 
comparative simulations are carried out. The results of this comparison show that the 
proposed controller has less error to track the optimal speed and when the model 
uncertainties and input saturation occur in the wind turbine system, the proposed controller 
is almost 3 % more efficient than the existing controllers. 
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 چکیده

ایـن   کنـد. بـه   هاي مدل و اشباع ورودي را بررسـی مـی   بادي در حضور عدم قطعیت توربینکردن توان استخراج شده از یک این مقاله مسئله حداکثر
شود. روش پیشنهادي مزایاي چنـدین تکنیـک کنترلـی از     منظور، از یک روش کنترل سرعت مد لغزشی ترمینال مرتبه دوم تطبیقی بهره گرفته می

شـده   کننـده طراحـی   باشد. طبیعت مقاوم کنترل قبیل قابلیت تطبیق، مقاوم بودن، همگرایی زمان محدود و توانایی مقابله با اشباع ورودي را دارا می
یـک متغیـر    ،گردد. در این مقاله جهت جبـران اثـر اشـباع ورودي    هاي موجود در مدل توربین بادي می باعث عملکرد بالاي آن در مواجهه با نامعینی

 یسـتم زمـان محـدود س   یـی همگرااي طراحی شده است که  دینامیکی کمکی به خطاي ردیابی اضافه شده است و همچنین یک قانون تطبیق به گونه
هاي مکانیکی حاصل از پدیده چترینگ، یک سطح لغزش مرتبه دوم به کـار بـرده شـده اسـت.      به علاوه، جهت کاهش تنش د.گرد حاصلقه بسته حل

یـابی   شود که خطاي دنبال گردد که در آن تضمین می کننده طراحی شده با استفاده از قضیه پایداري لیاپانف ثابت می محدود کنترل -همگرایی زمان
اي نشـان   سـازي مقایسـه   کننده پیشنهادي با انجام دو شـبیه  بخش کنترل گردد. در نهایت، عملکرد مؤثر و رضایت محدود به صفر همگرا می -زماندر 

یـابی   کننده پیشنهادي خطاي کمتـري در دنبـال   کنترلکه  دهد گردد. نتایج این مقایسه نشان می شود و برتري روش پیشنهادي مشخص می داده می
 یباًتقر هاي موجود کننده نسبت به کنترل دهد، یرخ م يباد ینتورب یستمدر س يو اشباع ورود هاي مدل قطعیتکه عدم  یهنگامبهینه دارد و سرعت 

 دارد. یشتريبراندمان  % 3
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A B S T R A C T  
 

This study offers an effective solution to meet the growing demands of biogas plants for 
energy. This paper presents a model and simulates the digestion process of biogas 
production from the organic and food processing waste that contains high moisture. Biogas 
is produced by bacteria through the bio-degradation of organic material under anaerobic 
conditions. According to the findings, in case of biogas production, the broiler chicken 
manure is approximately 88 %. From the analysis, it is observed that the chicken broiler 
waste is approximately 88 % more efficient than the unsorted waste. In addition,  in the case 
of digestate, the cow manure is approximately 6.25 % more efficient than the garden waste. 
The present study aims to investigate the performance of different types of  wastes regarding 
biogas production. To this end, different types of waste were considered in data analysis. 
According to the data analysis, biogas production is highly affected by the type of waste. 
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 چکیده

سـازي  دهد. مدل ارائه شده در ایـن مقالـه بـه شـبیه    بیوگاز براي انرژي ارائه می واحدهاياین مطالعه یک راه حل مؤثر براي رفع نیازهاي رو به رشد 
هـا و از راه  پـردازد. بیوگـاز توسـط بـاکتري    هاي فرآوري مواد آلی و مواد غذایی که حاوي رطوبت زیادي هستند، میفرآیند هضم تولید بیوگاز از زباله

حاصل از تجزیـه و تحلیـل    تولید بیوگاز موارددر  ،هاي بدست آمدهبا توجه به یافته شود.هوازي تولید میتجزیه بیولوژیکی مواد آلی، تحت شرایط بی
%  88بندي نشده که به طور تقریبی در مقایسه با ضایعات مرغی دستهبندي شده دسته هاي گوشتیضایعات مرغشود که می ی، مشاهدهات مرغضایع

مطالعه حاضر با هدف بررسی  از زباله هاي باغی کارآمدتر است. % 25/6چنین، به شکل کلی، هضم هوازي کود گاو تقریباً است، کارآمدتر هستند. هم
هـا مـورد بررسـی قـرار     براي این منظور، انواع مختلفی از پسماندها در آنـالیز داده  مختلفی از پسماندهاي تولید بیوگاز انجام شده است.عملکرد انواع 

 ها، تولید بیوگاز به شدت تحت تأثیر نوع مواد زائد است.با توجه تجزیه و تحلیل داده گرفت.
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A B S T R A C T  
 

Given that the catalyst and catalyst support properties have a key role to play in the 
electrochemical activity of fuel cells, in this research, the synergism effect of Pt and Ru 
nanoparticles reduced on catalyst support [synthesized Carbon Aerogel-Carbon Nanotube 
(CA-CNT)] was investigated. The catalyst support was synthesized by sol-gel method and 
the catalyst nanoparticles were reduced on catalyst support using impregnation and 
hydrothermal method. Different molar ratios of Pt:Ru (i.e., 0:1, 1:0, 3:1, 2:1, 1:1, 1:2, and 
1:3) were applied as electrocatalysts for Methanol Oxidation Reaction (MOR). The 
electrochemical performance of these catalysts was compared with that of commercial Pt/C 
(20 % wt) for MOR. The physical properties of the synthesized catalyst support (CNT-CA) 
were studied using FESEM and BET techniques. Moreover, XRD and ICP analyses were 
employed for investigating each of the synthesized catalyst (Pt/CNT-CA and Ru/CNT-CA). 
The cyclic voltammetry and chronoamperometry methods were used to conduct 
electrochemical analysis. Research results indicated that synthesis methods were reliable. 
Moreover, CNT-CA had a proper performance as the catalyst support and the Pt:Ru with a 
3:1 molar ratio was the best catalyst among all the synthesized catalysts for MOR. 
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 چکیده

افزایی کند، در این تحقیق اثر همهاي سوختی نقش کلیدي ایفا میاز آنجا که خواص کاتالیست و پایه کاتالیست در فعالیت الکتروشیمیایی پیل
ژل سنتز شده و  -) بررسی شده است. پایه کاتالیست با روش سلCA-CNTکربن نانوتیوب (-یروژلآاحیاء شده بر روي کربن  Ruو  Ptنانوذرات 

تی از نانوذرات کاتالیست با روش غوطه وري و هیدروترمال بر روي پایه کاتالیست احیاء شده است. به عنوان الکتروکاتالیست نسبتهاي مولی متفاو
Pt:Ru )1:3 کار رفته است. فعالیت الکتروکاتالیستی این کاتالیستها با براي واکنش اکسایش متانول به )0:1، 1:0، 3:1، 2:1، 1:1، 1:2 وPt/C 

 XRDبررسی شدند. همچنین  FESCMو  BETویژگیهاي فیزیکی پایه کاتالیست سنتز شده با استفاده از تکنیکهاي  تجاري مقایسه شده است.
) و CVاي (یستهاي سنتز شده استفاده شدند. براي بررسیهاي الکتروشیمیایی از تکنیکهاي ولتامتري چرخهبراي شناسایی کاتال ICPو 

کارآیی مناسبی به عنوان پایه  CA-CNTکار رفته براي سنتز معتبر است، همچنین نتایج نشان دادند که روشهاي به کرونوآمپرومتري استفاده شد.
 .است MORبهترین کاتالیست براي  3:1با نسبت مولی  Pt:Ruیستهاي سنتز شده، کاتالیست دارد و از بین تمام کاتال
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A B S T R A C T  
 

Combined Heat and Power (CHP) systems have increasingly drawn attention in recent years 
due to their higher efficiency and lower Greenhouse Gas (GHG) emission. Input-output 
matrix modeling was considered here as one of the efficient approaches for optimizing these 
energy networks. In this approach, power flow and energy conversion through plant 
components were modeled by an overall efficiency matrix including dispatch factors and 
plant component efficiencies. The purpose of this paper is to propose a modification of the 
objective function presented in some previous studies. This procedure was performed by 
adding the parameters of plant component lifetime and environmental costs to the objective 
function. Thus, the optimization problem was formulated by minimizing the total system 
levelized cost instead of simply hourly energy cost. The study results revealed that 
producing the electricity by the trigeneration system led to achieving 1256 MWh annual 
electricity savings that otherwise must be purchased from the grid. The results also showed a 
significant reduction in annual CO2 emissions (703.31 tons per year). Furthermore, if the 
price of purchasing CHP electricity was considered three times more than the current ones, 
payback times would be less than 5 years. 
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 چکیده

کمتر، در سالهاي اخیر توجه روزافزونی را به خود جلب    سیستمهاي تولید ترکیبی توان و گرما به سبب بازده بالاتر و انتشار گازهاي گلخانه اي 
خروجی است. در این روش، ابتدا ماتریسهاي بازده براي تک تک  -سازي وروديسازي این شبکه هاي انرژي مدلکرده اند. یکی از روشهاي بهینه

درختی و در مسیري رو به عقب از خروجی تا ورودي دنبال  جریان انرژي و تبدیلهاي انرژي موجود در مسیر به شکلشود. اجزاي نیروگاه تعریف می
سازي در شود. تابع هدفی که براي بهینهسازي میدر نهایت جریان انرژي و تبدیلات آن از میان اجزاي نیروگاه با ماتریس بازده کل، مدل شود.می

سازي درنظر گرفته نشده بودند؛ از جمله هزینه سرمایه این نوع مدل کند که در پژوهشهاي قبلیشود، پارامترهایی را منظور میاین مقاله معرفی می
سازي کمینه کردن کل هزینه تراز شده سیستم در طول عمر ي بهینهسازي مسألهمحیطی و سپس فرمولهاي زیستگذاري تجهیزات، و هزینه

مگاوات ساعت الکتریسیته در سال  1256جویی ه به صرفهگانگیرد. نتایج حاصل نشان داد که تولید برق از طریق سیستم تولید سهصورت می
تن معادل گاز کربن دي اکسید را نشان  700شد. نتایج همچنین کاهش سالانۀ حدود بایست از شبکه خریداري میانجامید که درغیر این صورت می

گانه نسبت به قیمت خرید ق حاصل از سیستم تولید سهبرابر شدن قیمت فروش بر 3داد. افزون بر این، بررسی حاصل حاکی از آن بود که درصورت 
 یابد.سال کاهش می 5برق از شبکه، زمان بازگشت سرمایه به کمتر از 
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