


Journal of Renewable Energy and Environment (JREE): Vol. 8, No. 3, (Summer 2021), 1-93 

 
 

CONTENTS 
 
 
 

Nima Amani 
Abdul Amir Reza Soroush 

Energy Consumption Management of Commercial Buildings by 
Optimizing the Angle of Solar Panels 

1-7 

   
Rasoul Aydram 
Hossein Haj Agha Alizade 
Majid Rasouli 
Behdad Shadidi 

Simplex Centroid Mixture Design for Optimizing and Promoting the 
Anaerobic Co-Digestion Performance of Sheep Blood and Cheese 
Whey 

8-15 

   
Aychar Khajavi Pour 
Mohammad Reza Shahraki 
Faranak Hosseinzadeh Saljooghi 

Evaluation of the Effective Factors in Locating a Photovoltaic Solar 
Power Plant Using Fuzzy Multi-Criteria Decision-Making Method 

16-25 

   
Farid Jafarihaghighi 
Hassanali Bahrami 
Mehdi Ardjmand 
Mehrdad Mirzajanzadeh 

The Assessment of Effect of Fatty Acid Profile on the Physical 
Properties and Emission Characteristics of New Feedstocks Used for 
Biodiesel 

26-35 

   
Maryam Nosratinia 
Ali Asghar Tofigh 
Mehrdad Adl 

Determining Optimal Locations for Biogas Plants: Case Study of 
Tehran Province for Utilization of Bovine and Aviculture Wastes 

36-44 

   
Ehsan Hasan Zaim 
Hadi Farzan 

Effects of PCM Mass on Heat Dynamics and Thermal Performance of 
Solar Air Heaters: A Numerical and Analytical Study 

45-53 

   
Sibel Dursun 
Ercan Aykut 
Bahtiyar Dursun 

Assessment of Optimum Renewable Energy System for the Somalia–
Turkish Training and Research Hospital in Mogadishu 

54-67 

   
Payam Ghorbannezhad 
Maryam Abbasi 

Optimization of Pyrolysis Temperature and Particle Size on the 
Phenols and Hemicellulose Fast Pyrolysis Products in a Tandem 
Micro-Pyrolyzer 

68-74 

   
Maryam Hafezparast 
Seiran Marabi 

Prediction of Discharge Using Artificial Neural Network and 
IHACRES Models Due to Climate Change 

75-85 

   
Abolfazl Taherzadeh Fini 
Abolfazl Fattahi 

Bioethanol Production from Wastes: An Experimental Evaluating 
Study for Iran 

86-93 

 

http://jwmr.sanru.ac.ir/article-1-824-en.pdf


AIMS AND SCOPE 

 
Journal of Renewable Energy and Environment (JREE) publishes original papers, review articles, 
short communications and technical notes in the field of science and technology of renewable energies 
and environmental-related issues including: 
 

• Generation 
• Storage 
• Conversion  
• Distribution 
• Management (economics, policies and planning) 
• Environmental Sustainability 

INSTRUCTIONS FOR AUTHORS 

Submission of manuscript represents that it had neither been published nor submitted for publication 
elsewhere and is result of research carried out by author(s). Only the extended and upgraded articles 
presented in a conference and/or appeared in a symposium proceedings could be evaluated for 
publication. 
Authors are required to include a list describing all the symbols and abbreviations in the paper. Use of 
the international system of measurement units is mandatory. 

•  On-line submission of manuscripts results in faster publication process and is recommended. 
Instructions are given in the JREE web sites: www.jree.ir 

•  References should be numbered in brackets and appear in sequence through the text. List of 
references should be given at the end of the paper. All journal articles listed in the References 
section must follow with article doi. 

•  Figure captions are to be indicated under the illustrations. They should sufficiently explain the 
figures. 

•  Illustrations should appear in their appropriate places in the text. 
•  Tables and diagrams should be submitted in a form suitable for reproduction. 
•  Photographs should be of high quality saved as jpg files. 
•  Tables’ illustrations, figures and diagrams will be normally printed in single column width (8 

cm). Exceptionally large ones may be printed across two columns (17 cm). 
 

http://www.jree.ir/


JREE:  Vol. 8, No. 3, (Summer 2021)   1-7 
 

 

Please cite this article as: Amani, N. and Reza Soroush, A.A., "Energy consumption management of commercial buildings by optimizing the angle of solar 
panels", Journal of Renewable Energy and Environment (JREE), Vol. 8, No. 3, (2021), 1-7. (https://doi.org/10.30501/jree.2020.241836.1134). 

 

2423-7469/© 2021 The Author(s). Published by MERC. This is an open access article under the CC BY license 
(https://creativecommons.org/licenses/by/4.0/).  

 

 
 
 

Research  
Article 

  

Journal of Renewable 
Energy and Environment 

J o u r n a l  H o m e p a g e :  w w w . j r e e . i r  

Energy Consumption Management of Commercial Buildings by Optimizing the Angle of 
Solar Panels 

Nima Amani *, Abdul Amir Reza Soroush 

Department of Civil Engineering, Chalous Branch, Islamic Azad University, P. O. Box: 46615-397, Chalous, Mazandaran, Iran. 
 

P A P E R  I N F O  
 

Paper history: 
Received 30 July 2020 
Accepted in revised form 24 January 2021 

 
Keywords: 
Optimal Angle, 
Renewable Energy, 
Photovoltaic Modules, 
Energy Efficiency, 
Energy Consumption Management 
 
 
 
 
 

A B S T R A C T  
 

One of the main reasons of environmental pollution is energy consumption in buildings. Today, the use of 
renewable energy sources is increasing dramatically. Among these sources, solar energy has favorable costs 
for various applications. This study examined a commercial building in a hot and humid climate. The findings 
showed that choosing the optimal angle of solar panels with the goal of optimized energy consumption would 
yield reduced costs and less environmental pollutants with the least cost and maximum energy absorption. In 
this study, to calculate the energy requirements of the building, DesignBuilder software was used. To study the 
solar angles and estimate the energy produced by the solar panels, Polysun software was used after simulating 
the building energy. Energy simulation results showed that the whole building energy consumption was 26604 
kWh/year. Finally, the evaluation results of solar panels showed that the energy produced by photovoltaic 
modules at an optimal angle of 31° would be equal to 26978 kWh/year, which is more than the energy required 
by the building. This system can prevent 14471 kg of carbon dioxide emissions annually. Sustainable energy 
criteria showed that for the studied building, photovoltaic modules could be used in energy production to reach 
a zero-energy system connected to the grid with an annual energy balance. 
 

https://doi.org/10.30501/jree.2020.241836.1134 

1. INTRODUCTION* 

Today, environmental threats have created a negative impact 
on construction fields due to urbanization and lack of energy 
in the public sector and professional organizations. 
Commercial buildings play an important role in saving 
energy. According to the Iran Department of Energy (2015), 
residential, commercial, and office buildings consume about 
40 % of the total energy in the country [1, 2]. Due to the large 
share of final energy consumption in this sector, accurate 
analysis of the thermal and cooling loads of a building and the 
efforts to reduce energy losses in it are effective ways to 
reduce energy consumption [2]. Important decisions must be 
made by architects and engineers in the early stages of 
building design, regarding the final effects of building physics 
on the overall performance of the building [3]. As mentioned, 
one of the main reasons of environmental pollution is fuel 
consumption in commercial and residential buildings. This 
issue has captured the attention of many researchers and 
experts in recent years due to the need to optimize energy 
consumption in cities, especially the construction sector [4]. 
Amani and Reza Soroush (2020) examined effective 
parameters of energy consumption in the building. Their 
findings showed that each of the building components had a 
significant role in evaluating the energy performance of the 
building [2]. Today, the use of solar panels is increasing 
 
*Corresponding Author’s Email: nimaamani@iauc.ac.ir (N. Amani) 
  URL: http://www.jree.ir/article_124772.html 

worldwide due to the importance of solar energy production 
[5]. Solar panels are one of the best renewable technologies 
for energizing buildings. For this purpose, knowledge of the 
optimum tilt angle is necessary for obtaining the highest 
possible annual or seasonal energy yield. The optimum tilt 
angle is dependent on many factors such as the latitude, 
weather conditions, and surroundings [6, 7]. To increase the 
efficiency of solar systems, it is suggested that necessary 
measures be considered from the initial phases of design to 
combine solar panels with the building facade [8]. For active 
solar systems such as solar collectors and PV panels, it is 
important to estimate the possible thermal or electrical energy 
production [9]. The availability of global irradiation data 
measurements is one of the most important factors in the 
assessment of the solar potential for the installation of 
photovoltaic panels [10]. For this purpose, the use of daily 
data for modeling is very important. Also, input data for the 
models and the data for validation should be assessed at the 
same station [9]. In some countries where it is not possible the 
use of numerical models has been proposed to estimate the 
monthly, seasonal, and annual solar radiation (global diffuse 
and direct solar radiation), especially on tilted surfaces [10]. 
Many solar panels are connected serially. As a result, the 
panels are often exposed to relatively high potential relative to 
the ground, resulting in High Voltage Pressure (HVS). The 
effect of this pressure was considered on the long-term 
stability of solar panels by NREL in 2005 [5]. One of the 
effective measures in the field of optimizing fuel consumption 
in commercial and residential buildings is the use of natural 

https://doi.org/10.30501/jree.2020.241836.1134
https://doi.org/10.30501/jree.2020.241836.1134
https://en.merc.ac.ir/
https://creativecommons.org/licenses/by/4.0/
http://www.jree.ir/
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energy in the climatic design of buildings based on the 
principles of architecture compatible with the climate of each 
region. Therefore, one of the main tasks of planning and 
design in Iran can be the revision of the construction laws due 
to the energy crisis and the necessity to save on energy 
consumption [11]. Ifaei et al. (2017) conducted a study on 
sustainable development in Iran using Technical-Economic-
Socio-Environmental Multivariate Analysis (TESEMA) using 
renewable energy. The results showed that the current 
centralistic policies in Iran should be revised to achieve 
sustainable development [12]. Also, Karbasi et al. (2007) 
showed that increasing energy efficiency, including combined 
cycle power generation, was the most economical option for 
reducing greenhouse gas emissions in Iran. Therefore, price 
reform is the key policy in promoting energy savings and 
replacing fuel with renewable energy [13]. The most 
important factors that have challenged human beings in the 
past are climatic elements. Therefore, one of the issues that 
leads to the incompatibility of architecture with the regional 
climate is the lack of sufficient knowledge on recognizing the 
climatic conditions and their impact on architecture [11]. 
Since a large part of the country is located in a hot climate, the 
implementation of appropriate methods to reduce the cost of 
cooling the building is very important. Due to the climate of 
Ahvaz city, characterized by long and hot summers, it is 
necessary to apply the principles of energy optimization in the 
building [14]. On combined wind and solar systems, Ifaei et 
al. (2017) stated that Iran was mainly a solar country and had 
approximately 74 % solar energy fraction under optimum 
conditions [15]. Also, Karbassi et al. (2008) showed that solar 
water heating systems as a means of conventional energy 
substitution could reduce the use of electricity or fossil fuels 
by up to 80 % [16]. Due to the importance of reducing energy 
consumption to achieve sustainable development and reduce 
operating costs [17], the ways should be sought to reduce 
fossil fuel consumption. One of the building's energy 
management solutions is the use of new technologies to 
optimize and sustain energy. In other words, the use of new 
technologies in energy management is felt based on the 
cooling-heating needs of buildings in Iran. A comprehensive 
review of previous research has been done on the energy 
consumption of buildings using solar panels. These studies 
were adopted from such famous databases as Science Direct, 
Wiley, and Taylor & Francis. The issues relating to the 
building energy conservation and efficiency with solar panels 
through modeling and simulation have been discussed [18-
29]. To perform energy analysis, DesignBuilder software was 
used. This software is one of the best building energy 
simulation and analysis software packages. The main reasons 
for choosing this software are its high accuracy in calculations 
as well as forecasting air temperature at any time of the year. 
Also, the application of advanced EnergyPlus engine may 
yield the results of energy analysis graphically and 
numerically. In this study, a 5-story commercial building in 
Ahvaz was simulated and it was finally showed that the use of 
solar panels to optimize energy consumption could reduce 
costs and environmental pollutants. It should be noted that the 
optimal angle of panels plays an important role in achieving 
this goal. It is a conceptual framework for implementing the 
principles of energy management and its application strategies 
in buildings with the perspective of the construction life cycle 
to contribute to sustainable development. This study intends to 
minimize the costs of using a solar panel system to optimally 

convert solar energy into electrical energy by selecting the 
suitable angle of solar panels using Polysun software. 
 
2. METHODOLOGY 

2.1. Software selection 

In this study, DesignBuilder software was used to create the 
energy model. This software can be used to calculate cooling 
and heating loads based on such parameters as material 
structure, occupants, mechanical and electrical systems, and 
annual or hourly climate data to keep the temperature in the 
comfort range. Another feature of this software is predicting 
air temperature at different spaces of the building based on the 
mentioned parameters at any time of the year. After creating 
the energy model in DesignBuilder software, the annual 
energy requirement of the building was calculated. Then, to 
supply the required energy of the building using solar panels, 
Polysun software was used. According to the geographical 
location of the project, the angles of solar radiation were 
examined by Polysun software to select the most optimal 
annual angle. Fig. 1 shows the details of the composite roof 
layers in the DesignBuilder software. 

 

 
Figure 1. Details of the composite roof layers in DesignBuilder 

software 
 
2.2. Case study 

The case study building is a 5-story commercial building in 
Ahvaz with an area of 2200 m2, which is located on an 
integrated concrete surface with a height of 30 cm. To 
calculate the amount of energy required to reach the comfort 
level, which is the supply of temperature and humidity in the 
standard range, the conditions of the spaces must be transient. 
For this purpose, the studied building was simulated using 
DesignBuilder software. This software provides the ability to 
energy simulation on an hourly basis throughout the year. Fig. 
2 shows a three-dimensional view of the building in 
DesignBuilder software. The height of each floor is 3.5 m and 
the total height up to the rooftop is 17.5 m above the ground. 
The thickness of the exterior walls of the building was 20 cm 
and the roof material was the type of composite. All windows 
are double glazed with a 6 mm thickness middle air layer and 
have no shades. The window-to-wall ratio on the southern side 
of the building was 8 % and the eastern side of the building 
was 9 % on the floors. Also, the doors were made of 
unbreakable glass. The building lighting was supplied by 
fluorescent lamps with a light intensity of 600 Lux and a 
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brightness coefficient of 0.74. The average number of 
customers was considered 60 people per day. 

 

 
Figure 2. Three-dimensional view of the building in DesignBuilder 

software 
 
2.3. Climate conditions 

Ahvaz is characterized by particular climatic conditions due to 
its location in a special geographical location (topographic and 
climatic conditions of the region). One of the features of this 
climate is the high intensity of sunlight, which according to 
Article 19 of the National Building Regulations of Iran [30], is 
in the group of buildings with high energy consumption. 
Extreme heat causes many problems for people. Hence, the 
study of climatic conditions is an attempt to reduce relevant 
problems. For this purpose, synoptic meteorological data were 
employed to examine the climatic situation of Ahvaz. As 
shown in Table 1 [31], Ahvaz has hot and long summers and 

short and mild winters. The maximum temperature in July and 
August is higher than 50 °C and the maximum relative 
humidity in January is 60 %. The maximum rainfall in April is 
40.8 mm. Also, the highest hours of sunshine in June are equal 
to 353 hours and the lowest hours of sunshine in January are 
equal to 167.5 hours. 
 
2.4. Solar radiation analysis 

Solar radiation modeling is a complex process that examines 
factors such as latitude, solar radiation interval, model height, 
surface orientation, surface reflectivity, and atmospheric 
phenomena. The results show that the lowest average monthly 
sunshine is in December, and its value varies from 2.83 to 
3.46 kWh. Then, January and November have the least 
amount of sunshine. The maximum value of sunshine is in 
June with an average daily of 8.29 kWh/m2. The average daily 
sunshine from April to September is higher than 5.78 kWh/m2 
(more than the average annual radiation). The average annual 
intensity of solar radiation is equal to 5.18 kWh/m2/day, which 
is in a very suitable category according to the division of solar 
radiation by the US National Renewable Energy Laboratory. 
The highest amount of solar energy is in the hot months of the 
year, which coincides with the highest electricity consumption 
in Ahvaz. The high energy received during these months 
makes it possible to use it to supply part of the region's 
electricity and reduce the pressure on power transmission lines 
and, consequently, reduce the power outage. However, despite 
this massive potential, there is no photovoltaic power plant in 
Khuzestan province and solar energy production is negligible 
in the experimental and research stages. Fig. 3 shows the 
intensity of solar radiation based on the annual average [32]. 

 
Table 1. Meteorological information of Ahwaz station per month 

Month Temperature (°C) 
Maximum average Minimum average Average Highest maximum lowest minimum 

January 20.5 9.2 14.9 25.9 9.2 
February 19.2 7.1 13.2 25.2 7.1 

March 25.4 11.3 18.3 30.5 11.3 
April 29.5 16.0 22.7 35.6 16.0 
May 39.7 23.8 31.8 45.8 23.8 
June 42.3 26.4 34.4 47.8 26.4 
July 47.3 30.7 39.0 50.4 30.7 

August 47.4 29.9 38.6 50.4 29.9 
September 45.0 27.4 36.2 49.1 27.4 

October 38.2 20.0 29.1 43.5 20.0 
November 31.6 15.5 23.6 36.6 15.5 
December 20.8 9.0 14.9 25.6 9.0 

 
Month Rainfall (mm) Maximum rainfall 

in one day (mm) 
Relative 

humidity (%) Frosty day (s) Dusty day (s) Sunshine 
duration (h) 

Wind speed 
(m/s) 

January 16.5 16.5 60.0 0.0 3.0 167.5 15.0 
February 6.0 2.8 54.0 1.0 8.0 179.1 18.0 

March 24.9 15.2 47.0 0.0 3.0 215.8 19.0 
April 40.8 23.0 48.0 0.0 3.0 269.4 20.0 
May 0.3 0.2 36.0 0.0 5.0 308.9 17.0 
June 0.0 0.0 23.0 0.0 8.0 353.0 16.0 
July 0.0 0.0 25.0 0.0 6.0 348.0 13.0 

August 0.0 0.0 30.0 0.0 1.0 351.7 12.0 
September 0.0 0.0 27.0 0.0 3.0 319.3 16.0 

October 0.0 0.0 29.0 0.0 5.0 275.5 14.0 
November 0.0 0.0 44.0 0.0 3.0 236.4 15.0 
December 21.3 11.0 49.0 0.0 2.0 193.3 17.0 
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Solar radiation depends on the climate of the region and the 
different seasons of the year. The building orientation should 
be such that it receives the most solar radiation in cold months 
for maximum use of solar energy. Conversely, during hot 
months, the intensity of sunlight should be reduced on the 
surface of the building. However, according to the criteria of 
the region, the building location was considered to the south. 
The amount of solar energy received in different places varies 
based on latitude, altitude, atmospheric phenomena, and so on. 
Therefore, to receive information about solar radiation, the 
latitude and altitude of the region must be determined. In this 
case, the monthly and annual averages of solar radiation can 
be calculated for the desired location at all levels with 
different directions and slopes. In this study, the latitude is 
31.3° and the altitude is 16 m. Fig. 4 shows the values of solar 
radiation in the building on an annual basis. These values have 
been extracted up to an acceptable level of 400 Lux, 
depending on the amount of energy received from the 
translucent walls. Also, all the spaces had enough light. 
 
2.5. Surface coverage and location for solar panels 

The use of solar panels reduces the cost of electricity in the 
building. These panels must be installed in the right place and 
at the right angle to achieve greater efficiency. The building 
roof has a high potential for using solar energy. Also, it is very 
important to determine the sunray angle to the desired surface. 
To install solar panels, much research has been done on the 
amount of usable roof area of buildings. One study in the 
United States shows that 32 % of the total roof area of houses 
can be used to install solar panels. This value will be 18 % for 
houses with sloping roofs and 65 % for flat roofs [33]. 
Another study shows that 60 % of flat roofs can be used in the 
tropical regions of the United States to install solar panels 
[34]. Another study showed that in places where there is no 
accurate information about its characteristics for the 
installation of solar panels, 50 % of the roof area can be 
considered [35]. Moreover, one study in Taiwan showed that 
25 % of buildings' roofs for the installation of solar panels 
were considered [36]. In this study, the panel surfaces were 
determined by about 25 %. In order to increase the efficiency 
of solar panels, the angle of the panels should change 
according to the position of the sun in the sky. For this 
purpose, the angle of the sun must always be perpendicular to 
the surface of the panels. The angular altitude of the sun is 
indicated by SA and the latitude by L. Thus, the maximum 
and minimum values of the angle of radiation on the first days 
of summer and winter are calculated through Eqs. 1 and 2, 
respectively. On the first days of spring and autumn, the earth 
is in the middle of its orbital path between the two maximum 
and minimum values and the angle of deviation remains 

unaffected. Therefore, the average of the solar altitude angles 
is calculated through Eq. 3. 

SA(Max)=90-L+23.5=90-31.3+23.5= 82.2                                         (1) 
 
SA(Min)=90-L-23.5=90-31.3-23.5= 35.2                                            (2) 
 
SA(Mid)=90-L=90-31.3= 58.7                                                            (3) 

   According to the above Equations, different approaches can 
be used to adjust the angle of the panels. Based on Rule no. 
667 of the Ministry of Energy, the energy absorption 
efficiency rates in different modes of panels installation as the 
fixed panel, two-season constant, four-season constant, and 
two-axis tracker relative to the optimal annual angle of 23.7° 
for Ahvaz are equal to 71.1 %, 75.2 %, 75.7 %, and 100 %, 
respectively [37]. Energy simulation results show that the 
whole building energy consumption is 26604 kWh/year. 
Accordingly, the value of building energy consumption is 
69.10 kWh/m2/year. Due to the investment cost and the need 
for minimum energy in the building, which is the result of its 
architectural energy, it can be converted into a zero-energy 
building that is also economical. For this purpose, new energy 
production systems should be used. To achieve zero-energy 
standard, different ideas and methods are used. The use of 
active solar systems such as photovoltaic modules and solar 
water heater system is one of the most important solutions to 
produce the energy required by the building. 

 

 
Figure 3. Average annual of daily solar radiation in Khuzestan 

province 
 

 
Figure 4. The values of solar radiation in the building using DesignBuilder software 
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2.6. Evaluation of photovoltaic modules in polysun 
software 

In Polysun software, it is possible to simulate solar systems as 
well as facilities including heat pumps, geothermal energy, 
etc. to cover all or part of the building's energy needs. In this 
research, by specifying the project location in Polysun 
software, the required data were collected by the software. 
Table 2 shows the value of the energy generated by 
photovoltaic modules on an annual average. Also, for 
example, the value of energy production was calculated in 
August and February. The results showed that the average 
annual value of energy generated by 61 photovoltaic modules 
with a power of 350 watts and an angle of 31° was equal to 
26978 kWh/year. This value will be higher than the whole 
building energy consumption. Also, the value of energy 
generated in August by 41 photovoltaic modules with a power 
of 350 watts and an angle of 5.3° is equal to 27572 kWh/year. 

This value of energy for February by 80 photovoltaic modules 
with a power of 350 watts and an angle of 42.3° will be equal 
to 26463 kWh/year. The surface coverage of panels in all 
cases was 99.5 m2. Energy storage can be used based on the 
review in August and February to balance energy throughout 
the year. The angles provided based on the software analysis 
follow the minimum costs for installing solar panels to 
convert solar energy into electrical energy. Fig. 5 shows the 
value of energy generated by photovoltaic modules in general 
mode (annual average) in Polysun software. The results show 
that this system can prevent the emission of 14471 kg of 
carbon dioxide annually. Also, by using the solar water heater 
system, the release of environmental pollutants can be 
prevented as much as possible. At the national level, this 
amount can help preserve and sustain the environment and 
lead the country towards sustainable development. 

 
Table 2. Energy generated by photovoltaic modules in Polysun software 

Component overview (annual values) 
 

Photovoltaics roof plan PV-Modul-350W 
Unit Annually August February 

Number of modules  61 41 80 
Total nominal power generator field kW 21.35 21.35 21.35 

Total gross area M2 99.47 99.47 99.47 
Tilt angle (hor.=0°, vert.=90°) ° 31 5.3 42.3 

Orientation (E=+90°, S=0°, W=-90°) ° 0 0 0 
Inverter 1: Name  Inverter 10500T 

Manufacturer  Anonymous 
Inverter 2: Name  Inverter 4000 

Manufacturer  Anonymous 
Manufacturer  Anonymous 

Energy production AC [Qinv] kWh 26978 27572 26463 
 
 

 
Figure 5. The energy produced by photovoltaic modules monthly 

 
3. DISCUSSION 

Increasing global warming and environmental pollutants has 
been on the minds of researchers for years to make a useful 
contribution to the future with the development of new 
energies. Solar energy is one of the clean and available 
energies. The solar panels are of great importance in this field 
due to the direct conversion of solar energy into electrical 
energy. The tilt angle of a solar energy system is one of the 
important parameters for achieving maximum solar radiation 
falling on the solar panels. This angle is site-specific which is 
dependent on the daily, monthly, and yearly path of the sun. 
The accurate determination of the optimum tilt angle is 

essential for maximum energy production by the system. 
Yadav and Chandel (2013) conducted a study on the relevance 
of the optimum tilt angle in energy production and reducing 
the cost of solar energy systems. Their findings showed that 
for maximum energy gain, the optimum tilt angle for solar 
systems must be determined accurately for each location. For 
this purpose, different anisotropic models and optimization 
techniques could be used. Also, for urban areas, the obstacles 
affecting solar radiation should be considered for computing 
optimum tilt angles [38]. In addition, Yadav and Chandel 
(2014) studied different isotropic and anisotropic diffused 
solar radiation models for determining optimum tilt angle in 
India. They found that the Liu and Jordan models showed the 
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lowest error among other models. Accordingly, the annual 
optimum tilt angle was determined to equal to 27.1° [39]. The 
thermal performance of a passive solar commercial building 
was evaluating by Chandel and Aggarwal (2008) in the Indian 
state of Himachal Pradesh. The results showed that the solar 
passive system features saved on the electricity required for 
space heating and the heat losses in the building are reduced 
by about 35 % [40]. Ben Othman et al. (2018) evaluated 
global solar radiation on tilted surfaces in Tunisia and found 
that the optimal annual angle in the north was equal to 
37.5°and the northeast and south were equal to 36.6° [10]. 
This research simulated a commercial building in Ahvaz. Due 
to the high intensity of sunlight, Ahvaz is in a group of 
buildings with high energy consumption. This climate has a 
high potential for the optimal use of sunlight to produce 
energy. Solar radiation studies showed that the lowest average 
monthly solar radiation was in December and its value varied 
from 2.83 to 3.46 kWh. Also, the maximum value of sunshine 
was in June with an average daily rate of 8.29 kWh/m2. The 
average daily sunshine from April to September is more than 
5.78 kWh/m2, which will be more than the average annual 
radiation. The optimum tilt angle of solar photovoltaic panels 
plays an important role in the optimum sizing of solar 
photovoltaic systems for a location. Hence, the capability of a 
solar module to maximize the incident radiation depends on 
monthly, seasonal, and yearly optimum tilt angles, which 
should be determined for the considered site to enhance the 
power generation of solar photovoltaic systems. In this study, 
the optimal tilt angle of the photovoltaic panels was 
determined to be 31°. Evaluation of photovoltaic modules 
showed that the angle of placement of panels affected the 
amount of energy produced and the number of modules. As a 
result, choosing the optimal angle of placement of panels will 
have a significant impact on cost optimization in the building 
life cycle. Sustainable energy criteria showed that the studied 
building could use photovoltaic modules in energy production 
to reach a zero-energy system connected to the grid with an 
annual energy balance. In designing zero-energy buildings, in 
addition to environmental aspects such as reducing energy 
consumption, economic and socio-cultural aspects should also 
be considered. The high potential of solar energy in Iran to 
diversify the energy basket and create a platform for the 
development and promotion of renewable energy provides the 
possibility of exploiting this endless resource. 
 
4. CONCLUSIONS 

The optimal annual angle for Ahvaz at 23.7° was set by Rule 
no. 667 of the Ministry of Energy. However, this study 
showed that determining the optimal angle of solar panels, 
based on the energy required by the building, would be the 
most important factor in reducing costs for optimal energy 
management. These results would minimize the cost of using 
solar panels to convert solar energy into electrical energy. 
Energy simulation results showed that the whole building 
energy consumption was 26604 kWh/year. Accordingly, the 
value of building energy consumption was equal to 69.10 
kWh/m2/year and to bring it to zero, the solar panels were 
used. Also, the results of photovoltaic modules evaluation in 
Polysun software showed that the energy generated by 61 
photovoltaic modules with a power of 350 watts and surface 
coverage of 99.5 m2 was 26978 kWh/year. This value was 
higher than the whole building energy consumption. By using 
this system, the emission of 14471 kg of carbon dioxide can 

be prevented annually. Finally, the comparison of different 
modes of energy consumption showed that the best method to 
achieve zero energy system was 61 photovoltaic modules with 
a power of 350 watts and an angle of 31° with a surface 
coverage of 99.5 m2. 
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A B S T R A C T  
 

Reduced emissions of greenhouse gases and global warming can be made possible by discovering alternative 
energies and reduced dependence on fossil fuels. Biogas is considered as one of the alternatives to fossil fuels. 
This study investigates anaerobic co-digestion for the development of biogas with sheep blood and cheese 
whey. Digested cow manure was used as inoculum. Using the Design Expert 10 program and within the 
context of mixture design, the experiments were designed. Then, 22 experimental digesters with a volume of 
500 mL were considered for doing the experiments considering the design output provided by the software. 
Each one was filled with 300 mL of different compositions of three matters. The digesters were kept in the 
mesophilic temperature range (37 °C ) for 21 days. Biogas was measured using the BMP test on a daily basis. 
According to the experimental findings, the best composition included 35 % sheep blood, 35 % cheese whey, 
and 30 % inoculum. This biogas composition produced a biogas yield of 146.66 mL/g vs. The amount of 
methane production in this compound was 73.33 mL/g vs. After modeling, the Design Expert software 
predicted an optimal composition including 44 % sheep blood, 24 % cheese whey, and 32 % inoculum. Biogas 
yield of this prediction was 143 mL/g vs. The findings show that in order to overcome acidification in 
digestion of matters such as cheese whey, a composition of matters with higher pH stability can be used to 
increase the amount of biogas and methane produced in a particular period. Furthermore, using inoculum 
accelerates the digestion operations due to existence of many microorganisms and saves time and energy. 
 

https://doi.org/10.30501/jree.2021.251583.1151 

1. INTRODUCTION* 

Over the last few years, renewable energy resources received 
much attention [1]. Jungles, agricultural resources, urban and 
industrial organic sewage, urban solid waste, poultry manure, 
and livestock and biogas are among the major classifications 
for use. From a socio-economic perspective, biogas not only 
reduces the costs associated with destroying the wastes, but 
also has very low raw materials cost. Furthermore, the price of 
biogas is lower than diesel and gasoline. Generally, it refers to 
the gas obtained from anaerobic digestion units, a promising 
method for satisfying global energy needs and provides 
multiple environmental advantages [2]. 
   Anaerobic digestion is an efficient and appropriate 
technology for managing organic matters. It involves several 
organisms with final effective environmental conditions. The 
type and composition of the substrate are effective in biogas 
production performance. Organic matters are mainly a mixture 
of proteins, fats, and carbohydrates that can be broken down 
into simpler compositions using microorganisms in an 
anaerobic environment during the following processes: 
hydrolysis, acidification, acetate production, and 
methanogenesis. The process of biogas production from 
 
*Corresponding Author’s Email: h-alizade@basu.ac.ir (H. Alizade) 
  URL: http://www.jree.ir/article_128825.html 

different organic matters is mostly dependent on the substrate 
content, while the chemical compositions and their 
biodegradation are key factors in biogas and methane 
production [3]. 
   Anaerobic co-digestion is anaerobic digestion of two or 
more substrates and is a promising method for overcoming the 
shortcomings of mono-digestion (involving one substrate) and 
improving economic satisfaction with anaerobic digestion 
units due to more methane production. Besides producing 
more biogas, this method has other advantages such as 
improved process stability, balance of nutrients, greater 
moisture in the digester feed, reduced greenhouse gases, 
contributory effects of microorganisms, increased load of 
biodegradable organic matter, and cost. Concurrent anaerobic 
digestion, compared to mono-digestion, will increase biogas 
yield from 25 to 400 percent [4]. 
   Effective factors in anaerobic digestion include temperature 
regime, C / N proportion, pH, Organic Loading Rate (OLR), 
and Solid Retention Time (SRT) [5]. Anaerobic co-digestion 
of slaughterhouse waste has been considered as an applicable 
proposal to increase biogas production in the traditional 
digesters. Slaughterhouse wastes are characterized by high 
nitrogen contents. This effect adds an appropriate substrate for 
accomplishment of a composition with a balanced C/N ratio, 
which increases nitrogen concentration and biogas yield [6, 7]. 
Although nitrogen for anaerobic microorganisms is a 

https://doi.org/10.30501/jree.2021.251583.1151
https://doi.org/10.30501/jree.2021.251583.1151
https://en.merc.ac.ir/
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necessary nutrient, ammoniac concentration has been reported 
in digestion of wastes with high nitrogen content [8]. 
Nevertheless, recently, different mixtures of slaughterhouse 
waste and blood have been studied due to their high 
biochemical methane potential. Accordingly, Alvarez and 
Liden [9] examined digestion of a mixture of the contents of 
cow gut and that of pig and blood along with fruits and 
vegetable waste and fertilizer. 
   In addition to high Chemical Oxygen Demand (COD) and 
Biological Oxygen Demand (BOD), the cheese manufacturing 
industry produces a large volume of waste water with high 
durability [10]. Cheese whey is one of the peripheral products 
of cheese with a considerable amount of lactose (45-50 g/L), 
protein (6-8 g/L), carbohydrates (4-5 %), fat (4-5 g/L), and 
mineral salts (8-10 % of the dry extract). Cheese whey also 
includes a considerable amount of lactic acid, citric acid, and 
Vitamin Bs. Therefore, this substrate has the capacity for 
biological changes. High COD and the tendency toward quick 
acidification is very difficult [10]. 
   Elena Cominoa [11] examined the biogas performance of 
the mixture of cow manure and cheese whey, methane yield, 
and the efficiency of chemical and biological oxygen demand 
removal at 35 °C. Production of sustainable biogas from 
volatile solids was 621 liters per kilogram within 42 days in a 
mixture containing 50 % fertilizer and 50 % cheese whey. 
Methane concentration in biogas was 55 %. Maximum 
Chemical Oxygen Demand (COD) removal rates were 82 % 
and 90 %, respectively. Rico et al. (2015) conducted another 
study with the purpose of creating a combinational process 
involving superioritys of co-digestion of cheese whey and 
fertilizer and short hydraulic retention time with high load. 
This process of co-digestion happened in an Up-flow 
anaerobic sludge blanket (UASB) reactor. In the constant 
hydraulic retention time of 2.2 days and by increasing the 
ratio of cheese whey in the feed, the system displayed stable 
operation up to a 75 % cheese whey deduction in the feed, 
with a practical organic loading rate of 19.4 kg COD m−3 d−1, 
obtaining a 94.7 % COD removal and a methane production 
rate of 6.4 m3 CH4 m−3 d−1. 
   Considering the fact that few studies have been conducted 
on digestion of blood waste for biogas production, the present 
study examined biogas production by co-digestion of sheep’s 
blood and cheese whey and inoculum (cow manure) for the 
first time. The purpose of the present study was to achieve an 
optimal composition of inoculum (cow manure), sheep’s 
blood, and cheese whey to maximize biogas and methane 
production. Therefore, the independent variable in the present 
study was different compositions of substrate and the 
dependent variables included biogas yield and the methane 
existing in it. The studies were developed using the software 
Design Expert and in the framework of mixture design. Co-
digestion of these two matters in different proportions was 
analyzed and the best proportion in a mixture for maximizing 
production was identified. 
 
2. EXPERIMENTAL 

2.1. Preparing the substrate materials and inoculum 
for co-digestion 

Inoculum was prepared from fresh cow manure. This manure 
was kept at a hydraulic retention time of 90 days in a separate 
reactor [12] and was then used in the experiments. Sheep 
blood was obtained from industrial slaughterhouse of 

Salehabad in Hamedan and then, was pasteurized at 70 °C for 
60 minutes and used in digestion experiments [6]. cheese 
whey was obtained from a local dairy production workshop 
and used in the experiments instantly. 
 
2.2. Analytical methods used for determining the 
substrate features 

2.2.1. Total solids 

Measuring the level of solids was based on a standard method 
[13]. On this basis, the matters used in the experiments were 
kept in an oven for 24 hours at 105 °C. According to Equation 
1 TS value was measured. 

TS = (M1 × 100)/M0                                                                          (1) 

where TS represents total solids, M0 is the initial weight 
before drying, and M1 denotes the final weight of the matter 
after drying. 
 
2.2.2. Volatile solids 

The suspended solids were measured according to the 
standard method [13] based on the lost weight of the dry 
matter that included the same samples used in an oven for 
measuring TS. Accordingly, the matter extracted from the 
oven was put in a furnace at 550 °C for six hours and VS was 
measured through Equation 2. 

VS = (M1 - M2) × 100/M1                                                                 (2) 

where VS represents the amount of suspended solids, M1 
shows the weight of the dry matter, and M2 is the final weight 
after drying at 550 °C [14]. 
 
2.2.3. pH 

pH was measured using a pH meter model PH-230SD made in 
Taiwan. The obtained properties are presented in Table 1. 

 

Table 1. Substrate properties used in the experiment 

Property Inoculum Sheep blood Cheese whey 

Total solids 
(TS %) 

13.7 10.7 7.4 

Volatile solids 
(VS %) 

89.9 94.2 90.5 

pH 7 6.8 5.4 

 
2.3. Experimental setup 

2.3.1. Biochemical methane potential test and biogas 
measurement 

The potential test for biochemical methane is an anaerobic 
batch digestion process that is typically used to determine the 
quantity of biogas and methane derived from organic 
substrates.Two commonly used BMP test methods include 
volumetric and monomeric [15]. In the present study, the 
volumetric method was used. The substrate mixture was 
prepared according to Table 2 and put in 500-milliliter     
blue-capped glasses. From each mixture, 300 mL was put in 
each glass. The glasses were kept in water bath and at 37 °C 
for 21 days and the gas yield of the reactors was measured. 
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Each bottle had two taps, one as the produced gas outlet and 
one for sampling from the substrate. The gas coming out of 
the bottle entered the gas collector bottle. This bottle 
contained water and water came out of it as much as the gas 
inflow. pH of the reactors was measured once a day and if 
reduced, using 4 normal caustic soda (NaOH), it was brought 
back to the normal range (6.5-8.2). 
 
2.3.2. Measuring methane percentage 

In the anaerobic digestion process, most of the gases emitted 
include methane (CH4) and CO2. Methane content was 
measured using an apparatus called Einhorn. It is first filled 
with liquid sodium hydroxide (NaOH) and then, 5 mL of 
biogas was injected into it. The injected biogas passed through 
the sodium hydroxide content inside the apparatus and its CO2 
was absorbed. The remaining gas at the top of the apparatus 
shows the amount of methane in 5 mL of biogas [16]. 
 
2.4. Design of experiments (DOE) 

Different percentages of the mixture were determined by the 
Design Expert software. For this purpose, the mixture design 
was used. The design of the mixture is a surface response 
design that allows the effect of changing the ratios between 
variables to be investigated. The domain is an ordered figure 
in this design with as many vertices as components, in a space 
of dimensionality equal to the number of components minus 
one. An equilateral triangle whose vertices correspond to 
combinations containing 100 percent of a single component is 
a mixture design of three components. A mixture that does not 
have one of the three components represents the sides of a 
triangle (Figure 1). Simplex designs are used to measure the 
effects of mixture components on the response variable, and 
simplex lattice or simplex centroid configuration may be 
chosen among them. The models used in the design of the 
mixture are different from the polynomials used for 
independent variables on the response surface. The           

well-known Scheffe polynominals that can be linear, 
quadratic, full-cubic and special cubic models are these 
models [17]. 

 

 
Figure 1. Augmented simplex centroid design plan used for 

experiments 
 
   Based on this design and according to the software output 
with a central point, four additional model points, five      
lack-of-fit points and three repetition points, 22 different 
compositions of substrate matters were loaded, as presented in 
Table 2. The experiment was carried out for 21 days. This 
retention time was obtained from pre-experiments. 
   To assess the effect of co-digestion on the output of biogas 
as a response variable, three components were used, which 
represented the percentage of each matter in the digester 
mixture. The amount of these components is 0-0.8 for sheep 
blood and cheese whey and 0.2-0.6 for inoculum. 
Accordingly, if “q” denotes the number of matters composing 
the system under study and xi represents the component of the 
mixture, the mixture in each reactor will be equal to: 

∑ 𝑥𝑥𝑞𝑞
𝑖𝑖=1 i = x1+ x2+ …+ xq= 1.0     xi > 0     i = 1, 2, 3, …, q 

 
Table 2. The order of different substrate mixtures based on the output from Design Expert software and responses 

 
Run 

 
Build type 

 
Space type 

Component 1 Component 2 Component 3 Response 1 Response 2 
A: blood B: cheesse whey C: inoculum Biogas CH4 

% % % mL/g vs mL/g vs 
1 Replicate Vertex 80 0 20 122.92 38.11 
2 Model AxialCB 55 15 30 141.69 70.84 
3 Lack of fit Interior 35 35 30 146.66 73.33 
4 Model CentEdge 20 20 60 96.54 59.21 
5 Model ThirdEdge 0 66.6667 33.3333 111.51 65.04 
6 Lack of fit CentEdge 40 40 20 105.19 43.83 
7 Lack of fit Center 30 30 40 135.72 67.41 
8 Lack of fit TripBlend 40 13.3333 46.6667 113.00 47.83 
9 Model ThirdEdge 26.6667 53.3333 20 127.60 36.58 
10 Model Vertex 0 40 60 98.39 77.40 
11 Model Vertex 40 0 60 86.07 38.45 
12 Model Vertex 0 80 20 102.21 58.94 
13 Lack of fit TripBlend 13.3333 40 46.6667 112.18 49.36 
14 Model ThirdEdge 53.3333 26.6667 20 119.66 39.09 
15 Model ThirdEdge 0 53.3333 46.6667 108.88 71.86 
16 Model Interior 25 25 50 110.09 70.82 
17 Replicate Vertex 0 40 60 95.81 76.01 
18 Model ThirdEdge 53.3333 0 46.6667 95.75 54.89 
19 Replicate Vertex 0 80 20 110.73 57.94 
20 Model ThirdEdge 66.6667 0 33.3333 108.45 39.77 
21 Model AxialCB 15 55 30 110.68 44.64 
22 Model Vertex 80 0 20 118.24 31.92 
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3. RESULTS AND DISCUSSION 

3.1. Cumulative biogas production analysis 

Cumulative charts related to biogas production in different 
reactors are presented in Figures 2. According to Dareioti and 
Kornaros [18], care should be taken to ensure that alkalinity is 
high enough to prevent system instability as a result of likely 
accumulation of volatile fatty acids. Therefore, it can be 
concluded that Reactors 5, 10, 12, 17, and 19 had a biogas 
yield of less than 115 mL/g vs due to the lack of blood. These 
reactors, which had at least 40 % of cheese whey, faced a 
severe pH decline leading to reduced biogas production. 
Reactor 6 is of the same class, but had 40 % of blood in its 
mixture. However, due to the high cheese whey content       
(40 %), it had a similar performance to the previous reactors. 
Furthermore, in Reactors 4, 10, 11, and 17, the produced 
biogas was less than 100 mL/g vs due to the high amount of 
inoculum (60 %). The high amount of inoculum in the mixture 
causes insufficient supply of nutrients to the microorganisms 
reducing the biogas yield. Based on the findings of Dareioti 
and Kornaros [18], cheese whey has low levels of nitrogen, 
which increases the C/N proportion in this matter. The study 
by Cuetos, Gomez, Martinez, Fierro and Otero [19] also 
shows that considering the high nitrogen content in the blood, 
this matter had a high C/N proportion and could lead to 
system stability and optimized C/N proportion of the mixture. 
On this basis, Reactors 2 and 3 had 35 %-55 % blood and the 
amount of cheese whey was less than 40 %; this increased 
biogas production to more than 140 mL/g vs which was due to 
the pH stability of sheep blood and preventing acidification of 
the mixture. The highest performance of methane production 
was related to Reactors 10 and 17. These reactors were filled 
with a mixture of 60 % inoculum and 40 % cheese whey. The 
high amount of chesse whey caused the reactor to become 
unstable in terms of pH. As a result, they were ignored. 

 

 
Figure 2. Cumulative chart related to biogas production 

Whey presents a typical acidic pH value (5.4 ± 0.2) for these 
types of substrates, but is not suitable for the methanogenic 
step of AD. The organic fraction represented by VS/TS was 
90.5 ± 4 %, indicating the high organic content of the 
substrate. C/N ratio was 15, indicating the high nitrogen 
content of the whey, but also the lactose content, which is an 
inherited characteristic of the substrate. It is worth mentioning 
that several authors have pointed out a higher cheese whey 
C/N ratio [20, 21]. 
   The inoculum presented a pH of 7 ± 0.1, which is within the 
acceptable range reported in the literature for anaerobic 
digestion processes (6.6–7.9) [20, 22]. 
   According to Vivekanand, Mulat, Eijsink, and Horn [21], 
biogas production potential of the three feedstocks fish 
ensilage, manure and whey was evaluated using Biochemical 
Methane Potential (BMP) tests. Since anaerobic digestion of 
single substrates may be inefficient due to imbalances in the 
carbon-nitrogen ratio, degree of biodegradability and/or due to 
lack of nutrients needed by the microbial community,          
co-digestion of these substrates was also assessed, revealing 
synergistic effects and a particularly good effect of combining 
manure with fish ensilage. 
   Cuetos et al. [23] showed that the addition of activated 
carbon for the digestion of residual blood significantly 
improved the digestion process. The adsorption capacity of 
ammonium, the protection this carrier may offer by limiting 
mass transfer of toxic compounds, and its toxic capacity as a 
conductive material may explain the successful digestion of 
residual blood as the sole substrate. 
 
3.2. ANOVA analysis 

3.2.1. Fit summary 

This table includes significant statistics for choosing the right 
starting point for the final model. Based on these statistics, the 
appropriate model(s) is selected. According to the output 
related to amount of biogas, the software presented a special 
Quartic vs Quadratic model (see Table 3). 
 
3.2.2. Coefficients in terms of coded factors 

The calculation of the coefficient represents the predicted 
change in response per unit change in factor value if all the 
remaining variables are kept constant. The cut-off is the total 
average response of all the runs in an orthogonal design. 
Based on the factor settings, the coefficients are adaptations 
around that average. The VIFs are 1 when the variables are 
orthogonal; VIFs greater than 1 display multi-colinearity, the 
greater the VIF, the more extreme the association of factors. 
VIFs lower than 10 are tolerable as a rough norm (Table 4). 

 
Table 3. Fit summary for the amount of biogas yield 

Source Sequential p-value Lack of fit p-value Adjusted R² Predicted R²  

Linear 0.0354 0.0298 0.2225 0.1144  

Quadratic 0.0121 0.0578 0.5249 0.3847  

Special cubic 0.0871 0.0690 0.5858 0.4505  

Cubic 0.4918 0.0619 0.5732 0.0071  

Sp Quartic vs Quadratic 0.0059 0.1470 0.7687 0.6061 Suggested 

Quartic vs Cubic 0.2909 0.0628 0.6515 -0.8846  

Quartic vs Sp Quartic 0.9335 0.0628 0.6515 -0.8846  
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Table 4. Coefficients in terms of coded factors 

Component Coefficient estimate df Standard error 95 % CI Low 95 % CI High VIF 
A: blood 120.53 1 4.90 109.94 131.12 2.44 

B: cheesse whey 107.44 1 4.91 96.84 118.04 2.56 
C: inoculum 53.38 1 43.19 -39.92 146.67 60.57 

AB 14.51 1 23.96 -37.25 66.27 2.96 
AC -10.43 1 79.65 -182.50 161.63 24.85 
BC 74.74 1 82.96 -104.49 253.97 34.95 

A²BC 2481.59 1 599.77 1185.85 3777.32 5.48 
AB²C 524.61 1 610.47 -794.22 1843.45 5.68 
ABC² -1545.33 1 677.32 -3008.60 -82.06 5.95 

 
3.2.3. Final equation in terms of L-Pseudo components 

In terms of coded variables, the equation can be used to make 
predictions about the answer to each factor’s given levels. The 
high levels of the components of the mixture are coded by 
default as +1 and the low levels are coded as 0. By comparing 
the factor coefficients, the coded equation is helpful in 
identifying the relative influence of the factors. 

Biogas = 120.53A + 107.44B + 53.38C + 14.51AB - 10.43AC + 

74.74BC + 2481.59A2BC + 524.61AB2C - 1545.33ABC2 

 

3.3. Diagnostics plots 

3.3.1. Normal plot 

This plot demonstrates the distribution of residuals. If it 
follows a direct line, the residuals enjoy a good distribution 
and the model is desirable (see Figure 3). 
 
3.3.2. Predicted vs actual plot 

A graph of the response values is predicted against the actual 
response values. The objective is to find a value or a group of 
values that the model does not easily predict (see Figure 4). 

 

 
Figure 3. Standard plot of residuals for amount of biogas yield 

 
 

 
Figure 4. Predicted vs actual plots for amount of biogas yield 
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3.3.3. Box-Cox plot 

Box-Cox plot helps identify the optimal power transfer 
function to be applied to the response. In the Box-Cox plot, 
the lowest point shows the amount of Lambda that contributes 

to the minimum residual number of squares in the transfer 
model. The current Lambda is within this range; according to 
Figure 5, there is no need for the transfer function to be added. 
The best Lambda value indicated by the plot, however, is -3. 

 

 
Figure 5. Box-Cox plot for biogas yield 

 
3.4. Model graphs 

3.4.1. Trace plot 

For non-mixture designs, trace plots are identical to 
disturbance plots. They are used to compare the effects of all 
the components in the design space. To set the reference blend 
from which the traces are plotted, the factors tool is employed. 
The objective is to decide how sensitive the response near the 
reference blend is to deviation from the formulation. The 
reference blend is better defined by numerical optimization 
results, but defaults to the values of the centroid values (see 
Figure 6). 
 
3.4.2. Contour plot and (3D) surface 

This plot is a two-dimensional display of the response 
represented against the composition of the components of the 

mixture and illustrates the relationship between them. In this 
triangular graph, any of its vertices shows the maximum value 
for each matter, and as we move toward the side in front of 
each vertex, this value decreases. On the other hand, the color 
inside the triangle represents the response value. Accordingly, 
responses are determined from low to high using blue-red 
colors. The similar responses are linked together by a 
specified line. The responses that are in the red area of the 
graph demonstrate the optimal composition of the substrate 
matters, which are likely due to the optimal C/N proportion. 
Besides, low pH of cheese whey caused the red points in the 
graph to move toward compositions with more blood (see 
Figure 7). (3 D) Surface graph is the 3D contour plot with a 
slope and curve shape besides color (see Figure 8). 

 

 
Figure 6. Trace plot for amount of biogas yield 
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Figure 7. Contour plot for biogas yield 

 
 

 
Figure 8. (3D) Surface graph for biogas yield 

 
3.5. Optimization ramps 

These ramps represent a graphical view of the optimal 
compositions. The optimal value for each independent 
variable are shown in red and those related to response 
(dependent variable) are in blue. According to the 

optimization, as shown in Figure 9, a composition consisting 
of 44 % sheep blood, 24 % cheese whey, and 32 % inoculum 
will produce the highest biogas possible, i.e., 143 mL/g vs of 
biogas. 

 

 
Figure 9. Optimization ramps for the highest biogas yield 
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4. CONCLUSIONS 

Anaerobic co-digestion of three substances, including sheep 
blood, cheese whey, and inoculum, was investigated in the 
present study. The results can be summarized in the following. 
Design Expert software can be used as a practical program for 
designing experiments for the purpose of mixing different 
types of waste for biogas production. Using the mixture 
design enabled us to achieve optimal compositions of different 
matters for anaerobic co-digestion and measure these 
compositions together. In this study, the results related to 
anaerobic co-digestion of sheep blood, cheese whey, and 
inoculum showed that in the experimental phase, the optimal 
composition included 35 % sheep blood, 35 % cheese whey, 
and 30 % inoculum, which produced a biogas yield of 146.66 
mL/g vs in a hydraulic retention time of 21 days. The obtained 
results were fed to the software for modeling and after 
modeling, the Design Expert software predicted an optimal 
composition that included 44 % sheep blood, 24 % cheese 
whey, and 32 % inoculum. The biogas yield in this prediction 
was 143 mL/g vs. Based on the findings, to overcome 
acidification in digestion of matters such as cheese whey, the 
composition of matters with higher constant pH can be used to 
increase the amount of the produced biogas and methane in a 
particular period. Furthermore, using inoculum accelerates the 
digestion operations due to abundant microorganisms and 
saves time and energy. Anaerobic digestion of wastes such as 
blood and cheese whey with a high COD can not only produce 
clear energies but also prevent environmental pollution to a 
considerable extent. 
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A B S T R A C T  
 

The energy of processes is mainly supplied by fossil fuels. Short life of fossil energy sources and increasing 
environmental pollution caused by fossil fuels and increasing demand have made researchers introduce new 
solutions for supply of energy. Energy production in a photovoltaic solar power plant is cost-effective due to 
being clean and renewable. The power generation of these plants is affected by their site due to climate 
conditions, effective radiation periods, and the rate of solar radiation absorption. Therefore, finding the optimal 
location to establish a solar power plant is important. Identifying effective location criteria and the importance 
of these criteria is effective in choosing the optimal location.In this research, in the first phase, the effective 
criteria in locating a photovoltaic solar power plant were investigated based on the Delphi method. Then, in 
the second phase, based on the criteria identified in the first phase, fuzzy hierarchy method was used to 
compare the criteria with each other and determine the importance of each of them. The results of the study 
showed that the rate of solar radiation and average temperature were the most important criteria in locating 
photovoltaic solar power plant. Moreover, the criteria of slope, distance to main roads, distance to power lines, 
and land use were of highest importance in locating a photovoltaic solar power plant. 
 

https://doi.org/10.30501/jree.2020.247756.1145 

1. INTRODUCTION* 

Almost all processes are performed through using energy [1]. 
Fossil fuels are sources for supply of energy, but they cause 
environmental pollution in proportion to their use. In addition, 
increasing growth of population and increasing energy 
demand have made energy suppliers seek alternative energy 
sources [2]. Solar energy is a clean and renewable source that 
is suitable for meeting global energy needs. As energy 
production affects all aspects of the social, economic, and 
environmental aspects [3], the criteria for selecting the optimal 
site for the construction of a photovoltaic solar power plant 
should be in accordance with these aspects. Identifying and 
investigating the role (and its extent) of the influential criteria 
in locating a photovoltaic solar power plant is essential for 
more and better energy absorption [4]. Fuzzy multi-criteria 
decision-making methods are used to examine different 
aspects of locating in the uncertainty state. Thus, they can help 
managers achieve optimal site. 
   One of the multi-criteria decision-making methods is the 
hierarchical method. Some of the advantages of using the 
hierarchical method can be mentioned in the following: 

1) Breaking the problem into different levels that lead to 
more precise and better decision-making. 

 
*Corresponding Author’s Email: mr.shahraki@eng.usb.ac.ir (M.R. Shahraki) 
  URL: http://www.jree.ir/article_129570.html 

2) More accurate recognition of the level relationship of 
criteria related to the problem [5]. 

   Many studies have been conducted on the location of solar 
power plants using decision-making techniques. Some of 
these studies are listed in Table 1. 
   In this research, in the first phase, the effective criteria in 
locating a photovoltaic solar power plant were identified using 
Delphi methods. In order to recognize the criteria, a 
questionnaire proportionate for the studies mentioned in Table 
1 was designed and distributed among the experts of solar 
power plants. The following questionnaires were designed and 
distributed according to the consensus of experts. Eventually, 
the effective criteria for the location of photovoltaic solar 
power plants were determined and collected. Then, in the 
second phase, the problem was broken into three levels by the 
fuzzy hierarchy method and investigated. Aim of the problem, 
group, and criteria were placed in the first, second, and third 
levels, respectively. In this phase, the experts were asked to 
perform the paired comparisons among the criteria. By adding 
the data to the Super Decision software using a hierarchical 
method, the calculations were done using hierarchical method. 
Finally, the importance of these criteria over each other was 
determined. 
 
2. LITERATURE REVIEW AND BACKGROUND OF THE 
STUDY 
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Locating is the optimal selection of sites for a specific purpose 
based on certain criteria. Selecting a suitable site for a 
photovoltaic solar power plant reduces the cost of energy 
production and transfer [5]. One of the technologies for using 
solar energy is photovoltaic systems. Photovoltaic systems 
consist of semiconducting devices that absorb the sunlight and 
store energy through the battery [1]. As there are some criteria 

with a varying degree of importance in locating a photovoltaic 
solar power plant, examining the importance of each of these 
criteria is necessary. A fuzzy hierarchical method can be used 
to determine the importance of the criteria involved in locating 
a photovoltaic solar power plant and comparing these criteria. 
A fuzzy hierarchical method is one of the multi-criteria 
decision-making methods [30]. 

 
Table 1. Applications of multi-criteria decision-making techniques in different studies 

Method RES Location Reference 
AHP & GIS GPPPs Southern Spain [6] 

GIS Solar PV and wind Colorado [7] 
GIS PV Oman [8] 

GIS & AHP PV Konya/Turkey [3] 
GIS & MCDM PV Cartagena/Southeast Spain [9] 
GIS & Fuzzy Solar PV and wind Turkey [10] 

AHP PV Egypt [11] 
GIS & Electere3 PV Murcia/Southeast Spain [12] 

MCDM Solar PV and wind Southern England [13] 
GIS & MCDM PV Southeast of Spain [14] 

GIS PV Nigeria [15] 
GIS PV Morocco [5] 
GIS PV United Arab Emirates [16] 

GIS & AHP PV Spain [17] 
GIS & MCDM Solar PV and wind Afghanistan [18] 

AHP & FTOPSIS PV India [19] 
GCP PV Northwest China [20] 

GIS & MCDM PV & CSP Africa [21] 
GIS PV Malaysia [22] 

GIS & AHP PV Saudi Arabia [23] 
FAHP PV Iran [24] 

Gray Number PV Global [25] 
GIS & MCDM PV & CSP West Africa [26] 

DEA PV Iran [27] 
GIS & MCDM PV Mauritius [28] 
GIS & MCAM PV The State of Arizona [29] 

 
   Several studies have been conducted to identify the effective 
factors in locating a photovoltaic solar power plant. Suitable 
criteria for locating a photovoltaic solar power plant were 
distance from the river, population density, and distance from 
the main roads, slope, flood, earthquake, and solar radiation. 
Ref. [10] considered distance from power lines, distance from 
urban areas, and slope and direction as suitable criteria for 
locating a photovoltaic solar power plant. In Ref. [12], land 
use, distance from river, distance from villages, distance from 
power lines, distance from transporting stations, distance from 
urban areas, and distance from main roads, slope, slope 
direction and average temperature were effective criteria for 
locating a photovoltaic solar power plant. In Ref. [16], the 
slope, the direction of slope, the distance from the main road, 
and the average temperature were considered as effective 
criteria for locating photovoltaic solar power plant. Ref. [23] 
considered land use, distances from power lines, distance from 
urban areas, distance from main lines, slope, solar radiation, 
and average temperatures as effective criteria in locating a 
photovoltaic solar power plant. Ref. [25] considered the 
criteria of land use, distance from river, distance from stations, 
flood, storm, earthquake, and solar radiation as suitable 
criteria for locating a photovoltaic solar power plant. In Ref. 
[31], the criteria for locating a photovoltaic solar power plant 

were reported to be distance from river, distance from power 
lines, distance from main roads, the slope, and the rate of solar 
radiation. In Ref. [28], the distance from main lines, slope, 
rate of solar radiation, average temperature, and humidity 
were effective criteria for locating the photovoltaic solar 
power plant. In Ref. [29], land use, distance from river, 
distance from main lines, flood, storm, and earthquake were 
considered as effective criteria for locating the photovoltaic 
solar power plant . 
   A review of previous research papers in this field indicates 
that they have only dealt with the location of solar power 
plants using decision methods and GIS software; however, the 
present study first employs the Delphi method, comprehensive 
criteria, and appropriate water conditions. Then, the climate of 
the study area is considered. In addition, the location of the 
solar power plant and the importance of these criteria are 
examined . 
 
3. METHOD 

3.1. Methodology 

This study was conducted in two phases. First, effective 
criteria for locating a photovoltaic solar power plant were 
identified based on the conducted studies and the views of 
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experts in this area using the Delphi method. Then, in the 
second phase, using the fuzzy hierarchical method, the 
importance of each criterion was examined. Additionally, the 
criteria were compared with each other. Figure 1 illustrates the 
phases of the research method . 

 

 
Figure 1. Research phases 

 
3.1.1. Delphi method 

The Delphi method is one of the methods used for gaining 
group knowledge. It is applied to making decision in 
qualitative issues. The Delphi method is used to collect 
experts’ views to reach a consensus on the importance of 
decision making criteria for locating a photovoltaic solar 
power plant. The steps in the Delphi method are as follows 
[32]: 

Step 1: Identification of criteria for locating a photovoltaic 
solar power plant. 
   At this step, the criteria related to locating solar power plant 
are identified using a comprehensive review of the theoretical 
principles of criteria, previous studies, and the views of the 
experts. 

Step 2: Selection of the number of decision-makers. 
   The views of the experts participating in the Delphi method 
play a central role in identifying efficient criteria for locating a 
photovoltaic solar power plant. The participants comprised 60 
experts in the area of distribution, generation, operation, and 
installation of photovoltaic solar power plants. 

Step 3: Distribution of questionnaire. 
   First, a questionnaire containing the criteria extracted from 
previous studies and experts’ views was prepared. In 
distributing the questionnaire, the experts were asked to 
express their views on the importance and quality of the 
criteria for locating the photovoltaic solar power plant and to 
add new criteria, if needed. Then, the next modified 
questionnaire based on the information extracted from the 
total responses to the first questionnaire was designed and re-
distributed among experts. The number of repetitions of the 
distribution of the questionnaire to determine the criteria 
depends on Kendall's coefficient of concordance, calculated at 
each step. 

Step 4: Determining the level of consensus. 

At this step, using Kendall's coefficient of concordance 
derived from Equation (1), the level of consensus among 
decision-makers is determined. As the value of this coefficient 
gets closer to 1, it would indicate high consensus among the 
decision-makers and thus, the final questionnaire and the 
criteria in the final questionnaire could be identified as 
selection criteria. Moreover, Delphi method would stop when 
the value of the Kendall's coefficient of concordance be at 
least 0.95. 

W = 12s
m2(n2−n)

                                                                                   (1) 

where W indicates the Kendall’s coefficient of concordance, s 
is the sum of the total deviations squared, n is the number of 
ranked criteria, and m is the number of ranked groups. 
 
3.1.2. Fuzzy analytic hierarchy process 

In multi-criteria decision-making methods, multiple criteria 
are used rather than one criterion for decision making [33]. 
Multi-criteria decision-making methods reduce decision-
making costs and increase decision-making accuracy and 
provide a good framework for solving problems [34]. Fuzzy 
Analytic Hierarchy Process is one of the multi-criteria 
decision-making methods based on experts’ views. In the 
Fuzzy Analytic Hierarchy Process, it is possible to define 
problem criteria as a hierarchical structure and determine the 
importance of each criterion by making a paired comparison 
between the criteria [30]. 
   The steps of the fuzzy hierarchy process are as follows [35]: 

Step 1: Drawing a hierarchical chart. 
   At this step, the objective is considered at Level 1 and the 
criterion is placed at Level 2 of the chart. Figure 2 illustrates 
the hierarchy of the objective as well as the structure of the 
hierarchy of criteria and sub-criteria . 
   In multi-criteria decision-making methods, multiple criteria 
are used rather than one criterion for decision making [33]. 
Multi-criteria decision-making methods reduce           
decision-making costs and increase decision-making accuracy 
and provide a good framework for solving problems [34]. 
Fuzzy Analytic Hierarchy Process is one of the multi-criteria 
decision-making methods based on experts’ views. In the 
Fuzzy Analytic Hierarchy Process, it is possible to define 
problem criteria as a hierarchical structure and determine the 
importance of each criterion by making a paired comparison 
between the criteria [30]. 

 
Figure 2. Hierarchical chart 
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Step 2: Defining fuzzy numbers. 
   At this step, the pairwise comparisons of sub-criteria 
expressed as linguistic variables based on experts’ views are 
expressed as fuzzy numbers for mathematical calculations. 
The theory of fuzzy sets has been proposed to solve the     
non-accurate issues that exist in real world. A triangular fuzzy 
number is denoted by M� = (l, m, u). The membership function 
µM� (x) is also in the form of Equation (2). 

µM� (x) = �

x−l
m−l

             l ≤ x ≤ m
u−x
u−m

            m ≤ x ≤ u
0                 otherwise

                                                  (2) 

   L is lower limit, m is the part that has the maximum 
membership degree, and u is also the upper limit of the fuzzy 
number M�  [36]. 
   If a (a1, a2, a3) and b (b1, b2, b3) are two triangular fuzzy 
numbers, a = b is when a1=b1, a = b, a3=b3. The mathematical 
relations between fuzzy numbers are shown in Equations (3) 
and (4) [37]. 

A + B = (a1 + b1, a2 + b2, a3 + b3)                                                      (3) 
 
 
a × b = (a1b1, a2b2, a3b3)                 if a1, b1 ≥ 0                                (4) 

   Table 2 indicates the linguistic variables used to evaluate the 
importance of the criteria in the pairwise comparison . 

 
Table 2. Linguistic variables for evaluating the importance of criteria 

[38] 

Importance Fuzzy number 

Very low (0.1,0.1,0.2) 

Low (0.1,0.3,0.5) 

Moderate  (0.2,0.5,0.8) 

High  (0.5,0.7,1) 

Very high (0.7,1,1) 

 
Step 3: Formation of a pairwise comparison matrix. 
   The pairwise comparison matrix of the criteria is formed 
using the fuzzy numbers of Table 1. The pairwise comparison 
matrix was in the form of Equation (5). 

A� = �

1 a�12 ⋯ a�1n
a�21
⋮

a�n1

1
⋮

a�n2

⋯
⋱
⋯

a�2n
⋮
1

�                                                             (5) 

   One of the most important features of a paired comparison 
matrix is as follows: 

a�ji = 1
a�ij

                                                                                             (6) 

where a�ij represents the importance of the ith criterion rather 
than jth criterion. 

Step 4: Calculating the value of each alternative compared to 
each criteria. 
   For each row of the pairwise comparison matrix, the value 
of Si has been calculated by Equation (10). 

∑ Mgi
jm

j=1 = �∑ ljm
j=1  ,∑ mj

m
j=1 ,∑ ujm

j=1 �                                      (7) 
 
 
 
∑ ∑ Mgi

jm
j=1

n
i=1 = (∑ lin

i=1  ,∑ mi
n
i=1 ,∑ uin

i=1 )                             (8) 
 
 
 

�∑ ∑ Mgi
jm

j=1
n
i=1 �

−1
= � 1

∑ uin
i=1

 , 1
∑ mi
n
i=1

, 1
∑ lin
i=1

�                            (9) 

 
 
 

Si = ∑ Mgi
jm

j=1 × �∑ ∑ Mgi
jm

j=1
n
i=1 �

−1
                                           (10) 

where Mi = (li, mi, ui) is a triangular fuzzy number inside the 
pairwise comparisons matrix; ui, mi, and li are the upper, 
middle, and upper triangular fuzzy numbers of Mi, 
respectively. In computing the matrix S, each of the 
components of the fuzzy number is summed up and multiplied 
by the inverse fuzzy of the sum total. 

Step 5: Ranking. 
   At this step, if S1 = (l1, m1, u1) and S2 = (l2, m2, u2) are two 
triangular fuzzy numbers, the degree of S1 versus S2 can be 
calculated as in Equation (11). 

V(S1 ≥ S2) = �

  1                                             if  m1 ≥ m2
0                                              if  l2 ≥ u1

l2−u1
(m1−u1)−(m2−l2)

                 otherwise
           (11) 

Step 6: Calculating the weight of the criteria in the pairwise 
comparisons matrix. 
   At this step, the weight of the criteria is calculated using 
Equation (12) and the non-normalized weight is obtained . 

d' (Ai) = Min V (Si ≥ Sk)          k = 1, 2, …, n            k ≠ i         (12) 

Step 7: Calculating the final weight vector. 
   The final weight vector of each criterion was derived by 
dividing the non-normalized weight of each criterion by the 
sum of non-normalized weights of the total criteria . 
 
4. ANALYSIS OF THE RESULTS 

In this research, three types of questionnaires were used to 
collect the data. First, the first questionnaire was developed 
based on theoretical foundations and previous research on 
locating the solar photovoltaic power plant. Table 3 presents a 
number of photovoltaic solar power plant locating studies 
along with locating criteria . 
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Table 3. Solar PV site suitability criteria 

References Criteria Group 
Climatology Solar irradiation [6, 7, 8, 23, 24, 25, 26, 27,28,31, 39] 

Average temperature [3, 8, 9,12,14, 16, 17, 23, 28,40,41] 
Wetland [28] 

Topography Orientation slope [3, 6, 9, 10, 11, 12, 16, 42] 
Slope [3, 6, 9,10,11,12,14,16, 17, 23, 28, 31] 

Economic-Social Distance to main roads [5,6, 7, 8, 9, 12,13,14,15,17, 22, 23, 24, 26, 28, 29,31] 
Distance to urban [3,6, 7, 9,10, 11, 12,13,17,23] 
Population density [8,22,26,27,43] 

Transformer substation [12] 
Electrical issue Distance to substations [9, 12, 14, 17, 25] 

Distance to power line [3, 5,6, 7, 8, 9, 10, 11, 12, 13,14,15,17, 22,23, 6, 40,44,45] 
Distance to village [12] 

Environment Distance to river [12,25,29,31] 
Land use & cover [3,6,7,12,22,23,24,25,29,42,43] 

 
A questionnaire was distributed among 60 experts in the solar 
power plant location and they were asked to classify the 
criteria and express their views on the importance and quality 
of the criteria. After collecting the questionnaire and entering 
the data in SPSS software, Kendall's coefficient of 
concordance was calculated 0.68. Then, another questionnaire 
was designed according to the information extracted from the 
first questionnaire and distributed among the experts. In the 
second questionnaire, the criteria increased and changed. The 

value of Kendall's coefficient of concordance of the second 
questionnaire was calculated as 0.87. The third questionnaire 
was designed and distributed according to the views of 
experts. The Kendall's coefficient of concordance was 
calculated as 0.95; therefore, the Delphi method stopped. 
Accordingly, the criteria were classified into five groups of 
topography, environment, climatological, socioeconomic, 
power distribution lines. The information derived from the 
third questionnaire is presented in Table 4. 

 
Table 4. Effective criteria for locating a photovoltaic solar power plant 

Group Climatology Environment Electrical issues Economic-Social Topography 

Criteria 

Average temperature 
Distance to river Distance to power posts 

Distance to main roads Fault 
Solar irradiation Distance to urban Slope 

Wetland 
Land use Distance to power line Distance to village 

Height 
Evaporation  

 
   After identifying the criteria using the Delphi method, in the 
second phase, the importance of each of the criteria has been 
determined using the fuzzy hierarchical analysis method. The 

reason for the importance of each criterion is presented in 
Table 5. 

 
Table 5. The type of the effect of criteria on locating a photovoltaic solar power plant 

Type of effect in locating Criteria Group 
The proximity of solar power plant to main roads will reduce the cost Distance to main roads 

Economic-Social It can be used to supply power and human resource Distance to urban 

It can be used to supply power and human resource Distance to village 
More solar radiation will generate more electrical energy Solar irradiation 

Climatology 
As average temperature of environment increases, the power of solar panels decreases Average temperature 

Increasing evaporation reduces the power of solar panels. Evaporation 
Increasing the humidity reduces the power of solar panels Wetland 

Proximity of power plant to power transmission lines reduces the cost Distance to power line 
Electrical issues 

Proximity of power plant to power transmission posts reduces the cost. Distance to power posts 
It reduces the environmental damages Land use 

Environment 
As the distance of power plant to river increases, future costs will decrease Distance to river 
As the distance of power plant to fault increases, future costs will decrease Fault 

Topography As slope is lower, the power of solar panels will be higher Slope 
By increasing the height, the power of solar panels will increase Height 

 
   Based on the factors and criteria identified in the Delphi 
method, the hierarchical chart for determining the importance 

of criteria for locating photovoltaic solar power plants was 
plotted at three levels. The first level was related to the goal of 
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the problem, the second level to the group, and the third level 
to criteria. Figure 3 represents the hierarchical chart of these 
three levels. The identified criteria for locating a photovoltaic 
solar power plant included five groups of socioeconomic, 
climatological, topographic, environment, and electrical 
energy related issues such as distance to village (C1), distance 

to electricity posts (C2), distance to urban areas (C3), distance 
to river (C4), height (C5), fault (C6), evaporation (C7), 
humidity (C8), distance to power lines (C9), land use (C10) 
distance to main roads (C11), mean temperature (C12), rate of 
solar radiation (C13), and slope (C14). 

 

 
Figure 3. Hierarchical chart of locating a photovoltaic solar power plant 

 
   After plotting the hierarchical chart, decision-makers were 
asked to compare the criteria with each other and to express 
the relative importance of the elements using the linguistic 

variables of Table 2. By adding data to the Super Decision 
software, the weight of each criterion was extracted and the 
results are presented in Table 6. 

 
Table 6. The matrix of pairwise comparisons of sub-criteria 

 C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 C11 C12 C13 C14 

C1 (1,1,1) (5,10,10) (1,1,1.4) (5,10,10) (1,1.4,2) (2,3.3,10) (1,1,1.4) (1,1.4,2) (1,1,1.4) (1,1.4,2) (2,3.3,10) (5,10,10) (5,10,10) (2,3.3,10) 

C2 (0.1,0.1,0.2) (1,1,1) (2,3.3,10) (1,1,1.4) (1.25,2,5) (1,1.4,2) (2,3.3,10) (1.25,2,3.3) (2,3.3,10) (1.25,2,5) (1,1.4,2) (1,1,1.4) (1,1,1.4) (1,1.4,2) 

C3 (0.7,1,1) (0.1,0.3,0.5) (1,1,1) (5,10,10) (1.25,2,5) (2,3.3,10) (1,1.4,2) (1.25,2,3.3) (1,1.4,2) (1.25,2,3.3) (2,3.3,10) (5,10,10) (5,10,10) (2,3.3,10) 

C4 (0.1,0.1,0.2) (0.7,1,1) (0.1,0.1,0.2) (1,1,1) (1.25,2,5) (1,1.4,2) (2,3.3,10) (1.25,2,5) (2,3.3,10) (1.25,2,5) (1,1.4,2) (1,1,1.4) (1,1,1.4) (1,1.4,2) 

C5 (0.5,0.7,1) (0.2,0.5,0.8) (0.2,0.5,0.8) (0.2,0.5,0.8) (1,1,1) (1,1.4,2) (2,3.3,10) (1.25,2,5) (2,3.3,10) (1.25,2,5) (1,1.4,2) (1,1,1.4) (1,1,1.4) (1,1.4,2) 

C6 (0.1,0.3,0.5) (0.5,0.7,1) (0.1,0.3,0.5) (0.5,0.7,1) (0.5,0.7,1) (1,1,1) (2,3.3,10) (1.25,2,5) (2,3.3,10) (1.25,2,5) (1,1.4,2) (1,1,1.4) (1,1,1.4) (1,1.4,2) 

C7 (0.7,1,1) (0.1,0.3,0.5) (0.5,0.7,1) (0.1,0.3,0.5) (0.1,0.3,0.5) (0.1,0.3,0.5) (1,1,1) (1.25,2,5) (1,1.4,2) (1.25,2,5) (2,3.3,10) (5,10,10) (5,10,10) (2,3.3,10) 

C8 (0.5,0.7,1) (0.2,0.5,0.8) (0.2,0.5,0.8) (0.2,0.5,0.8) (0.2,0.5,0.8) (0.2,0.5,0.8) (0.2,0.5,0.8) (1,1,1) (2,3.3,10) (1.25,2,5) (1,1.4,2) (1,1,1.4) (1,1,1.4) (1,1.4,2) 

C9 (0.7,1,1) (0.1,0.3,0.5) (0.5,0.7,1) (0.1,0.3,0.5) (0.1,0.3,0.5) (0.1,0.3,0.5) (0.5,0.7,1) (0.1,0.3,0.5) (1,1,1) (1.25,2,5) (2,3.3,10) (5,10,10) (5,10,10) (2,3.3,10) 

C10 (0.5,0.7,1) (0.2,0.5,0.8) (0.2,0.5,0.8) (0.2,0.5,0.8) (0.2,0.5,0.8) (0.2,0.5,0.8) (0.2,0.5,0.8) (0.2,0.5,0.8) (0.2,0.5,0.8) (1,1,1) (1,1.4,2) (1,1,1.4) (1,1,1.4) (1,1.4,2) 

C11 (0.1,0.3,0.5) (0.5,0.7,1) (0.1,0.3,0.5) (0.5,0.7,1) (0.5,0.7,1) (0.5,0.7,1) (0.1,0.3,0.5) (0.5,0.7,1) (0.1,0.3,0.5) (0.5,0.7,1) (1,1,1) (1,1,1.4) (1,1,1.4) (1,1.4,2) 

C12 (0.1,0.1,0.2) (0.7,1,1) (0.1,0.1,0.2) (0.7,1,1) (0.7,1,1) (0.7,1,1) (0.1,0.1,0.2) (0.7,1,1) (0.1,0.3,0.5) (0.7,1,1) (0.7,1,1) (1,1,1) (1,1,1.4) (1,1.4,2) 

C13 (0.1,0.1,0.2) (0.7,1,1) (0.1,0.1,0.2) (0.7,1,1) (0.7,1,1) (0.7,1,1) (0.1,0.1,0.2) (0.7,1,1) (0.1,0.1,0.2) (0.7,1,1) (0.7,1,1) (0.7,1,1) (1,1,1) (1,1.4,2) 

C14 (0.1,0.3,0.5) (0.5,0.7,1) (0.1,0.3,0.5) (0.5,0.7,1) (0.5,0.7,1) (0.5,0.7,1) (0.1,0.3,0.5) (0.5,0.7,1) (0.1,0.3,0.5)) (0.5,0.7,1) (0.5,0.7,1) (0.5,0.7,1) (0.5,0.7,1) (1,1,1) 

 
   According to Equations (7) to (10), the value of Si was 
calculated for each row of the pairwise comparison matrix. 
The general results of calculations are given in Table 7. 

( )
14 14

j
gi

i 1 j 1

M   205.25,331.1,  547.3
= =

=∑∑  

( )
1

14 14
j
gi

i 1 j 1

M 0.0018 ,  0.003 ,  0.0048
−

= =

 
= 

 
∑∑  
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Table 7. Mean value of each criterion 
S1 S2 S3 S4 S5 S6 S7 

(0.0096,0.022,0.045) (0.019,0.055,0.101) (0.011,0.028,0.092) (0.028,0.085,0.15) (0.016,0.042,0.12) (0.02,0.061,0.16) (0.022,0.057,0.23) 
 

S8 S9 S10 S11 S12 S13 S14 
(0.022,0.056,0.17) (0.026,0.067,0.28) (0.026,0.065,0.22) (0.03,0.075,0.27) (0.053,0.15,0.25) (0.053,0.15,0.25) (0.032,0.08,0.28) 

 
At this step, according to Equation (11), for each criterion, the 
degree of preference of Si over Sk was obtained and the 
results are presented in Table 8. 
   According to the values given in Table 8, each of the ratios 
was calculated for each row according to Equation (12). The 

weights presented in Table 8 were normalized by dividing 
each weight by the total weights. The results of calculation are 
given in Table 9. 

 
Table 8. Comparison of the mean value of each criterion 

1 S7>S1 1 S6>S1 1 S5>S1 1 S4>S1 1 S3>S1 1 S2>S1 0.43 S1>S2 
1 S7>S2 1 S6>S2 0.89 S5>S2 1 S4>S2 0.72 S3>S2 1 S2>S3 0.85 S1>S3 
1 S7>S3 1 S6>S3 1 S5>S3 1 S4>S3 0.53 S3>S4 0.76 S2>S4 0.21 S1>S4 

0.85 S7>S4 0.84 S6>S4 0.7 S5>S4 1 S4>S5 0.83 S3>S5 1 S2>S5 0.57 S1>S5 
1 S7>S5 1 S6>S5 0.86 S5>S6 1 S4>S6 0.69 S3>S6 1.03 S2>S6 0.39 S1>S6 

0.95 S7>S6 1 S6>S7 0.94 S5>S7 1 S4>S7 0.76 S3>S7 1 S2>S7 0.47 S1>S7 
1.43 S7>S8 1 S6>S8 0.77 S5>S8 1 S4>S8 0.7 S3>S8 1.08 S2>S8 0.39 S1>S8 
1.47 S7>S9 0.94 S6>S9 0.8 S5>S9 1 S4>S9 0.62 S3>S9 0.93 S2>S9 0.29 S1>S9 
1.43 S7>S10 0.95 S6>S10 0.82 S5>S10 1 S4>S10 0.63 S3>S10 0.96 S2>S10 0.29 S1>S10 
1.46 S7>S11 0.89 S6>S11 0.75 S5>S11 1 S4>S11 0.56 S3>S11 0.85 S2>S11 0.2 S1>S11 
0.63 S7>S12 0.54 S6>S12 0.42 S5>S12 0.59 S4>S12 0.24 S3>S12 0.35 S2>S12 1 S1>S12 
0.64 S7>S13 0.54 S6>S13 0.42 S5>S13 0.58 S4>S13 0.23 S3>S13 0.34 S2>S13 1 S1>S13 
0.86 S7>S14 0.86 S6>S14 0.72 S5>S14 1 S4>S14 0.53 S3>S14 0.61 S2>S14 0.17 S1>S14 

              
1 S14>S1 1 S13>S1 1 S12>S1 1 S11>S1 1 S10>S1 1 S9>S1 1 S8>S1 
1 S14>S2 1 S13>S2 1 S12>S2 1 S11>S2 1 S10>S2 1 S9>S2 1 S8>S2 
1 S14>S3 1 S13>S3 1 S12>S3 1 S11>S3 1 S10>S3 1 S9>S3 1 S8>S3 

0.98 S14>S4 1 S13>S4 1 S12>S4 0.96 S11>S4 0.9 S10>S4 0.94 S9>S4 0.79 S8>S4 
1 S14>S5 1 S13>S5 1 S12>S5 1 S11>S5 1 S10>S5 1 S9>S5 1 S8>S5 
1 S14>S6 1 S13>S6 1 S12>S6 1 S11>S6 1 S10>S6 1 S9>S6 0.98 S8>S6 
1 S14>S7 1 S13>S7 1 S12>S7 1 S11>S7 1 S10>S7 1 S9>S7 1 S8>S7 
1 S14>S8 1 S13>S8 1 S12>S8 1 S11>S8 1 S10>S8 1 S9>S8 0.93 S8>S9 
1 S14>S9 1 S13>S9 1 S12>S9 1 S11>S9 0.98 S10>S9 1 S9>S10 0.94 S8>S10 
1 S14>S10 1 S13>S10 1 S12>S10 1 S11>S10 0.95 S10>S11 0.97 S9>S11 0.88 S8>S11 

0.77 S14>S11 1 S13>S11 1 S12>S11 0.74 S11>S12 0.66 S10>S12 0.73 S9>S12 0.56 S8>S12 
0.77 S14>S12 1 S13>S12 1 S12>S13 0.74 S11>S13 0.66 S10>S13 0.73 S9>S13 0.55 S8>S13 

1 S14>S13 1 S13>S14 1 S12>S14 0.95 S11>S14 0.93 S10>S14 0.95 S9>S14 0.85 S8>S14 
 
 

Table 9. Normalized weight of criteria 

Ranking Normalized weight Criteria  
13 0.02 Distance to village C1 
11 0.04 Distance to power posts C2 
12 0.027 Distance to urban C3 
7 0.07 Distance to rives C4 
10 0.05 Height C5 
9 0.064 Fault C6 
6 0.075 Evaporation C7 
8 0.065 Wetland C8 
4 0.087 Distance to power line C9 
5 0.078 Land use C10 
3 0.088 Distance to main roads C11 
1 0.12 Average temperature C12 
1 0.12 Solar irradiation C13 
2 0.091 Slope C14 

 
   Based on Table 9, the rates of solar radiation and average 
temperature were the most important criteria for locating the 
photovoltaic solar power plant. Moreover, the criteria of 

slope, distance to main roads, distance to power lines, and 
land use were of the highest importance in locating a 
photovoltaic solar power plant. Sunny hours represented the 
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total monthly sunny hours of the regions and the rate of 
energy received from sunlight. As the power of photovoltaic 
solar panels depended on ambient temperature and solar 
radiation, the average temperature and sunny hours were of 
great importance in the establishment of photovoltaic solar 

power plants. Previous studies suggested that the criteria 
identified in this research for locating solar power plants were 
very consistent and similar to previous studies (12 and 23), 
some of which are given in Table 10. 

 
Table 10. Similar studies 
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issues Environment 
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        [28] 

              [29] 

 
5. CONCLUSIONS 

Fossil fuels are the main source of energy. Environmental 
pollutions caused by fossil fuels and increasing energy 
demand have forced energy suppliers seek other sources. 
Solar energy is one of the sources of clean energy. Solar 
energy is available to humans without any restriction. The 
establishment of a photovoltaic solar power plant is an 

essential. Selecting a suitable site increases the absorption of 
more sunlight leading to storage of more solar energy. Thus, it 
is important to identify effective criteria for locating a solar 
photovoltaic power plant. In this research, two types of 
questionnaires were used to collect the data . The first 
questionnaire was developed based on the theoretical 
foundations of the subject and the previous studies as well as 
the views of the experts on locating the photovoltaic solar 
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power plant. This questionnaire assesses the importance of 
effective factors in locating the power plant. These factors 
were presented in five topographic, environment, 
climatologic, socio-economic, and power distribution lines 
groups. Data derived from the first questionnaire were 
collected and classified through the Delphi method. Then, in 
the second phase, the criteria identified in the first phase were 
evaluated to determine the importance of the criteria using the 
hierarchical method . 

 

 
Figure 4. The importance of criteria to each other 

 
   According to Figure 4, the importance of average 
temperature and solar radiation is 13 %. Therefore, these two 
criteria are of greater importance than other criteria in 
constructing the solar power plant. More solar radiation and 
more solar absorption will be on photovoltaic panels. The 
average temperature is very important for panels. Establishing 
temperature balance in panels improves the efficiency of 
panels in solar radiation. 
   Based on the results of this research, it is recommended that 
other effective criteria according to the climate conditions of 
each region, other decision making methods, and GIS 
software be considered in locating a photovoltaic solar power 
plant. 
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A B S T R A C T  
 

The present study uses three generations of biodiesels and studies their effects on physical properties and 
exhaust gases. They are comprised of Palmaria palmate oil (third generation), Eucheuma spinosum oil (third 
generation), Eucheuma cottonii oil (third generation), Common wormwood oil (second generation), Marjoram 
oil (second generation), Peganum harmala oil (second generation), Zingiber officinale oil (first generation), 
Anethum graveolens oil (first generation), and Cacao bean oil (first generation). Results show that             
first-generation oils gain a higher level of Calorific value around 41.16 MJ/kg than other generations. The 
longest carbon chain is observed by the first generation with higher unsaturated fatty acids than other 
generations (94.11 %). The first generation gains a higher level of density around 882 kg/m3 than other 
generations. Also, the first generation gains a higher level of flash point around 193 ˚C than other generations. 
The third generation gains a high level of cetane number at about 69, compared to other generations. The first 
generation gains a minimum level of cloud and pour point around -3 ˚C and -2 ˚C compared to other 
generations. Moreover, the third generation gains the lowest level of viscosity about 2.51 CSt compared to the 
first generation. The third generation gains the lowest level of NOx around 371 ppm compared to other 
generations. Finally, the third generation gains the lowest level of soot, CO, and HC around 0.47 Vol. %, 0.018 
Vol. %, and 4.82 ppm, compared to other generations. 
 

https://doi.org/10.30501/jree.2021.257527.1161 

1. INTRODUCTION* 

Fossil fuels face many problems today, the most important of 
which are price changes and their environmental problems. 
Furthermore, lack of sufficient resources and their proper 
distribution among countries have caused various crises. 
Therefore, the growing human need for alternative fuels is of 
utmost importance. Biofuels represent a good option with 
their benefits over fossil fuels. They are characterized by 
being highly biodegradable and renewable, being 
environmentally friendly, low toxicity, low combustion 
emission, high engine performance, advanced rural economic 
potential, combinable with diesel fuel at any ratio, and so on 
[1, 2]. 
   The feedstock is a noteworthy cause for biodiesel 
production, as the production value should be cost effective. 
Biodiesels are now divided into four generations. The first 
generation is comprised of mint oil, colza oil, etc. They are 
considered as edible oils. The next generation encompasses 
jatropha oil, mahua oil, cottonseed oil, etc. They are 
considered as non-edible oils. The third generation is 
considered as microalgae oil, animal fat, and waste cooking 
oil. The last generation of biofuels is derived from genetically 
 
*Corresponding Author’s Email: m_arjmand@azad.ac.ir (M. Ardjmand) 
  URL: http://www.jree.ir/article_129680.html 

modified crops. This group is fixated on amalgamating 
feedstock biology, Carbon Capture Storage (CCS) processes, 
and producing high-quality biofuels and supreme performance 
efficiencies with zero carbon emission [3, 4]. 
   The physical properties of biodiesels are displayed by the 
structural characteristics of fatty acids. Some of their physical 
characteristics are exhaust gas emissions, ignition quality, the 
heat of combustion, viscosity, density and lubricity, cold flow, 
and oxidative stability. The created biodiesel properties should 
meet the European standard specification (EN) 14214 or 
American Society for Testing and Materials (ASTM) D6751. 
Approaches that survey biodiesel properties include gas 
chromatography-mass spectroscopy (GC/MS), Fourier 
Transforms Infrared spectroscopy (FTIR), Nuclear Magnetic 
Resonance spectroscopy (NMR), and High-Performance 
Liquid Chromatography (HPLC) [5]. Numerous studies have 
shown that physical properties have an enormous effect on 
emission and combustion. Flashpoint, kinematic viscosity, 
boiling point, Cetane Number (CN), pour point, cloud point, 
heating value, and oxidative stability are the most significant 
physical properties affecting emission and combustion [6]. 
The fuel autoignition and CN are influenced by each other. 
The growth of CN triggers an effect on ignition quality [7]. 
Additionally, CN impacts the diesel combustion method by 
reducing the ignition delay. Thus, it lessens premixed 
combustion and also weakens the sudden spike at an             

https://doi.org/10.30501/jree.2021.257527.1161
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in-cylinder temperature, which is responsible for enhancing 
the predisposition of thermal NO [8]. Hence, improving the 
CN triggers lessening the NO concentration. Folayan et al. 
indicated that palm kernel and coconut oil had upper pour and 
cloud point, low-temperature filterability, and cold filter 
plugging point and examination point compared to linoleic 
and oleic oils, which caused poor cold flow conduct. This is 
because these properties are considerably enhanced with a 
greater degree of unsaturation, longer carbon chain, and 
higher degrees of branching. Saponification number dropped 
with molecular weight and chain length. The iodine value 
rises as the mark of unsaturation rises, but drops with chain 
length. They also indicated the effect of fatty acids on CN, 
heating value, and density [9]. Marlina et al. worked on fatty 
acids and their results showed that polar fatty acids were 
further reactive because of electric charge. Bent and long 
polar fatty acids were more reactive than the straight and short 
polar ones, as the former had durable higher and polarity 
electron mobility. The uppermost electron mobility caused 
molecules to be less tight; therefore, evaporation level 
increased. The presence of more than one double bond in 
polyunsaturated oil partly inhibited electron mobility. Quicker 
evaporation level caused ignition temperature to decrease, 
meanwhile heat energy was altered in latent heat for stage 
change over evaporation [10]. Jafarihaghighi et al. used 
several samples and showed that the physical properties 
affected emissions. They showed that the structure of fatty 
acids decreased or increased physical properties and had a 
direct effect on exhaust emissions [11]. 
   In this paper, the main objective is to show the physical 
properties and exhaust gases of three different generations of 
biodiesel under the same conditions to demonstrate which 
generation will have better efficiency and better outcomes. All 
the oils used are new to give a new perspective and eliminate 
the exclusivity of certain groups. In this path, the length of 
chains, ratio of hydrogen to carbon, oxygen to carbon, 
saturated acids, and unsaturated acids of the three generations 
are examined and compared. One of the most important 
reasons for choosing different generations in this report is that 
they have the ability to grow in harsh conditions in the Middle 
East and Iran, and that an attempt is made to show which 
future generation is better for use. 
 
2. MATERIALS AND METHODS 

Nine different oils from three different generations were 
considered. They include Palmaria palmata oil (third 
generation), Eucheuma spinosum oil (third generation), 
Eucheuma cottonii oil (third generation), Common wormwood 
oil (second generation), Marjoram oil (second generation), 
Peganum harmala oil (second generation), Zingiber officinale 
oil (first generation), Anethum graveolens oil (first 
generation), and Cacao bean oil (first generation). The 
methanol (99 %) and KOH (99 %) were supplied by Aldrich 
Chemical Co. (USA). 
   The transesterification technique was applied to the samples. 
Biodiesel samples were created through the KOH-catalyzed 
transesterification reaction at a level of 1 to 3 (v/v) for 
methanol-to-oil. Therefore, they were completed in the 
presence of KOH as the acid catalyst for around 1 h at         
55-60 ˚C. Between one to two hours was adequate to separate 
the solution for eliminating methanol-water at the top stage. 
Then, in the bottom stage, the value of the acid level was 
calculated. The yields of biodiesel produced for first, second, 

and third generations of biodiesel were around 85-90 %, 89-95 
%, and 93-95 %, respectively. All biodiesels were composed 
by a combination of 20 % net biofuel with 80 % diesel [1]. 
   The flashpoint was calculated according to ASTM standard 
D93. The level of viscosity and value of density were 
determined with Stabinger Viscometer, Anton Paar, 
SVM3000 model (Anton Paar Co., Austria). The viscosity 
was also assessed by ASTM-D445. The flashpoint was 
calculated with the Constantly Close Cup Flash Point 
(CCCFP) tester applying the Grabner FLPH Miniflash Tester 
(Grabner, Austria). The level of cloud point was assessed by 
the s/500 (Italian) model, compliant with the ASTM standard 
D2500. Sediment and water measurements were completed by 
Karl Fischer setup, metrohm, 794 Basic Titrino model. 
Biodiesel mixtures, which were created with 
transesterification, were specified by Gas Chromatography 
(GC, Claus 580 GC model, Perkin Elmer Co., USA). The 
level of CN was shown by the Octan-IM device. 
   In this research, a 3LD 510 model was used for a              
12-horsepower single-cylinder diesel engine manufactured by 
the Italian Lombardy Company. Its specifications are shown 
in Table 1. The dynamometer Eddy Current WE400 model 
from Pars Andish Innovative Company (MPA) was employed 
to measure the torque, rotational speed, and power of the 3LD 
510 Diesel Engine. Specifications of the MAHA-MGT5 
analyzer used in the test are shown in Table 2. The test was 
carried out at 2000 rpm and full load. 

 
Table 1. The engine parameters 

Specification Explanations 

Model 3LD510 

Number of cylinders 1 

Bore and stroke (mm) 85 × 90 

Displacement (cm3) 510 

Aspiration Naturally aspirated 

Cycle 4 stroke 

Combustion system Direct Injection 

Rotation Counter-clockwise (view from 

main PTO side) 

Cooling system Air 

Fuel tank capacity (l) 5.3 

Oil sump capacity (l) 1.75 

Length (mm) 466 

Width (mm)  422 

Height (mm) 568 

Dry weight (kg) 60 

Cylinder course (mm) 90 

Cylinder diameter (mm) 85 

Cylinder volume (cm3) 510 

Maximum power hp (3000 

rpm) 

12.2 

Maximum torque 1800rpm 

(Nm) 

33 

Compression ratio 17.5:1 
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Table 2. Qualifications of the MAHA-MGT5 analyzer used in the 
test 

Specification Explanations 

Measurable gases 
HC, CO, CO2, O2, NO 

(Option) 
Measuring principle Infrared 

spectrometry 
HC, CO, CO2 

Measuring principle electrochemical 
detection 

O2, NO 

Warm-up time 480 s 
Flow 3.5 l/min 

Working pressure 0.75 bar–1.1 bar 
Accuracy class O (OIML) 

On-board voltage 12 V/42 V 

Power supply 
1/N/PE 85 V/285 V 50 

Hz 

Dimensions total (L × W × H) 
240 mm × 560 mm × 

300 mm 
Weight 10 kg 

CO - Measurement range / Measured 
value resolution (max.) 

0-15 Vol. %/0.01 

CO2 - Measurement range / Measured 
value resolution (max.) 

0-20 Vol. %/0.01 

HC - Measurement range / Measured 
value resolution (max.) 

0-9999 ppm/0.1 
(Hexan) 0-20000 ppm/1 

(Propan) 
O2 - Measurement range / Measured 

value resolution (max.) 
0-25 Vol. %/0.01 

Lambda (calculated) 0.5–9.99/0.01 
NO (Option) - Measurement range / 
Measured value resolution (max.) 

0-5000 ppm/1 

 
3. RESULTS AND DISCUSSION 

3.1. Physical properties  

3.1.1. Structure of fatty acids 

Fatty acids play an important role in the structure and 
emission of biodiesel. The carbon chain of different biodiesels 
ranged from C14 to C24. According to Table 3, the highest 
saturated acids for Common wormwood oil were Palmitic 

acids and also the highest unsaturated acids were Linoleic 
acids. The highest saturated acids for Marjoram oil were 
Palmitic acids and also the highest unsaturated acids were 
Oleic acids. The highest saturated acids for Peganum harmala 
oil were Palmitic acids and also the highest unsaturated acids 
were Oleic acids. The highest saturated acids for Palmaria 
palmata oil were Palmitic acids and also the highest 
unsaturated acids were Oleic acids. The highest saturated 
acids for Eucheuma spinosum oil were Palmitic acids and also 
the highest unsaturated acids were Linoleic acids. The highest 
saturated acids for Eucheuma cottonii algae oil were Palmitic 
acids and also the highest unsaturated acids were Oleic acids. 
The highest saturated acids for Zingiber officinale oil were 
Palmitic acids and also the highest unsaturated acids were 
Oleic acids. The highest saturated acids for Anethum 
graveolens oil were Palmitic acids and also the highest 
unsaturated acids were Oleic acids. The highest saturated 
acids for Cacao bean oil were Palmitic acids and also the 
highest unsaturated acids were Oleic acids. 
   Obviously, in Fig. 1, the longest carbon chain presented to 
Anethum graveolens biodiesel (C18-C24) was around      
94.11 %. Common wormwood displayed a long carbon chain 
(C18-C22) around 93.35 %. Next, Peganum harmala 
displayed a long carbon chain (C18-C22) around 88.93 %. 
Cacao bean oil displayed a long carbon chain (C18-C20) 
around 88.47 %. Subsequently, Marjoram oil displayed a long 
carbon chain (C18-C22) around 86.73 %. Zingiber officinale 
oil displayed a long carbon chain (C18-C20) around 84.52 %. 
Palmaria palmata oil displayed a long carbon chain        
(C18-C22) around 80.19 %. Eucheuma spinosum oil displayed 
a long carbon chain (C18-C22) around 70.60 %. Finally, 
Eucheuma cottonii algae oil displayed a long carbon chain 
(C18-C20) around 58.40 %. 
   The presence of fatty acids in biodiesel can affect the rate of 
oxygen to carbon (O/C) and hydrogen to carbon (H/C). 
Vividly, the enhancement of fatty acids affects the amount of 
oxygen in the process. On the other hand, the amount of 
hydrogen can be altered by fatty acids. Therefore, the growth 
of saturated acids triggers the increase of hydrogen in the 
process. Hence, the maximum saturated acids, O/C, and H/C 
were gained by Eucheuma cottonii, Eucheuma spinosum, 
Palmaria palmata, Zingiber officinale, Marjoram, Cacao 
bean, Peganum harmala, Common wormwood, and Anethum 
graveolens biodiesels [2, 3]. 

 
Table 3. The result of physical and chemical properties of biodiesel sources 
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Lauric (C12:0) - - - - - - - - - 

Myristic (C14:0) - - - - - - - - - 

Myristoleic (C14:1) - - - - - - - - - 
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Palmitic (C16:0) 7.78 13.13 10.92 15.92 23.75 37.41 11.71 5.89 9.77 

Palmitoleic (C16:1) - - 0.19 2.96 2.97 - - - 2.55 

Heptadecanoate (C17:0) - - - - - - 2.40 - - 

Stearic (C18:0) 2.35 3.20 5.16 3.60 5.01 4.70 9.31 1.09 1.35 

Oleic (C18:1) 30.30 16.32 56.40 60.48 23.05 29.09 50.09 45.60 47.03 

Linoleic (C18:2) 59.14 24.11 14.50 10.60 35.16 21.34 22.80 22.16 35.83 

Linolenic (C18:3) 0.41 41.17 9.00 2.80 6.07 2.25 0.31 7.38 1.30 

Arachidic (C20:0) 0.49 0 1.89 1.77 3.72 1.02 2.01 2.51 0.96 

Gondoic (C20:1) - 0.56 1.10 - - - - - - 

Behenic (C22:0) 0.66 1.30 0.88 - - - - 2.82  

Erocic (C22:1) - 0.21 - 0.94 - - - - - 

Lignoceric (C24:0) - - - - - - - 4.02 - 

Nervonic (C24:1) - - - - - - - 8.53 - 

Total 100 100 100 100 100 100 100 100 100 

 
 

 
Figure 1. The highest amount of fatty acids in various biodiesel sources 

 
3.1.2. Calorific value (CV) 

The heat of combustion (CV) of fuels is a noteworthy 
measurable parameter, as it can represent the quantity of heat 
liberated with fuels in the engine that empowers the engines to 
prepare the work. Fig. 2 displays that greater CV is obtained 
by Anethum graveolens biodiesel around 43.21 MJ/kg. 
Common wormwood biodiesel acquired the second place and 
it was around 41.16 MJ/kg. The least level of CV was 
revealed by Eucheuma cottonii biodiesel close to 34.97 
MJ/kg. The list was continued with Peganum harmala, Cacao 
bean, Marjoram, Zingiber officinale, Palmaria palmata, and 
Eucheuma spinosum biodiesel around approximately 37.58, 
37.02, 36.12, 36, 35.19, and 35.07 MJ/kg, respectively. 
According to Fig. 2, the third generation of biodiesel gained 
the lowest amount of CV; however, the difference between 
them was low. The first generation of biodiesel showed better 
results than the second and third generations. Regarding 
Figure 1, the longest carbon chain is revealed by Anethum 
graveolens biodiesel; consequently, the supreme CV level was 
observed by it. However, the shortest carbon chain was 
demonstrated by Eucheuma cottonii biodiesel, which had the 
lowest CV among all biodiesels [4, 5]. The carbon chain had a 
direct effect on CV and triggered the growth of CV of 

biodiesels. In fact, the increase of carbon chain could enhance 
the amount of molecular mass, increasing CV. Ogbu et al. 
used Cucurbita pepo, Afzelia africana, and Hura crepitans oil 
and achieved the same results, indicating that CV and carbon 
chain were interconnected [6]. 

 

 
Figure 2. The upper calorific value in numerous biodiesel sources 
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3.1.3. Density 

Density is considered as momentous fuel characteristic, as 
injection systems, pumps, and injectors must convey the 
quantity of fuel precisely adjusted to provide precise 
combustion. Therefore, one of the parameters that contributes 
to the advancement in biodiesel source density is their 
molecular weight. The level of density of fuel has an impact 
on the engine act properties. The superior density will escalate 
the diameter of fuel droplets. Thus, fuels with slighter density 
will enhance the efficiency of air-fuel combination formation 
and atomization. Consequently, Anethum graveolens biodiesel 
had the highest level of density around 882 kg/m3 (Fig. 3). 
However, the least density was seen by Eucheuma cottonii 
biodiesel, which was roughly 850 kg/m3. The list was 
continued with Common wormwood, Peganum harmala, 
Cacao bean, Marjoram, Zingiber officinale, Palmaria 
palmata, and Eucheuma spinosum biodiesel, with approximate 
levels of 880, 876, 871, 869, 863, 857, and 855 kg/m3, 
respectively. As shown in Fig. 1, the longest carbon chain and 
double bond number affected density and enhanced this 
parameter. Anethum graveolens biodiesel had the longest and 
greatest number of double bonds (94.11 Wt %), which had the 
highest density level among all the biodiesel samples in 
contrast to Eucheuma cottonii biodiesel (58.40 Wt %). 
Therefore, the third generation of biodiesel had the lowest 
amount of density; however, the difference among them was 
low. Almost, the first generation of biodiesel showed better 
results than the second and third generations [2]. The fatty 
acids influenced the density; thus, the growth of the carbon 
chain and double bonds boosted the level of these 
characteristics. Mer et al. applied Karanja and Palm oil in their 
study, showing that carbon chain and double bonds could 
affect the density level, which complied with the results of 
this study [7]. 

 

 
Figure 3. The density level in various biodiesel sources 

 
3.1.4. Flash point 

The flashpoint is considered as a temperature at which the fuel 
commences to burn while it comes to contact with fire. It is 
vitally important with regard to fuel handling, transportation, 
and storage. Biodiesels normally have a higher flash point 
than diesel fuels. There are some parameters such as the 
number of double bonds, residual alcohol content, and number 
of carbon atoms that could influence flashpoint. Similar 

results were found in the study of Mer et al. and Ogbu et al., 
indicating the impact of double bonds and carbon atoms [6, 7]. 
Among the oils used in this study, Anethum graveolens 
biodiesel had the highest level of flashpoint around 193 ˚C 
(Fig. 4), whereas the least flashpoint level was seen in 
Eucheuma cottonii biodiesel, which was roughly 174.6 ˚C. 
The list continued with Common wormwood, Peganum 
harmala, Cacao bean, Marjoram, Zingiber officinale, 
Palmaria palmata, and Eucheuma spinosum biodiesel with 
approximate flashpoint levels of 190.1, 188.7, 185.9, 181.5, 
179.2, 177.7, and 175.6 ˚C, respectively. Anethum graveolens 
biodiesel had the longest double bonds and carbon chain 
among other samples, which was around 94.11 Wt%. Among 
all the samples, Eucheuma cottonii biodiesel had the shortest 
carbon chain length and double bonds, being 58.40 Wt % 
(Fig. 1). Therefore, the third generation of biodiesel had the 
lowest amount of flashpoint. The first generation of biodiesel 
showed better results than the second and third generations. 

 

 
Figure 4. The flash point quantity in different biodiesel sources 

 
3.1.5. Cetane number (CN) 

CN is a reverse function of a fuel's ignition delay and it is the 
period between the ignition start and the first identifiable 
pressure rise over fuel combustion. In a specific diesel engine, 
upper CN had a shorter ignition delay period than the lower 
CN. In this regard, Eucheuma cottonii biodiesel had the 
highest level of CN around 69 (Fig. 5), whereas the least of 
the CN was observed in Anethum graveolens biodiesel that 
was roughly 55. The list continued with Eucheuma spinosum, 
Palmaria palmata, Zingiber officinale, Marjoram, Cacao 
bean, Peganum harmala, and Common wormwood biodiesel 
with approximate CN levels of 67, 67, 65, 64, 62, 60, and 59, 
respectively. The growth of carbon chain length and 
unsaturated acids affected CN development [8]. However, our 
results showed that the effect of unsaturated acids was greater 
than the chain length, which led to greater CN changes. The 
results of this study are in line with the study of Ogbu et al. [3, 
6]. Moreover, the highest amount of saturated acids was 
obtained by Anethum graveolens and the minimum was 
achieved by Eucheuma cottonii biodiesel. Consequently, the 
third generation of biodiesel gained the highest amount of CN. 
Almost, the first generation of biodiesel showed less 
significant results than the second and third generations. 
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Figure. 5. The CN value in different biodiesel sources 

 
3.1.6. Cloud and pour point 

Pour point is identified as the lowest temperature that fuels 
can flow. Also, cloud point is renowned for the bottommost 
temperature where the cloud of wax crystals is formed while 
cooled. Both parameters in biodiesel are at a higher level than 
diesel fuels because of a higher level of saturated fatty acids, 
making it difficult in cold climate circumstances. Biodiesels 
with a notable level of saturated fatty compounds had a higher 
pour point and cloud point. In some studies, it has been 
reported that the chain length increase affects these points, 
being consistent with the current results because increasing 
the chain length increases the amount of unsaturated acids, 
thus changing these points [9, 10]. In this regard, Anethum 
graveolens biodiesel had the lowest level of cloud point 
around -3 ˚C (Fig. 6), whereas the highest cloud point was 
exposed by Eucheuma cottonii biodiesel that was roughly       
6 ˚C. The list continued with Common wormwood, Peganum 
harmala, Cacao bean, Marjoram, Zingiber officinale, 
Palmaria palmata, and Eucheuma spinosum biodiesel with 
approximate cloud points of -2, -1, 1, 2, 3, 3, and 4 ˚C, 
respectively. Anethum graveolens biodiesel had the lowest 
level of pour point around -2 ˚C (Fig. 6), whereas the highest 
pour point was exposed by Eucheuma cottonii biodiesel that 
was roughly 8 ˚C. The list continued with Common 
wormwood, Peganum harmala, Cacao bean, Marjoram, 
Zingiber officinale, Palmaria palmata, and Eucheuma 
spinosum biodiesel with approximate pour points of 1, 1, 3, 5, 
5, 6, and 6 ˚C, respectively. Eucheuma cottonii biodiesel had 
the highest level of saturated acids (more than 46 %), thus 
improving both parameters. Therefore, the third generation of 
biodiesel gained the highest level of pour and cloud points. 
The first generation of biodiesel showed better results than the 
second and third generations. 
 
3.1.7. Viscosity 

The enhancement of the level of viscosity caused several 
issues in the engine. Some of them are poor atomization, 
excess penetration, and poor mixing with air. The level of 
viscosity can be lessened via pre-heating the oil through a 
transesterification method. In this regard, Anethum graveolens 
biodiesel had the highest level of viscosity around 3.11 CSt 

(Fig. 7). However, the lowest viscosity level was observed by 
Eucheuma cottonii biodiesel that was roughly 2.51 CSt. The 
list continued with Common wormwood, Peganum harmala, 
Cacao bean, Marjoram, Zingiber officinale, Palmaria 
palmata, and Eucheuma spinosum biodiesel with approximate 
viscosity levels of 3.13, 3.04, 3, 2.94, 2.88, 2.73, and 2.69 
CSt, respectively. Furthermore, the viscosity advanced with 
the ester chain and Anethum graveolens biodiesel had the 
longest carbon chain among all the samples in contrast to 
Eucheuma cottonii biodiesel  [11, 12]. Numerous reports 
indicated that chain length had the highest effect on viscosity 
[10, 13]. However, in a recent study, it was shown that the 
amount of saturated and unsaturated acids could also have a 
direct effect on viscosity, which contradicted the results of 
previous reports that point to the low effect of this factor [6]. 
Therefore, the third generation of biodiesel had the lowest 
amount of viscosity. Almost, the first generation of biodiesel 
showed better results than the second and third generations. 

 

 
Figure 6. The cloud and pour rate in different biodiesel sources 

 
 

 
Figure 7. The viscosity level in different biodiesel sources 

 
3.2. EMISSIONS 

3.2.1. NOx emission 

The ignition quality is normally connected to CN and the great 
CN level demonstrates short ignition delay. So, it implies 
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minimum fuel energy in the premixed phase that triggers 
lower NOx emissions through the premixed phase. Therefore, 
in Table 4, the Anethum graveolens showed maximum NOx 
emission at around 470 ppm, with the bottommost CN among 
all the samples. The bottommost NOx emission was related to 
Eucheuma cottonii biodiesel that had the highest level of CN 
among the samples. The list continued with Common 
wormwood, Peganum harmala, Cacao bean, Marjoram, 
Zingiber officinale, Palmaria palmata, and Eucheuma 
spinosum biodiesel, respectively. The results showed that 
lessening CN level affected the progress of NOx [14-16]. 
Furthermore, NOx construction is subject to combustion 
duration, exclusive temperature, and volumetric efficiency 
arising from great activation energy connected to the reactions 
involved. Also, the influence of carbon chain and unsaturated 
acids on NOx emissions is shown [17, 18]. Therefore, 
according to Fig. 8, the maximum level of unsaturated acids 
and the minimum level of CN were observed by Anethum 
graveolens biodiesel in contrast to Eucheuma cottonii 
biodiesel; therefore, the highest amount of NOx was emitted 
by this biodiesel due to the enhanced ignition delay and 
amount of premixed combustion [3]. Increased O/C level 
improved NOx emission in biodiesels. The burning reaction 
stoichiometry and the thermal NOx formation mechanisms 
exhibited that enlarged oxygen rate improved NOx emissions. 
With reference to the O/C level and NOx emissions, the 
escalation of the O/C ratio indicated shorter chains and further 
oxygen in the procedure that assisted generating more NOx 
output. Consequently, the Eucheuma cottonii biodiesel with 
the greatest quantity of unsaturated acids had the bottommost 
O/C ratio. Moreover, the lowest oxygen content decreased 
NOx emissions [19]. Therefore, the third generation of 
biodiesel caused the lowest amount of NOx emission. The first 
generation of biodiesel showed almost higher results than the 
second and third generations. 

 
Table 4. The amount of NOx in different sources 

Biodiesels 
Exhaust emission 

NOx ppm 
Anethum graveolens 470 
Common wormwood 467 
Peganum harmala 443 

Cacao bean 438 
Marjoram 415 

Zingiber officinale 396 
Palmaria palmata 382 

Eucheuma spinosum 377 
Eucheuma cottonii 371 

 
3.2.2. Soot emission 

Table 5 shows soot emissions of several biodiesel sources. 
The Anethum graveolens showed maximum soot emission 
around 0.83 Vol. %. The bottommost soot emission is related 
to Eucheuma cottonii biodiesel. The list continued with 
Common wormwood, Peganum harmala, Cacao bean, 
Marjoram, Zingiber officinale, Palmaria palmata, and 
Eucheuma spinosum biodiesel, respectively. 
   Some parameters, such as the rise of the carbon chain, affect 
soot emission. Therefore, the longest chain was seen in 
Anethum graveolens biodiesel around 94.11 %. In fact, the 
upsurge of Anethum graveolens carbon chain improved the 

soot level that touched 0.83 Vol. %. The Common wormwood 
biodiesel was in the second place with a carbon chain of about 
93.35 % and soot level of virtually 0.78 Vol. %. Eucheuma 
cottonii biodiesel had the shortest carbon chain that was only 
58.40 % in the array of C18 – C24. Consequently, this caused 
a decline in soot emission levels. Results do not comply with 
those of the former study which indicated that the upsurge of 
carbon chain did not increase the soot levels [24, 20]. This 
occurred due to the oxygen content in biodiesels, which was 
reduced with the upsurge of the carbon chain. Higher oxygen 
content reduced soot level. The results demonstrated that the 
highest oxygen content was seen in Eucheuma cottonii 
biodiesel. The level of O/C belonged to Eucheuma cottonii 
biodiesel. Anethum graveolens biodiesel had the bottommost 
O/C level, which had improved soot emissions [3, 21]. 

 

 
Figure 8. The level of NOx emissions in different biodiesel sources 

 
   The greatest quantity of unsaturated acids was seen in 
Anethum graveolens biodiesel (94.11 %) and the minimum 
was observed in Eucheuma cottonii biodiesel. In the 
experiments conducted in this study, a direct link was 
observed between the improvement of unsaturated acid 
number and the soot level. As the number of unsaturated acids 
improved, the rate of soot level enhanced. The lowest quantity 
of unsaturated acids was linked to Eucheuma cottonii 
biodiesel (58.40 %), which caused the bottommost soot level. 
Increasing the number of unsaturated acids in the models 
boosted the number of the binary bonds, elevating the quantity 
of soot yield [22, 23]. The H/C ratio exhibited the level of 
saturated acids. The improvement of this level had an indirect 
effect on soot outputs since soot emission declines while the 
fuel burns well. Therefore, the third generation of biodiesel 
had the lowest amount of soot emission. The first generation 
of biodiesel showed almost better results than the second and 
third generations. 

 
Table 5. The amount of soot in different sources 

Biodiesels 
Exhaust emission 

Soot Vol. % 
Anethum graveolens 0.83 
Common wormwood 0.78 
Peganum harmala 0.74 

Cacao bean 0.69 
Marjoram 0.66 

Zingiber officinale 0.63 
Palmaria palmata 0.57 

Eucheuma spinosum 0.52 
Eucheuma cottonii 0.47 
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Figure 9. Soot emission levels in different biodiesel sources 

 
3.2.2. CO emissions 

The quantity of CO emissions of various biodiesel sources is 
shown in Fig. 10. The Anethum graveolens showed the 
highest CO emission around 0.038 Vol. %. The lowest HC 
emission was linked to Eucheuma cottonii biodiesel. The list 
continued with Common wormwood, Peganum harmala, 
Cacao bean, Marjoram, Zingiber officinale, Palmaria 
palmata, and Eucheuma spinosum biodiesel, respectively. 
   The lessening of CO emissions perhaps occurred due to the 
oxygen, leading to easier burning at upper temperatures in 
cylinders. This is demonstrated by the greater oxygen content 
in the shorter carbon chain that resulted in cleaner and further 
complete combustion. Besides, there were methyl esters in 
longer chains that had upper melting and boiling points, which 
were less probable to be entirely vaporized and burnt, thus 
promoting CO level. According to Table 6, the longest chain 
as well as the lowest O/C among all samples were seen in 
Anethum graveolens biodiesel (94.11 %), contributing to an 
opposite link between O/C and CO [24, 25]. Therefore, the 
third generation of biodiesel had the lowest amount of CO 
emission. The first generation of biodiesel showed almost 
better results than the second and third generations. 

 
Table 6. CO emission for biodiesel sources 

Biodiesels 
Exhaust emission 

CO emissions (% Vol) 
Anethum graveolens 0.038 
Common wormwood 0.036 
Peganum harmala 0.035 

Cacao bean 0.032 
Marjoram 0.028 

Zingiber officinale 0.025 
Palmaria palmate 0.024 

Eucheuma spinosum 0.022 
Eucheuma cottonii 0.018 

 
3.2.3. HC emissions 

The quantity of HC emissions of samples is shown in Fig. 11. 
The Anethum graveolens had the highest HC emission around 
6.23 ppm. The lowest HC emission was seen in Eucheuma 
cottonii biodiesel. The list continued with Common 
wormwood, Peganum harmala, Cacao bean, Marjoram, 
Zingiber officinale, Palmaria palmata, and Eucheuma 

spinosum biodiesel, respectively. According to Table 3, 
carbon-chain improved HC level due to the extended chain 
length and greater boiling point. This improvement is the 
reason for the lessening of O/C rate and an upsurge of HC 
amount due to inferior oxygen content [3, 26]. Therefore, the 
third generation of biodiesel had the lowest amount of HC 
emission. The first generation of biodiesel showed almost 
better results than second and third generations. 

 

 

Figure 10. CO emission levels in different biodiesel sources 
 
 

Table 7. HC emission for biodiesel sources 

Biodiesels 
Exhaust emission 

HC emissions (ppm) 
Anethum graveolens 6.23 
Common wormwood 6.10 
Peganum harmala 5.85 

Cacao bean 5.46 
Marjoram 5.33 

Zingiber officinale 5.07 
Palmaria palmata 4.97 

Eucheuma spinosum 4.86 
Eucheuma cottonii 4.82 

 
 

 
Figure 11. The HC emission levels in different biodiesel sources 
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4. CONCLUSIONS 

In this study, we studied nine different types of biodiesels. 
These biodiesel types are of different generations, making it 
possible to show a complete view of the differences between 
the first and third generations. The main research objective 
was to investigate fatty acids, their physical properties as well 
as exhaust gases to compare the three generations. The results 
are given below: 

• Nine different oils from three generations of biodiesels were 
examined. All species are capable of growing in most parts 
of the world and are able to grow in harsh climates. 

• The longest carbon chains belonged to the first and second 
generations of biodiesel, while the third generation had more 
saturated acids and shorter carbon chains than the other 
generations. 

• The third generation of biodiesel had the lowest quantity of 
CV. The first generation of biodiesel had better results than 
the second and third generations. Besides, the carbon chain 
could affect the CV level. 

• The third generation of biodiesel had the lowest amount of 
density; almost the first generation of biodiesel showed 
better results than the second and third generations. Also, 
the carbon chain and double bonds could affect the level of 
density. 

• The third generation of biodiesel had the lowest amount of 
flashpoint; almost, the first generation of biodiesel showed 
better results than the second and third generations. In 
addition, the carbon chain and double bonds could affect the 
level of flashpoint. 

• The third generation of biodiesel had the highest amount of 
CN. The first generation of biodiesel showed lower results 
than the second and third generations. In addition, the 
carbon chain and saturated acids could affect the level of 
CN. 

• The third generation of biodiesel had the highest level of 
pour and cloud points. The first generation of biodiesel 
showed better results compared to the second and third 
generations. In addition, the saturated acids could affect the 
level of pour and cloud points. 

• The third generation of biodiesel had the lowest amount of 
viscosity. The first generation of biodiesel showed better 
results than the second and third generation. In addition, the 
carbon chain could affect the level of viscosity. 

• The third generation of biodiesel had the lowest amount of 
NOx emission. The first generation of biodiesel showed 
better results than the second and third generations. Also, 
some factors such as O/C ratio, carbon-chain, and CN can 
manipulate the level of NOx emission. 

• The third generation of biodiesel had the lowest amount of 
soot emission. The first generation of biodiesel showed 
better results than the second and third generations. Besides, 
some factors, such as O/C ratio, carbon-chain, H/C ratio, and 
saturated and unsaturated acids could change the level of 
NOx emission. 

• The third generation of biodiesel had the lowest amount of 
CO emission. The first generation of biodiesel showed 
higher results than the second and third generations. There 

are some parameters that could alter the level of CO, such as 
O/C ratio, carbon-chain, and oxygen content. 

• The third generation of biodiesel had the lowest amount of 
HC emission. The first generation of biodiesel showed better 
results than the second and third generations. There are 
some parameters that could alter the level of HC such as 
O/C ratio, carbon-chain, and oxygen content. 
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NOMENCLATURE 
NOx Nitrogen oxides 
KOH Potassium hydroxide 
ASTM American Society for Testing and Materials 
EN European standard  
CN Cetane number 
O/C Oxygen to carbon  
H/C Hydrogen to carbon  
HC Unburned hydrocarbons 
CO Carbon monoxide 
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A B S T R A C T  
 

Given the world’s growing population and energy demand, modern methods are developed to contribute to 
generating alternative energies. They aim to maintain the renewability of the supplied energy and decrease 
environmental contaminations. Biogas is a renewable energy carrier that has recently been under consideration 
in Iran. One objective of such plans is to find proper locations for installing and running the existing potentials 
and infrastructures. In this paper, Tehran, Iran is selected as the study area which is ranked the 1st in population 
density and proper infrastructures available here are accessible. According to the widespread poultry and cow-
breading farms in this province, bovine and aviculture excreta are considered as raw materials in producing 
biogas. An inference network was established in this research for evaluating the process taking into account 
the infrastructural parameters, geomorphological constraints, resource availability factors, and limiting 
parameters such as protected/prohibited areas.In this paper, the fuzzy method was used to standardize the data 
and the fuzzy-analytical hierarchy process method was employed to weight the locating criteria in the 
geographical information system. The evaluation outcomes suggested certain zones in southern parts of the 
province in which the industrial livestock farms become frequently widespread and the suburb areas of smaller 
cities on the eastern part of the province are the most proper areas for this purpose. 
 

https://doi.org/10.30501/jree.2021.251191.1149 

1. INTRODUCTION1 

The location of proper places for constructing power plants is 
among important issues for energy decision-makers. Access to 
primary energy resources, nearness to necessary 
infrastructures like electricity network, transportation roads, 
water resources, and no interference to prohibited areas such 
as environmental protected areas or military zones are the 
most noted factors that should be considered in selecting 
proper places for constructing power plants. For power plants 
that exploit renewable energy resources, besides the above 
considerations, considering the proper potential of and access 
to the renewable energy resources is of great importance. 
From the viewpoint of location and potential evaluation of 
different types of renewable energies, a large number 
ofstudies have been carried out in Iran and other parts of the 
world. For instance, one can point to the studies of Segheli et 
al. [1], Kiani & Veisinezhad [2], and Azadeh et al. [3] 
concerning the location selection for wind power plants and 
Nooshad et al. [4], Torabi et al. [5], and Ghadimi et al. [6] 
regarding small hydroelectric power plants. Similarly, several 
studies have been done in Iran and the world regarding the 
location of bioenergy-based power plants, among which the 
research by Omarni et al. [7] for solid waste incinerator power 
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plants or Duarte et al. [8] for biofuels production facilities as 
well as the work of Franco et al. [9] for locating biogas plants 
might be mentioned. 
   Site selection of renewable energy generation plants is a 
sophisticated process that should take several influential 
parameters including limiting factors and criteria into account. 
One key step of this process is weighting various criteria in 
order to make a justified comparison and evaluate the 
importance of each criterion. Among the methods for 
weighting the criteria, Analytical Hierarchy Process (AHP), 
Equal Weighting, and Analytic Network Process (ANP) are 
more frequently applied. 
    One of the very powerful tools for locating various project 
plans (i.e., power plants, garbage disposal sites, or industrial 
complexes) is Geographical Information System (GIS) that is 
capable of combining criteria weighting tools and provides 
wide abilities of multi-layer spatial data processing. To 
establish energy plants, GIS is utilized for different purposes, 
as suggested in the studies of Klassen et al.[10] and Delaney 
et al. [11], for selecting proper locations for wind turbine 
power plants and as suggested in the study of Martin and 
Hannah [12] for locating conventional power plants, and 
Voets et al. [13] for determining the location of biomass 
power plants. Few studies including Ghazi and Omrani [14] 
have considered determing proper location for biogas power 
plants in Iran and surveyed the potentials of biogas in Iran’s 
provinces using GIS software. 

https://doi.org/10.30501/jree.2021.251191.1149
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On the other hand, eliminating environmental contaminations 
caused by livestock excreta release represents another 
motivation for simultaneous production of energy and sanitary 
organic fertilizer using anaerobic digestion process out of 
these sources [15-17]. Wahyudi et al. studied the applicability 
of the concept of biogas production to industrial dairy farms in 
Indonesia in terms of sustainability [18]. The role of biogas 
technology in solving the Peri-urban sanitation problems was 
also investigated by Sibanda et al. [19]. Of note, using biogas 
technology in medium- and large-scale plants for the purpose 
of energy generation and electricity sale to the national power 
grid has increasingly drawn much attention over the last 
decades in Iran. As a sub-activity of the current research, the 
talented regions of Iran for biogas production were appraised 
and consequently, Tehran province was identified as one of 
the appropriate areas due to the high potential of 
biodegradable resources and abundance of energy consumer 
entities and suitable infrastructures. One significant category 
of biomass resources in Tehran province is livestock wastes 
resulting from many animal breeding activities in suburb and 
rural areas. In terms of the logistics management of raw 
materials, the industrial cattle and poultry farms are more 
preferred than traditional counterparts due to their centrality 
and automated tools. In terms of proper site selection, it is 
important to identify the most appropriate locations for 
establishing biogas generation facilities taking into account 
various parameters and restricting issues. Therefore, this paper 
aims at employing GIS system along with multi-objective 
criteria evaluation for the purpose of presenting the most 
proper and talented areas for industrial biogas installation 
feeding by aviculture and bovine wastes on the provincial 
scale. 
 
2. EXPERIMENTAL 

In this research, the bovine and aviculture’s excreta of 
industrial livestock farms were considered as the source of 
bioenergy and Tehran province was considered as the 
surveyed area. The importance of the selected bioenergy 
source is described in brief in Sub-section 2.1. Afterwards, 
important factors in determining the proper location for 
establishing biogas plants and effectiveness of each factor 
were further determined. With respect to the nature and the 
extent of the studied area and also incompleteness of required 
information in each of existing map scales, it is necessary to 
perform the process of location planning in a hierarchal 
manner in different stages. In this way, initial locations were 
determined ona smaller scale; then, a more precise study was 
done ona broader scale and proper locations were selected. To 
this end, the scale of 1:25000 was adopted to be surveyed 
following the appraisal of different types of provincial maps 
and information layers. 
 
2.1. Short description of the study area 

Tehran city as the capital is located between 34 to 36.5 
degrees of northern latitude and 50 to 53 degree of eastern 
longitude and its surface area is about 12,981 km2 [20].This 
province, as shown in Fig. 1, is confined to Mazandaran 
province from north, to Qom province from south, Markazi 
province from south west, to Alborz province from west, and 
to Semnan province from east. The city is home to 13 million 
population as of the latest sensus 2016 which composes 19 
percent of the total Iran’s population. It should be noted that 

12,252,000 out of the province population (94 %) live in 
urban areas, while 1,161,000 individuals reside in rural 
residents [20]. This research generally covers the Tehran 
province and marginal parts of the neighboring provinces. 
According to the auxiliary survey in this research, there is a 
potential of more than 73 million cubic meters per year biogas 
production from bovine and aviculture wastes in this province, 
implying a figure of 5,620 cubic meter per sq. km per year 
biogas production density. Tehran province stands as one of 
the highly ranked provinces in Iran in this regard. 

 

 
Figure 1. The location of the study area on the national map (source: 

Google maps) 
 
3. METHOD 

3.1. Methodology 

The research method is implemented as follows; first, 
effective factors in determining the location of installing 
anaerobic digestion were specified and then, Boolean and 
fuzzy models were selected to combine the information. The 
objectives of selecting these models is to specify and 
eliminate the constrained areas for construction of anaerobic 
digestion using Boolean logic and binary maps and to 
determine the better remaining areas (allowed areas) for 
constructing anaerobic digestion plants. 
 
3.2. The survey of effective factors and selection 
criteria  

Determining aproper location for installing the anaerobic 
digestion greatly depends on complete and accurate 
knowledge of effective factors and the way of selecting them. 
The technical, economic, social, and environmental factors are 
determined by consulting the experts on anaerobic digestion 
and studying the relevant literature. Then, the factors with 
possibility of providing relevant data and modeling were 
selected. In fact, providing location layers for some factors 
and preparing them for the decision model can bedifficult, or 
even impossible. 
   Effective factors in determining the location of anaerobic 
digestion, the reason for their effectiveness, and the type of 
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their effectiveness are given in Table 1. It should be noted that 
some factors may be eliminated or added depending on 
circumstances. The selection of factors in this research was 
mainly done following the method that had been employed by 
Rezaeisabzevar et al. [21] as well as by Cheng and Thompson 
[22]. Closure to the industrial units of cattle breeding or 
poultry farms as the sources of raw biomass is one of the most 
important factors in biogas plants; hence, the distance of no 
more than 10 km to the sources was adopted as a positive 
factor [19]. Regarding the availability of water resources, the 
distribution of legal underground water extraction wells or 

surface water transfer channels was taken into account for 
evaluating the process of site selection. Since access to the 
transportation network is another influential factor, the 
distance of less than 200 m to the asphalt roads or no more 
than 500 m from gravel roads was considered a positive 
parameter [22]. A buffer distance of minimum 200 m to the 
protected or prohibited areas or natural water bodies and a 
buffer distance of 75 m from the roads’ axes were taken into 
account for biogas plant sites. Furthermore, experts’ 
judgments and existing data from Tehran province were also 
employed in this procedure. 

 
Table 1. Site selection criteria [21-23] 

(f1, f2) Standardization 
function 

Criterion type Importance reason Sub criteria Criterion 

(200, 5) Fuzzy small Same distance Water requirement for 
anaerobic digestion 

Water resources 
ranges 

Raw materials 

(1000, 5) Fuzzy small Density Reduction of shipment costs of 
raw material to anaerobic 

digestion 

Range of livestock Raw materials 

(2000, 5) Fuzzy small Same distance Ease of transportation Asphalt roads, gravel 
roads, Foot routs 

Infrastructure  

(200, 5) Fuzzy small Same distance Possibility of connecting the 
produced electricity or gas to 
the electricity or gas network 

Power and gas 
transfer lines 

Infrastructure 

(2000, 5) Fuzzy large Density  Nearness to the consumer Urban, rural Population 
areas 

(10, 5) Fuzzy small DEM Possibility of construction Slope, altitude Earth form 

(500, 5) Fuzzy large Same distance Possibility of construction Flood way, fault Earth form 

Zero: prohibited area, 
1: allowed area 

Real Boolean  Possibility of establishment Protected and 
prohibited areas 

Constraint  

Zero: prohibited area, 
1: allowed area 

Real Boolean Possibility of establishment Forest Constraint 

Zero: prohibited area, 
1: allowed area 

Real Boolean Possibility of establishment Mine Constraint 

f1 and f2 are middle point and dispersion values of fuzzy parameters, respectively. 
 
3.3. The studied combination model 

Simultaneous attention to effective factors in determining the 
location of anaerobic digestion requires combining the related 
information layers. In this research, the Boolean and fuzzy 
models were used to combine the information and modeling in 
the GIS environment. ArcGIS was employed as a powerful 
software product along with ModelBuilder as one of its 
applied tools for this purpose. The steps of this combined 
model are given below [23]: 

a) Determining the required locative and descriptive 
information; 

b) Creating the required layers in ArcGIS; 
c) Defining the proper factors for each information layer; 
d) Preparing the factor map and re-categorizing them; 
e) Determining the weights of the factor maps that affects 

the location; 
f) Combining the factor maps and determining the 

optimal location; 
g) Evaluating the results and drawing the suggestions. 

3.3.1. Boolean logic 

In the Boolean logic, membership of an element in a set is 
stated as zero (no-membership) or one (membership) [24]. In 
order to use the Boolean model in location, an input map is 

first prepared for each factor in the binary form. In this way, 
the value of one for each pixel unit represents the properness, 
while value of zero represents the improperness of location of 
that pixel. For example, the value of zero is assigned to 
protected areas in location of anaerobic digestion, while value 
of one is assigned to other areas. Then, the input maps are 
combined by Boolean operators AND/OR and create an 
output binary map. If the combination of maps is done using 
AND operator, then the pixels with the value of one represent 
locations where all criteria are satisfied. If the combination of 
maps is done using OR operator, then the pixels with the value 
of one represent locations where one or several criteria are 
satisfied [22]. 
   Following this method, for instance, value of one is assigned 
to proper locations for building the anaerobic digestion facility 
in the output map, while the value of zero is assigned to 
improper locations in the output map. 

1) All of the input factors are of the same value. In practice, it 
is not usually proper to consider equal importance for all 
location criteria. The weight of factors should be 
determined with respect to their relative importance. 

2) The location units of each factor map that have the same 
value with that factor lie in one of the zero/one classes. For 
example, the value of one is assigned to all points that are 
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in a specific range of the roads in the map of connection 
roads, whereas those points are at different distances of the 
roads. 

3) In the output map, the selected areas cannot be prioritized 
with respect to their properness with the related activity. In 
other words, the selected areas would have the same value 
in this model. 

 
3.3.2. The fuzzy logic 

The main characteristic of fuzzy logic compared to the classic 
logic is that it is able to state knowledge and experience of the 
human in the mathematical form. With respect to the fuzzy 
theory, membership of members in a set may not be complete, 
such that each member has a membership degree of one to 
zero. Unlike the Boolean (classic) logic, there is no certainty 
in fuzzy logic to consider an area fully proper or fully 
improper. The fuzzy sets are versus classic sets[25]. 
   The OR operator is defined through Equation (1): 

)}x(),...,x(),x(max{c n21 µµµ=µ                                     (1) 

where μA, μB, and μC represent the membership values of the 
pixel in the related layer. 
   This operator represents the union of the sets such that it 
extracts the maximum membership degree of the members 
and has not much accuracy in location. This operator uses the 
maximum function in combination and is equivalent to union. 
When using this operator for two membership functions, the 
maximum value of membership function is selected. 
   The AND operator is defined as Equation (2): 

)}x(),...,x(),x(min{)x(c n21 µµµ=µ                               (2) 

   This operator represents the intersection of the sets such that 
it extracts aminimum membership degree of the members, i.e., 
it extracts the minimum value (weight) of each pixel among 
all information layers and applies it to the final map. This 
operator uses the minimum function in overlap and is defined 
as equivalent as intersect. 
   In independent parameters and when two or more parts of 
evidences necessary to prove the hypothesis must exist, using 
the AND operator is proper. The fuzzy multiplication operator 
is defined as relation (3): 

∏=
µ=µ

n

1i i.prod                                                                           (3) 

where μi represents the membership value of the pixel in the 
related layer of factor i. 
   In this operator, all of the information layers are multiplied. 
Due to the nature of zero and one numbers, which are the 
membership degrees in the fuzzy set, this operator causes the 
numbers to become smaller and tend to be zero in the output 
map. Therefore, fewer pixels would be in a very good class. 
For this reason, this operator is high sensitive concerning 
location. The fuzzy sum operator is defined in the equation: 

)1(1 n

1i isum ∏=
µ−−=µ                                                           (4) 

where μi represents the membership value of the pixel in the 
related layer of factor i. 
   In this operator, the complement of multiplication of 
complement of sets is calculated. For this reason, the values of 
pixels in the output map tend to one, unlike the algebraic 

multiplication operator. Therefore, more pixels would be 
placed in a very good class and the values of the final map 
would be greater. In other words, the strength of the factors 
with respect to each other and combination of maps would 
have incremental effect. For this reason, this operator applies 
very low sensitivity to the location. 
   The fuzzy gamma operator is defined as multiplication of 
fuzzy multiplication and fuzzy sum operators, as stated in 
Equation (5). 

γ−γ µ×µ=µ 1
.prodsumg )()(                                                         (5) 

where the operators are described in Equations (3) and (4). 
The value of gamma (γ) is a number between zero and one by 
which a certain limit of gamma makes the mean value of 
μ>0.5; otherwise, the amount of gamma provides a normal 
distribution for the value of μ [26]. The accurate and informed 
selection of gamma creates the output values that represent 
flexible consistency between the decreasing tendencies of 
fuzzy multiplication and the increasing tendencies of fuzzy 
sum [27]. The data are gathered from various sources by 
different producers such that the method and procedures of 
data gathering and standardization are different. After 
preparing the data, the information layers are converted to 
raster and the pixel’s dimensions are considered on the scale 
of 1:25000 and 30*30 meters. Then, the maps are 
standardized. 
 
3.4. The maps of the Boolean model 

The purpose of these maps is to specify and eliminate the 
areas with no possibility of constructing anaerobic digestion. 
These maps were created for geographical features such as 
lakes, mines, etc. If there are such features in a place, severe 
constraints would be imposed on constructing anaerobic 
digestion in that place or even ata specified distance to it. 
Therefore, maintaining a specified distance from geographical 
features is necessary. It should be noted that the objective of 
Boolean maps is only elimination of constrained areas and it is 
not necessary to rank the eliminated areas [22].In the raster 
mode, a binary constraint map is prepared for each 
constraining factor in which the value of zero is assigned to 
constrained areas for constructing anaerobic digestion and 
value of one is assigned to other areas. The factors for which 
the binary maps are prepared include protected areas, forests, 
and mines. 
 
3.5. The maps of the fuzzy model 

In the fuzzy maps, each feature is prepared such that the value 
of each location unit represents the properness of that location 
for constructing the anaerobic digestion. Being successful in 
using the fuzzy mathematics in different applications depends 
greatly on the definitions of proper membership functions. 
With respect to the effects of different factors in location of 
the anaerobic digestion and status of existing relevant data, 
small fuzzy and large fuzzy membership functions are used to 
fuzzify them [21]. 
   Small fuzzy: f1 and f2 represent the middle point and the 
dispersion, respectively. The dispersion is stated as a number 
between 1 and 10. Equation (6) represents the related function 
in which the changes are depicted in Figure 2. As can be seen 
in this figure, the smaller the dispersion, the smoother the 
curve. 
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Figure 2. The small fuzzy chart 

 
   Big fuzzy: f1 represents the middle point and f2 represents 
the dispersion. The dispersion is a number between 1 and 10. 
Equation (7) represents the relation in whichits changes are 
given in Figure 3 and it is evident that the larger the dispersion 
value, the wider the fuzzy membership. 
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Figure 3. The big fuzzy chart 

 
4. RESULTS AND DISCUSSION 

4.1. The standardized fuzzy maps 

In the following, some of the maps that are standardized with 
fuzzy method are given. The fuzzy map of rural population is 
depicted in Figures 4 as rural residents are influential 
population according to their employment in biomass 
production practices such as agriculture and animal 
husbandary, and they are potential consumers of anaerobic 
digestion products including energy carriers (biogas, 
electricity, heat) and digestate [17]. Figure 5 shows the fuzzy 
map of the roads. As mentioned before, road accessability is 
quite important for the projects that handle wastes such as 
landfills, solid waste recycling plants, and large biogas 
facilities. In this manner, a range of distances with lower and 
upper limits is significantly influential since the minimum 
distance to the roads is mandatory according to their legal 

buffer zones as well as some environmental concerns such as 
odor emission or landscape downgrading [21]. On the other 
hand, economical aspects of feedstock transportation impose 
an upper limit of economic distance from the roads, as 
emphasized by Franco et al, for locating biogas plants for a 
certain district in Denmark [9]. The areas marked by blue in 
Figure 5 are of high suitability in terms of access to the 
transportation network. These areas comply with the 
residential and industrial areas, but do not necessarily 
represent the suitable areas for biogas facility installations. 
The fuzzy map of rivers is combined with the maps of 
groundwater extraction wells and water transmission channels 
in order to form the fuzzy map of water resources, as shown in 
Figure 9. 

 

 
Figure 4. The fuzzy map of rural population 

 
 

 
Figure 5. The fuzzy map of roads 

 
4.2. Weighting the factors 

In order to determine the relative importance of different 
factors of location, a weight is considered for each. In the 
location of anaerobic digestion plant, the weights of factors 
are determined using the AHP method based on the published 
relevant articles as well as experts’ judgments [22]. In the 
AHP method, the decision-maker is asked to state a number 
from 1 to 7 for the relative importance of each criterion with 
respect to other criteria [24, 28]. Number 1 represents very 
low relative importance and Number 7 very high relative 
importance. However, in real world, it is very difficult to 
extract precise data pertaining to measurement factors since 
all human preferences are subject toa degree of uncertainty. 
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For this reason, fuzzy AHP methods effectively resemble 
human thoughts and perceptions. The weight of each factor is 
specified by fuzzy weighted averaging. The application of 
experts’ opinion in the weighting procedure was also 
employed by Franco et al. for biogas plants locations [9]. A 

consistency ratio of 0.5 was allocated to acceptance in this 
research since the values below 0.1 were considered as 
acceptable, according to Saaty [28]. As a result of judgement 
amounts, the weights of criteria are givenin Table 2. 

 
Table 2. Weighting the criteria [22, 26] 

Weight of sub criterion Sub criterion Weight of main criterion Main criterion 
0.8 Asphalt road  

0.40 
 

infrastructure 0.2 Gravel road 
0.1 Foot rout 
0.76 Town  

0.35 
 

Consumer 
0.24 Village 
0.33 slope  

 
0.12 

 
 

Earth form 
0.23 Altitude  
0.24 Flood 
0.20 Fault 
0.4 Water  

0.13 
 

Raw materials 0.6 Raw manure availability 
 
4.3. Combining the maps and designing the network 

After developing the factor maps of Boolean and fuzzy 
models, these maps are to be combined using operators of 
each model. The proper locations are identified by combining 
the maps obtained by Boolean and fuzzy models through a 
similar procedure examined by Cheng and Thompson [22]. 
   The maps of Boolean model were combined using AND 
operator. In the obtained output map, the location units with 
value of one in all maps of constraining factors were assigned 
value of one. Likewise, the location units with value of zero in 
at least one map were assigned value of zero. In terms of the 
convinence, performance speed, and also its conceptual 
consistency to the maps of constraining factors, the Boolean 
model is the best model to combine these maps [22]. In these 
maps as shown in Figure 6, the objective is the complete 
elimination of constrained areas. The dark-pink colored areas 
in this map might be considered for biogas plants 
establishment; nevertheless, other factors should also be taken 
into account in order to filterize the inappropriate zones 
accordingly. Therefore, it is not necessary to considerthe 
weight value of factor or a specific class of a factor. 

 

 
Figure 6. The map derived from combining the Boolean maps 

 
4.4. Combining the fuzzy maps 

After preparing maps of the fuzzy model, it is necessary to 
combine the maps using fuzzy operators. Selection of a proper 
fuzzy operator to combine different layers is done with respect 

to the relations and interactions of factors of those layers [21]. 
Usually, it is not possible to combine all required layers of an 
application only with one operator. Therefore, different 
operators are often used to combine different information 
layers instead of a single network operator. In this research, 
the designed inference network is depicted in Figure 7. 
   In the designed inference networks, instead of combining all 
factor maps in one stage, the factors are classed based on 
experts’ knowledge, their nature and role in determining the 
proper location, and their relationships. The pertaining 
information layers are combined in different stages. For 
example, factors such as the earth slope and application, both 
of which are relevant to the physical form and morphology of 
the earth, can be considered in a class and combined from a 
certain viewpoint. It should be noted that selection of the 
fuzzy operators can be different according to different logics. 
If the role of water resources in the location is confined to 
only supplying the required water, no difference is considered 
between the surface water and underground water, and only 
one water resource is enough for supplying the required water; 
then, the water layers can be combined using OR operator.In 
this way, the pixels’ values of the output map are determined 
with the value of one of input layers with the highest value in 
that pixel and the weighted values of two other factors are 
interfered in the output value. In other words, closeness to two 
or three water resources does not make any substantial 
advantage compared to closeness to only one water resource. 
Figure 8 depicts the obtained map. 
   In the combined fuzzy map of the connection roads, three 
information layers are used for the roads that include asphalt 
roads, gravel roads, and foot routs. With respect to the 
importance of each road type, the weight of asphalt road is 
considered as 0.8, the weight of gravel road is considered as 
0.2, and the weight of foot rout is considered as 0.1 following 
the suggestions made by Rezayisabzevar et al. [21]. It is 
notable that the weight of crierion for transportation roads was 
adopted within a range of 0.286 to 0.499 as lower and upper 
limits by Franco et al. [9]. Figure 9 depicts the output fuzzy 
map. This map proposes many locations mostly in suburb 
areas and around the transportation roads with significant 
traffic. 
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Figure 7. The inference network model 

 
 

  
Figure 8. The combined fuzzy map of water resources Figure 9. The combined fuzzy map of connection roads 

 
By considering gamma equal to 0.8, the infrastructures map, 
which is obtained by combining information layers of 
electricity fuzzy network and connection roads, is depicted in 

Figure 10 which shows highly ranked zones for biogas plants 
as a function of closure to the transportation roads as well as 
to the power transmission lines. 

 

 
Figure 10. The fuzzy map of infrastructures 

 
   According to Figure 11, obtained by fuzzy combination of 
all layers, the dark blue areas are the most proper locations for 

constructing biogas power plants. In addition, the          
yellow-white areas are the least proper locations for this 
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purpose. The areas marked by dark-blue color in southern 
parts of Tehran province certainly comply with the locations 
of abundant cattle farms and poultry farms such as the suburb 
of Eslamshahr. Furthermore, three other zones have been 
realized as appropriate locations for such purposes in the 

northern suburb of Lavasn, southern suburb of Rudehen, and 
southern part of Damavand county. The evidence of industrial 
livestock farms in the aforementioned locations along with the 
essential infrastructures complies with the outcomes of 
location evaluating process in this research. 

 

 
Figure 11. Ranking of proper locations for installation of industrial biogas plants 

 
5. CONCLUSIONS 

Utilization of fuzzy analysis method has many advantages 
including continuity of numbers in the map and greater 
closeness to the real world, which can guide managers and 
decision-makers to the right choices and greatly assist them in 
identifying proper locations for establishment of biogas plants. 
The final map shows that although there are proper areas in 
north Lavasan, Rudehen, and southern Damavand county for 
constructing such biogas plants, there are more proper areas in 
the southern part of Tehran province in the margin of 
Eslamshahr, Gharchak, and Pakdasht. 
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NOMENCLATURE 

AHP Analytical Hierarchy Process 
ANP Analytic Network Process 
DEM Digital Elevation Model 
GIS Geographical Information System 
Greek letters 
μ Fuzzy logic operator 
μprod Fuzzy multiplication operator 
μsum Fuzzy sum operator 
Subscripts 
f1 The middle point of fuzzy value 
f2 Dispersion of fuzzy value 
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A B S T R A C T  
 

Utilizing thermal storage units such as Phase Change Materials (PCMs) is a suitable approach to improving 
Solar Air Heaters (SAHs). The present study tries to assess the effects of PCM mass values on the heat 
dynamics and thermal performance of SAHs. To this aim, an analytical thermodynamic model was developed 
and validated by available experimental data. This model provides a robust numerical framework to model the 
phase change phenomenon and analyze the heat dynamics and thermal performance of SAH using various 
PCM masses. Four scenarios were considered using the developed analytical model including SAHs using 0, 
30, 60, 90 kg PCM. The obtained results illustrated that the maximum outlet temperature was reduced, 
approximately near 20 %, by increasing the PCM mass between 0 and 90 kg; however, heating time was 
extended to periods when solar energy availability was inadequate. The thermal performance improved by 
nearly 14.5 % in the SAH using 90 kg PCM mass compared to the SAH without using PCM. The thermal 
performance of the SAH with 90 kg PCM was slightly higher than the SAH using 30 kg of PCM; hence, a 
significant portion of stored thermal energy was lost during nighttime through heat exchange with ambient 
surroundings. The obtained results also showed that despite available latent thermal energy, the outlet air 
temperature profiles for the SAHs using different PCM mass were close after sunset due to the low thermal 
conductivity of paraffin. 
 

https://doi.org/10.30501/jree.2021.259570.1169 

1. INTRODUCTION* 

Besides environmental pollution concerns, sustainable growth 
urges many countries to substitute fossil fuels with renewable 
and clean energy resources [1]. Solar energy attracts many 
researchers, engineers, and investors among available 
renewable energy sources due to its inexhaustibility and 
pollution-free nature. However, solar energy is not available at 
night and on cloudy or rainy days. Solar Air Heaters (SAHs) 
with integrated PCM blocks offer a feasible and inexpensive 
alternative to collect solar energy, store excess energy, and 
release it when required. These collectors operate based on 
extracting thermal energy from hot absorber plates, charging 
PCM blocks during daytime hours, and delivering stored 
thermal energy at nighttime hours. 
    Due to the simplicity and vast applications, numerous 
studies extensively paid attention to solar heaters and 
investigated the heat dynamics and thermal performance of 
these collectors [2-5]. Charvat et al. [6] carried out a 
numerical and experimental study of PCMs usage as thermal 
storage units in air-based solar thermal systems to shave peak 
demand. Shalaby et al. [7] summarized methods used to 
enhance PCM thermal conductivity, particularly paraffin 
waxes. Bouadila et al. [8] and Salih et al. [9] experimentally 
 
*Corresponding Author’s Email: hadi.farzan@bam.ac.ir (H. Farzan) 
  URL: http://www.jree.ir/article_130708.html 

investigated the effects of mass flow rate on absorbed and 
recovered heat in a solar air heater with integrated capsulated 
PCMs. Navarro et al. [10] conducted a research study using 
latent heat storage to reduce energy consumption for heating 
purposes in domestic applications. The importance of using 
PCM on the heat dynamics and thermal performance of SAH 
was experimentally investigated using two SAHs without and 
with using thermal storage units [11]. Jain and Tewari [12] 
investigated the effects of using PCM in a solar crop dryer to 
keep drying continuity and improve the color and flavor of 
dried herbs. The energy and exergy efficiency of a single-pass 
double-glazed solar air heater with packed bed paraffin waxes 
were investigated at two different mass flow rates [13, 14]. 
The results illustrated that the daily energy and exergy 
efficiency varied in ranges from 20.7 % to 26.8 % and from 
10.7 % to 19.5 %. In a review study, Khan et al. [15] 
represented the classification of various PCMs to obtain the 
long-term durability of latent storage systems. Moradi et al. 
[16] developed a numerical transient model to investigate the 
effects of paraffin’s thermal conductivity, paraffin’s mass, and 
air mass flow rate on thermal performance. The heat dynamics 
and performance of a solar air heater using a two-packed bed 
absorber were investigated by comparing operating time and 
hot outlet temperature. This study reported that the daily 
thermal efficiency reached around 47 % [17]. A solar heater 
using PCMs with honeycomb structure in the PCM panels was 

https://doi.org/10.30501/jree.2021.259570.1169
https://doi.org/10.30501/jree.2021.259570.1169
https://en.merc.ac.ir/
https://creativecommons.org/licenses/by/4.0/
http://www.jree.ir/
https://doi.org/10.30501/jree.2021.259570.1169
mailto:hadi.farzan@bam.ac.ir
http://www.jree.ir/article_130708.html
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compared with conventional SAHs using PCM to investigate 
the introduced honeycomb impacts on the thermal 
performance of SAHs [18, 19]. The acquired experimental 
results showed that the honeycomb structure reduced 
charge/discharge time but slightly decreased the average daily 
performance. Raj et al. [20] investigated a double-pass SAH 
using encapsulated PCMs and examined the role of 
geometries of capsules in SAH’s heat dynamics of SAH and 
the charge/discharge process. Jawad et al. [21] suggested 
adding aluminum chips and tubes with nano-silicon carbide 
into paraffin wax used in solar heaters to improve their 
thermophysical properties. Different configurations of 
absorber plates with embedded capsulated paraffin wax were 
studied to optimize the thermal performance of SAHs 
integrated with PCMs [22]. Reddy et al. [23] developed a 
validated numerical model to study the phase change 
characteristics and charge/discharge operation in SAHs using 
PCM blocks. 
   Phase change modeling in investigating the heat dynamics 
of SAHs using PCMs is a crucial factor in performing an 
accurate and precise analysis. Reddy et al. [23] used the 
enthalpy-porosity technique, while Charvat et al. [24] 
employed the effective heat capacity method to consider 
various PCM phases. Summer et al. [25] utilized a lumped 
parameter model to achieve the temperatures and heat fluxes 
in a solar collector using PCM. Some studies only used a 
simple model to obtain the stored thermal energy in PCM [13, 
14]. Moradi et al. [16] and Salih et al. [9] used the enthalpy 
method to model the phase change problem in SAHs with 
integrated PCMs. All these models are characterized by 
certain pros and cons and an accurate framework to model the 
phase change problem with different computational costs. 
However, these models were tested under extensively 
different input parameters. 
   As illustrated in the literature review, early and recent 
studies have mainly investigated improving SAHs’ thermal 
performance by using phase change materials and compared 
the heat dynamics of conventional SAHs with SAHs utilizing 
PCM blocks. These studies assessed the thermal performance 
of SAHs by concentrating on the technical specifications such 

as different absorber configurations, using PCMs’ thermal 
conductivity enhancement, or operational conditions such as 
charge/discharge durations, air mass flow rate, and inlet air 
temperature. The current study attempts to assess a crucial 
technical factor as PCM mass affects SAHs’ heat dynamics, 
such as outlet air temperature, charge/discharge process, and 
operating duration after sunset. The phase change problem 
was solved based on a model introduced by Leoni and Amon 
[26]. This model is an accurate and robust approach to 
simulating the phase change phenomenon in latent thermal 
storage units considering the computational cost. 
   An analytical model was then developed and validated by 
experimental results, to this aim. The used experimental data 
were based on an experimental study reported in [11]. Four 
scenarios were considered using the validated analytical 
model as a robust framework including SAH without using 
PCM, SAHs using 30 kg, 60 kg, and 90 kg PCM. The 
acquired results were analyzed and compared to assess the 
effects of used PCM mass on the heat dynamics and thermal 
performance of SAHs. 
 
2. ANALYTICAL MODEL 

The experimental approach is an expensive and                 
time-consuming method and, in some cases, needs technical 
changes in experimental setups. The analytical model provides 
this opportunity to assess the effects of PCM mass value on 
the heat dynamics and thermal performance of the collector 
under study. Experimental data then validated the developed 
analytical model to examine its accuracy and robustness. The 
experimental runs were carried out at Tunisia (Longitude 
10°25’ E, Latitude 36°43’ N) during August 27th and 28th. The 
experiments began from 6:00 to 18:00 (local time) and 
continued throughout the night from 18:00 to 6:00 (next day). 
The air mass flow rate was 0.018 kg/s, and the calculated 
Reynolds number implied that the airflow regime was 
laminar. The SAH studied in [11] used 60 kg paraffin as latent 
heat storage. Figure 1 shows the schematic of the modeled 
SAH. 

 

 

 
 
 
 
 

 

Figure 1. Schematic of solar air heater under study 
 
   To simplify the analytical model, the following assumptions 
were considered: 

• The system is operating under quasi-steady-state 
conditions. 

• The airflow regime inside the collector is laminar based 
on the reported experimental data. 

• The inlet air temperature is equal to the ambient air 
temperature. 
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• The temperature distribution through the absorber plate 
and glass cover is considered uniform. 

• The collector has heat exchange with its surroundings 
only through its top surface. 

• The phase change problem is one dimensional and 
occurs in the PCM thickness direction. 

• The thermophysical properties of PCMs are constant and 
do not depend on temperature. 

   The total collector heat gain is the amount of heat extracted 
by the collector exposed to solar irradiation. The energy 
balance can be utilized to obtain total heat gain and it indicates 
the distribution of incident solar energy into useful energy 
gain, thermal energy storage, thermal losses, and optical 
losses. By using energy balance, total energy gain can be 
written as follows: 

Qtotal = Ac [S – UL (Tpm – Ta)] (1)  

where Qtotal and UL are the total energy gain and heat transfer 
coefficient, respectively, while Ac is the collector surface area. 
Tpm and Ta represent the mean absorber plate temperature and 
ambient temperature. S indicates the solar radiation absorbed 
by a collector per unit area of the absorber and obtains as 
follow: 

S = I (τα) (2)  

   Here, I is the solar irradiation measured by the installed 
pyranometer. τα is the transmittance-absorptance product and 
comprehensively discussed in [27]. All collector surfaces were 
insulated, and only the top one had heat exchange with the 
surrounding. Hence, UL can be assumed to equal Ut in which 
Ut is the top heat loss coefficient. Using thermal network 
(from ambient air to absorber plate), the top heat loss 
coefficient, Ut, is obtained as: 

Ut = [ 1  
hc,abs−g – hr,abs−g

 + 1  
hw – hr,g−a

]-1 (3) 

The used thermal network and its associated thermal 
resistances are shown in Figure 2. 

 

 
Figure 2. Thermal network of SAH 

 
   The reported heat transfer coefficients in Eq. (3) are 
comprehensively discussed in Table 1. 

 
Table 1. Heat transfer coefficients and calculation formulas 

Heat transfer coefficient Definition Calculation formula 

hc,abs-g Convective heat transfer coefficient between 
the absorber plate and glass cover Nuabs−g

L
ka

 

hr,abs-g Radiant heat transfer coefficient between the 
absorber plate and glass cover 

σ(Tabs2 + Tg2)(Tabs + Tg)
1

εabs
+ 1

εg
− 1

 

hc,g-amb Convective heat transfer coefficient between 
the glass cover and ambient air [28] 

5.67 + 3.8 va 

hr,g-amb Radiant heat transfer coefficient between the 
glass cover and ambient air 

εgσ(Tsky2 + Tg2)(Tsky + Tg)) 

 
   The sky temperature is given as follows [28]: 

Tsky = 0.0552 Ta1.5 (4) 

   Using the energy balance, Eq. (1), the total heat gain was 
calculated. The total heat gain consists of two main parts 
given as: 

Qtotal = Qu + Qst (5) 

where Qu and Qst denote the useful energy gain and thermal 
energy stored in PCM blocks. The useful collector heat gain is 
the amount of heat extracted by the flowing air and given as: 

Qu = ṁacp,a (Ta,out – Ta,in) (6) 

   Figure 3 represents the energy flow between all elements of 
the solar heater under study. As shown in Figure 3, the 
flowing air exchanges heat with the glass cover and absorber 
plate. By using the energy balance, the useful energy gain by 
the flowing air can be rewritten as follows: 
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Qu = hc,g-a Ac (Tg – Ta,m) + hc,abs-a Ac (Tabs – Ta,m) (7) 

   Here, Tg and Ta,m are the glass cover temperature and mean 
flowing air temperature, respectively. The mean flowing air 
temperature, Ta,m, inside the collector is obtained as: 

Ta,m = Ta,in – Ta,out  
2

 (8) 

where hc,g-a and hc,abs-a are the convective heat transfer 
coefficients between the flowing air, glass and absorber plate, 
respectively. To simplify calculations, the heat transfer 
coefficients between the flowing air, glass cover, and absorber 
plate are considered equal as given by Eq. (4) in the 
following: 

hc = Nu × kf   
Dk

 (9) 

Here, kf is the thermal conductivity of flowing air. The 
Nusselt number for laminar forced convection flow, Nu, can 
be obtained as [28]: 

Nu = 4.9 +
0.0606(RePrDh

L
)1.2

1 + 0.0909(RePrDh
L

)0.7Pr0.17
 

(10) 

  

Dh = 4 (Flow Area)  
Wetted Perimeter

 (11) 

where Re is the Reynolds number, and Pr denotes the Prandtl 
number. Dh is the hydraulic diameter. Flow area and wetted 
perimeter are the area and perimeter of the flowing cross-
section, respectively. 

 

 
Figure 3. Schematic diagram of energy flow between collector elements 

 
2.1. Phase change modeling 

The analytical model used 60 kg paraffin as the latent heat 
storage unit based on the experimental setup. PCM energy 
content includes two main parts, including sensible and latent 
heat contents as follows: 

E PCM = E PCM, Sensible + E PCM, Latent (12) 

   The latent heat content changes to the sensible heat content 
and vice versa in the charge/discharge process. Phase change 
modeling in the current study is based on the transient       
one-dimensional heat transfer equation that includes an 
internal heat source, given below [24]: 

ρPCMcp,PCM
∂TPCM
∂t =

∂
∂x �kPCM

∂TPCM
∂x � − Q̇ 

(13) 

   Here, ρPCM,cp,PCM and kPCM denote the density, specific heat 
capacity, and thermal conductivity of phase change materials, 
respectively. Q̇ is the internal heat source given below [24]: 

Q̇ = ρPCMLf,PCM
∂fPCM
∂t  

(14) 

where Lf,PCM denotes the PCM latent heat and f is the molten 
mass fraction. By solving the phase change problem, the PCM 
molten mass fraction and temperature distribution in PCM 
were calculated at each time interval. The mathematical 
procedure to solve the phase change problem was 
comprehensively discussed in [24]. The thermophysical 
properties of PCM (paraffin wax) are represented in Table 2. 

 
Table 2. Thermophysical properties of PCM [29] 

Material Melting 
temperature (oC) 

Latent heat 
(J/kg) 

Thermal conductivity 
(W/m K) 

Specific heat (J/kg K) Density (kg/m3) 

Paraffin 60 214400 0.21 Liquid Solid Liquid Solid 

3890 2940 775 850 
 
   The energy balance equations for the solar air heater and 
flowing air inside the collector in conjunction with the phase 
change problem were simultaneously solved by EES software 
in a trial and error procedure. Figure 4 shows the schematic 

diagram of the phase change problem and the associated 
boundary conditions. Using heat balance analysis for each 
element in the computational domain, we have: 
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qPCM,i − qPCM,i+1 =
dUPCM,i

dt
 for i = 1,2, … , n − 1 (15a) 

   

qPCM,i = kPCMAPCM
(TPCM,i − TPCM,i+1)

l
 

 (15b) 

   

BC�Qst = kPCMAPCM
(Tabs − TPCM,1)

l/2
qPCM,n = 0

 
 (15c) 

   Here, U defines PCM internal energy. kPCM and APCM are the 
thermal conductivity and surface area of the integrated PCM. 
q is the heat exchange rate at two adjacent node interfaces and 
l denotes the distance between two adjacent nodes. The initial 
temperature distribution through the PCM was assumed 30 oC. 
Here, dUPCM,i   

dt
 shows the thermal energy variation and is equal 

to: 

dUPCM.i

dt
= mPCMcp,s

dTPCM
dt

= mPCMcp,s(TPCM,i
t+1 − TPCM,i

t ) 

f = 0, for TPCM,i
t < Tm  

(16a) 

   

dUPCM.i

dt
= mPCMLPCM,f

df
dt

= mPCMLPCM,f(fit+1 − fit) 

0 < f < 1, for TPCM,i
t = Tm  

(16b) 

dUPCM.i

dt
= mPCMcp,l

dTPCM
dt

= mPCMcp,l(TPCM,i
t+1 − TPCM,i

t ) 

f = 1, for TPCM,i
t > Tm  

(16c) 

where cp,s and cp,l are the liquid and solid specific heat 
capacities of PCM, respectively. The PCM temperature in the 
ith node, TPCM,i, was obtained at each time step based on its 
calculated heat content. It is worth noting that after and before 
the melting process, there was a linear relationship between 
the PCM temperature and its heat content for each node (Eqs. 
16a and 16c). However, in the phase change process, the PCM 
temperature remained constant until the molten mass fraction 
reached one (16b). Equations (15) to (16) were simultaneously 
solved to obtain the PCM temperature and molten mass 
fraction. By solving the governing equations, outlet air and 
absorber plate temperatures, useful heat gain, and molten mass 
fraction were obtained. 
   Since the change in the PCM mass resulted in variations in 
the storage unit volume, only the PCM thickness would be 
altered to handle this problem, while the other two dimensions 
were constant. This issue caused the hydraulic and technical 
features of the modeled SAH such as absorber surface area 
and air channel cross-section which did not change in the 
different considered scenarios. 

 

 
Figure 4. Schematic diagram of the phase change problem and the associated boundary conditions 

 
2.2. Analytical model validation 

Figure 5 shows a comparison of the measured and 
experimental data reported in [11] with the obtained analytical 
data by the developed model. As seen in Figure 5, there is 
good agreement between the experimental and analytical data. 
The percentage mean absolute error (PAME) was used to 
ensure the accuracy and validity of the analytical method. The 
PAME is described as follows [30]: 

PAME =
100

n � �
TAnalyt,i−TExp,i

TExp,i
�

n

i=100

 
(17) 

where TAnalyt,i and TExp,i are the ith analytical and experimental 
temperature values, while n denotes temperature values. The 
PAME is obtained 3.52 % for the set of measured and 
calculated outlet temperatures that illustrates the accuracy and 
preciseness of the obtained analytical data. 

 
Figure 5. Comparison of available experimental data and obtained 

analytical data [11] 
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3. RESULTS AND DISCUSSION 

The current study attempts to investigate the effects of PCM 
mass values on the heat dynamics and thermal performance of 
SAH using PCM blocks as thermal storage units. To this aim, 
an analytical model was then developed and validated using 
available experimental data to assess the effects of PCM mass 
vales on the thermal dynamics of the contracted SAHs. Since 
the change in the PCM mass resulted in the change in the 
storage unit volume, only the PCM thickness was altered to 
handle this problem, while the other two dimensions remained 
constant. This issue is the reason why the hydraulic and 
technical features of the modeled SAH, such as absorber 
surface area and air channel cross-section, did not change in 
the different considered scenarios. 
   Environmental conditions such as ambient air temperature 
and solar intensity can significantly affect the thermal 
performance of SAHs. Hence, these parameters were 
monitored and recorded during the experimental runs reported 
in [11]. Figure 6 represents these measured ambient factors. 
According to Fig. 6, the ambient air temperature was close to 
12 oC at 6:00 and increased to 34 oC until 11:30. The air 
temperature then began to decrease to approximately 26 oC at 
24:00. In the same trend, the solar intensity was zero W/m2 at 
6:00, increased to near 750 W/m2 at 13:00, and then reduced 
to zero at 19:00. 

 

 
Figure 6. Measured ambient parameters during experimental runs 

[11] 
 
   The outlet temperature is a critical factor that determines the 
capability of the constructed collector to harvest solar energy. 
Simply put, the higher the outlet temperature, the higher the 
SAHs’ thermal performance. The developed analytical model 
was utilized to obtain the heat dynamics and outlet 
temperature of the constructed SAH using different PCM 
masses. Figure 7 represents the outlet air temperature using 
the developed analytical model. As seen in Figure 7, by 
increasing the PCM mass, the maximum outlet temperature 
reduced, showing greater thermal energy stored in the PCM 
blocks instead of heating the flowing air. The maximum 
reduction in outlet temperature was near 20 oC as the PCM 
mass varied between 0 kg and 90 kg and occurred in the 
charging process at around 11:00. 
   When solar energy availability was not adequate to heat the 
flowing air, the PCM blocks started to discharge. Figure 7 
shows that the SAH containing a higher mass of PCM had 
higher outlet air temperatures after the sunset. In better words, 

due to the higher mass of PCM, more thermal energy was 
stored and then, released during the periods when solar energy 
was absent. This issue helps the collector with a higher mass 
of PCM work for longer periods and extends the heating 
duration. However, Figure 7 shows that the outlet air 
temperature profiles for the SAHs using different PCM 
masses were close at the final hours. It is required to mention 
that a portion of stored thermal energy heated the flowing air, 
and the remaining portion was lost to ambient surroundings 
through convective/radiant heat exchange. The outlet 
temperature started to reduce in a steeper gradient by 
discharging the PCM blocks at the late operative time. 
   Comparison of the outlet air temperature profiles shows that 
in the SAHs with integrated PCMs, the discharging process 
began at 16:00 and continued until midnight. The temperature 
profile for the SAH without the storage unit had a steeper 
gradient after 16:00 when solar irradiation approached zero; 
therefore, input thermal energy was inadequate to heating the 
flowing air. The difference of maximum outlet temperature 
between the SAH with and without integrated PCMs reached 
up to near 12 oC. This issue shows the importance of using 
storage units during the periods when solar irradiation is 
insufficient. 

 

 
Figure 7. Comparison of outlet air temperature in different 

considered scenarios 
 
   Figure 8 provides an insight into the melting/solidification 
processes in different considered scenarios using molten mass 
fraction profiles. As shown in Figure 8, the melting process 
started at around 9:00 and continued until 18:00; then, the 
solidification process began. Due to the low thermal 
diffusivity of paraffin, the heat penetrated slowly into paraffin 
long after solar intensity peak. Therefore, the melting process 
continued until 18:00, when solar intensity was negligible. 
Before 9:00, the input solar energy increased the sensible heat 
content of the integrated PCM. 
   Although increasing the PCM mass reduced the mass 
fraction that melted in the charging process, it improved 
stored thermal energy. All PCM mass melted in the scenario 
using 30 kg and this value increased to near 85 kg in the 
scenario using 90 kg paraffin. In other words, increasing the 
PCM mass improves the thermal storage capability; this 
strategy extends the duration that SAHs can perform. 
   The large amount of PCM was still in the liquid phase at 
24:00 according to Figure 8, especially in the SAHs with high 
PCM amounts, which implied that a large amount of energy 



E. Hasan Zaim and H. Farzan / JREE:  Vol. 8, No. 3, (Summer 2021)   45-53 
 

51 

was still stored in PCM. Paraffin’s low thermal conductivity 
resulted in the stored latent energy, which slowly heated the 
flowing air. This issue is shown in the outlet air temperature 
profiles. In fact, despite available stored latent energy, the 
outlet air temperatures in the SAHs using different amounts of 
PCM masses were so close in the last hours of experimental 
runs. 

 

 
Figure 8. Comparison of charge/discharge process in different 

considered scenarios 
 
   Figure 9 represents the absorber temperature in the different 
considered scenarios. According to Figure 9, increasing the 
amount of PCM mass reduced the absorber plate temperature. 
By increasing the amount of PCM mass, higher absorbed 
thermal energy was consumed to melt PCM; hence, the 
absorber plate temperature decreased. This issue had an 
inherent advantage such as reducing the absorber plate 
temperature which in turn reduced heat losses in ambient 
environments. 
   After 18:00, the absorber plate temperature was reduced to 
60 oC, the PCM melting temperature. Therefore, the melting 
process stopped at 18:00, and the solidification process began. 

This crucial issue is illustrated in Figure 8, representing the 
melting/solidification process by the molten mass fraction 
profile. 

 

 
Figure 9. Comparison of absorber temperatures in different 

considered scenarios 
 
   Figure 10 represents the accumulated heat gains in different 
considered scenarios at each of two hours interval. As 
represented in Figure 10, heat gains in the SAHs with higher 
PCM masses are lower than those with lower PCM mass 
during the daytime. However, during the night, the SAH with 
the higher mass of PCM represents higher heat gains. This 
issue proves that the higher amount of PCM mass, the higher 
the stored energy. The stored energy released during the night 
and improved the thermal performance of SAHs. It is worth 
noting that a portion of stored thermal energy was lost due to 
convective/radiant heat exchange with ambient surroundings. 
The heat gains data are plotted at every time intervals (two 
hours). 

 

 
Figure 10. Comparison of accumulated heat gains in different considered scenarios at each of two hours interval 
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Assessing the daily thermal performance of an energy system 
is a feasible and useful approach to optimizing the crucial 
factor affecting the system’s performance. In solar thermal 
systems, the daily thermal performance, ηDaily, is defined as 
the ratio of useful energy gain to received solar energy and 
given as: 

ηDaily =
ṁcp ∫ �Ta,out − Ta,in�dtt2

t1

At ∫ Idtt2
t1

 
(18) 

   Table 3 shows the daily thermal performance of the SAHs 
using different PCM masses. As represented in Table 3, the 

maximum daily thermal performance belongs to the SAH 
using 90 kg of PCM and the SAH without using PCM has the 
lowest thermal performance. By increasing the amount of 
integrated PCM mass, the SAH’s thermal performance 
slightly improved. Indeed, increasing the PCM increased the 
stored thermal energy. However, a portion of this stored 
energy was lost by the absorber plate, SAH framework, and 
convective/radiant heat exchange with the surroundings. 
Therefore, the remaining part of the stored energy was 
consumed to heat the flowing air after the sunset. 

 
Table 3. Daily thermal performance of SAH using different masses of PCM 

Scenario Thermal performance 

SAH without using 19.16 % 

SAH using 30 kg of PCM 27. 01 % 

SAH using 60 kg of PCM 28.77 % 

SAH using 90 kg of PCM 33.65 % 
 
4. CONCLUSIONS 

SAHs with integrated PCMs have been extensively in 
domestic and industrial applications due to their simple 
technical structure, low-cost operation and maintenance, and 
acceptable performance. The current study investigates the 
effects of PCM mass value on the heat dynamics and thermal 
performance of SAHs. An analytical model was developed to 
this aim and validated by available experimental data. The 
obtained results illustrate that by increasing the PCM mass 
from zero to 90 kg, the stored thermal energy increased. The 
stored thermal energy released during nighttime hours and 
extended the heating process. However, by increasing the 
PCM mass, the maximum obtained outlet air and absorber 
plate temperatures were reduced by near 20 oC and 35 oC, 
respectively. Indeed, the thermal energy that could heat the 
flowing air was consumed to increase the PCM heat content. 
Interestingly, the thermal performance improved by increasing 
the PCM mass from zero to 90 kg by almost 14.5 %. The 
obtained results showed that despite available latent thermal 
energy at 24:00, the outlet air temperature profiles for the 
SAHs using PCM were close due to the low thermal 
conductivity of paraffin. 
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NOMENCLATURE 

Ac Collector surface area (m2) 
cp Specific heat (J/kg.K) 
E Energy (J) 
h Enthalpy (J) 
hw Wind velocity (m/s) 
I Solar irradiation heat flux (W/m2) 
l Distance between two adjacent nodes (m) 
Ng Glass number 
ṁ Mass flow rate (kg/s) 
PAME Percentage mean absolute errors 
q Heat exchange rate at two adjacent node interfaces (W) 
Qu Useful energy gain (W) 
r Equivalent thermal energy 

S Absorbed solar intensity (W/m2) 
T Temperature (oC) 
U Internal energy (J) 
UL Heat loss coefficient (W/m2.K) 
Ut Top heat loss coefficient (W/m2) 
V Wind velocity (m/s) 
w Uncertainty 
Greek letters 
β Tilt angle 
ε Emissivity 
η Efficiency  
τα Transmittance-absorptance product 
Superscripts 
t Time step 
Subscripts 
a Air 
abs Absorber plate 
Analyt Analytical 
cv Control volume 
Exp Experimental 
in Inlet 
out Outlet 
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A B S T R A C T  
 

Somalia–Turkish Training and Research Hospital in Mogadishu, is only powered by diesel generator currently. 
In this paper, the energy demand of this hospital is utilized by determining the optimum hybrid renewable 
energy generating system. By HOMER, a sensitivity analysis has been made with emphasis on three 
significant variables such as average wind speed, present diesel price, and solar radiation. From the results, it 
can be said that an optimum system is the standalone wind-diesel-battery storage Hybrid Renewable Energy 
System (HRES) with the configuration of 1,000 kW wind turbine, 350 kW diesel generator, 250 kW power 
converters, and 300 batteries. Additionally, the net present cost of the optimum system is calculated to be 
$5,056,700 and its cost of energy is estimated to be 0.191 $/kWh. The present cost of energy for Somalia is  
0.5 $/kWh. This shows that the energy cost for the proposed HRES is cheaper than the conventional one. 
Lastly, according to the results, it is clear that the wind–diesel–battery storage HRES seems more environment 
friendly than other HRESs. 
 

https://doi.org/10.30501/jree.2021.245232.1140 

1. INTRODUCTION* 

Somalia is an African country in the east of Africa 
neighboring Kenya, Ethiopia, and the Republic of Djibouti. 
Somalia’s weather is mostly warm and dry over the year. 
According to the energy statistics, it is the most advantageous 
country among other African countries by means of both 
conventional and renewable energy potentials. These 
potentials can be exploited through coordination with and 
regulations by Somalian government. Since Somalia has 
abundant renewable energy sources like solar energy, wind 
energy, and biomass energy, these sources can be used in both 
residential and industrial applications. Besides, it has a high 
potential for geothermal and wave energy sources. Although 
Juba and Shebelle rivers have the potential for hydropower 
production, nowadays, they are not being used efficiently. 
Wind, biomass, and solar-based renewable energy sources can 
be utilized by means of tolerable capital investment with 
current technology [1]. By expanding the use of grid-supplied 
hybrid consisting of both conventional and renewable energy 
sources and transmitting them to rural areas, welfare, 
productivity, and security will ensue [2]. Many companies 
supply their energy needs by either grid or diesel generators in 
Mogadishu, capital of Somalia. Diesel generators have 
intensively been used, especially for companies, hospitals, 
 
*Corresponding Author’s Email: bdursun@fsm.edu.tr (B. Dursun) 
  URL: http://www.jree.ir/article_130748.html 

schools, etc. because grid is more expensive than diesel. The 
intensive use of diesel generators has emitted harmful gases 
into the atmosphere and increasingly polluted the environment 
and caused climate change in Mogadishu. Difficulties caused 
by environmental pollution and climate change can diminish 
employing renewable and alternative power generating 
systems such as fuel cells and hydrogen instead of diesel 
generators [3-5]. Nowadays, using renewable energy 
resources as a power supplier in an energy system instead of 
conventional ones has been more popular. The system 
including at least two or more power supplier is defined as a 
hybrid energy system. Such systems not only produce less 
harmful emission gases and are less dependent on fossil fuels 
but also need no grid connection like the conventional ones 
[6]. They are rather useful alternative ways to supply 
electricity demand to the remote and isolated places from city 
center when extending the gridline, which is comparatively 
more expensive. Besides, they can be used in the system to 
generate all or any given portion of the electricity demand 
depending on location, regional renewable energy potential, 
and green structure of the hybrid system. Hybrid systems must 
be applied with the support of an auxiliary power supplier 
such as a diesel generator because of their instable and 
discontinuous nature. Usually, diesel generators are used in 
the electrification of the isolated or remote consumers. As an 
alternative solution, hybrid energy systems can be proposed 
for diesel generators. 

https://doi.org/10.30501/jree.2021.245232.1140
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HRESs should be preferred over diesel generators in isolated 
places. There are many studies in the literature related to the 
renewable HRES applications and their design, optimization, 
and parametric analysis. However, although there are many 
studies about HRESs, there are only few on Africa. Some of 
the conducted studies on Africa are summarized below. 
Pemndje et al. determined and compared the cost of energy of 
various hybrid systems for several off-grid facilities in North 
and Far North regions of Cameroon by integrating renewable 
sources and/or storage with diesel generators [7]. Orosz et al. 
evaluated health and education by means of techno-economic 
aspect for Sub-Saharan Africa. Using the meteorological data 
supplied by NASA, they compared conventional PV and 
diesel systems with micro-concentrating solar power and other 
related technology [8]. Malik presented a research to 
determine the renewable energy potential of Brunei 
Darussalam. He put forth the existence of renewable energy 
sources that could be applied in Brunei [9]. Ajao et al. 
evaluated off-grid and grid-connected HRES options for 
University of Ilorin in Nigeria using HOMER software [10]. 
Moreover, Himri et al. assessed techno-economic aspect of 
non-grid hybrid energy generation systems for a location in 
south west of Algeria. In that study, they evaluated the energy 
production, life-cycle costs, and greenhouse gas emission 
reduction using HOMER software [11]. Gholami et al. 
investigated the feasibility of renewable energy harvesting to 
meet the energy need of a dairy farm in Shahroud, Iran. 
HOMER software was used to determine the optimum system 
configuration. It was shown that although there was wind 
potential within the farm site, the most economical system 
would be a system consisting of a 100 kW biomass power 
plant and a 169 kW PV plant [12]. Nfah suggested the optimal 
photovoltaic hybrid systems for remote villages in Far North 
Cameroon using a recent iterative optimization method based 
on the desired annual number of generator working hours and 
the net present value technique [13]. Similarly, using HOMER 
software, Nfah et al. modeled solar/diesel/battery HRES for 
the electrification of typical rural households and schools in 
remote areas of the far north province of Cameroon [14]. 

Olatomiwa et al. studied the feasibility of different power 
generation configurations for different locations within the 
geo-political zones of Nigeria [15]. Lastly, Olatomiwa 
determined the optimal configurations of the HRES for rural 
health clinic application in three grid-unconnected rural 
villages in Nigeria [16]. Somalia–Turkish Training and 
Research Hospital in Mogadishu is currently only powered by 
diesel generator. In this paper, the energy demand of this 
hospital is supplied by determining the optimum hybrid power 
renewable generating system. Therefore, numerous HRESs in 
different configurations of wind turbines, PV panels, diesel 
generators, and battery banks are taken into account. 
Moreover, considering the significant data such as solar 
irradiation, wind speed, and diesel price, sensitivity analysis is 
conducted. Then, the optimum HRES is determined and at 
last, the optimum system is also investigated by means of its 
emitting gases such as CO2, CO, NOx, CH4 and SOx. These 
are air polluting and threatening gases. Finally, a hospital, 
presently fed by only diesel generators, is analyzed by means 
of techno-economical-environmental parameters if the energy 
is replaced by the hybrid renewable sources. This is the first 
attempt to use renewable energy for hospitals in Africa. 
 
2. DESCRIPTION OF SOMALIA–TURKISH TRAINING 
AND RESEARCH HOSPITAL IN MOGADISHU 

2.1. Location and population 

Mogadishu is the capital of Somalia and it is the largest city 
with a population of 2,425,000. Somalia–Turkish Training and 
Research Hospital in Mogadishu has a 200-bed capacity. It is 
characterized by 2o 2” North latitude and 45o 18” East 
longitudes. The hospital has an approximate area of 13,500 m2 
with an indoor space that includes 12 intensive care beds, 14 
newborn intensive care beds, 20 incubators, four operating 
rooms, a delivery room, as well as radiology and laboratory 
units. It is in service for the Somalian people since 2015. The 
location of the Somalia–Turkish Training and Research 
Hospital in Mogadishu is shown in Figure 1 [17]. 

 

 
Figure 1. The location of the Somalia–Turkish Training and Research Hospital in Mogadishu [18] 
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2.2. Energy demand of the hospital and electrification 

Energy demand of the hospital is presently met by diesel 
generators. The average hourly load profile data are measured 
by technical department of the hospital. The load data are used 
in this paper after arranging the collected data into the 
monthly category for a whole year period (2017-2018). The 
electrical load demand is obtained from Somalia–Turkish 
Training and Research Hospital in Mogadishu [17]. Total 
energy demand of the hospital is provided by four diesel 
generators with a capacity of three 800 kVA and one        
1,100 kVA systems. For the load data, the average daily 
energy demand of the hospital is around 8,000 kWh. The 
minimum demand load of the hospital is consumed between 

22:00 and 08:00. The minimum load demand is about         
200 kWh, whereas the maximum load demand is about       
550 kWh. Since the climate of Mogadishu is dry, the load 
demand has increased by about 15 % because of air 
conditioning in winter. Load profile of the hospital is given in 
Figure 2. While the minimum load demand is about 140 kWh 
between June and August, maximum load demand is about 
480 kWh. The data chart of the load demand is shown in 
Figure 3. In the figure, the breakdown of the yearly data series 
can be seen and accordingly, day-to-day change rate is 4 %. 
The 5 % time-step randomness shows variation in electric 
energy consumption of the hospital. 

 

 
Figure 2. Load profile of the Hospital [17] 

 
 

 
Figure 3. Data chart of electrical load of the hospital [17] 

 
2.3. Available renewable energy resources assessment 

2.3.1. Wind speed 

The wind speed data for Somalia–Turkish Training and 
Research Hospital in Mogadishu is evaluated. The average 
hourly wind speed data between the years 2015 and 2017 was 
measured at 10 m, 30 m, and 50 m higher than the surface of 
sea level, as shown in Figure 4 [19]. 

n
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f V
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∑

∑
                                                                             (1) 

where Vave is the average wind speed (m/s), fi is frequency, 
and Vi is mean wind speed m/s. According to Equation (1), 
the average wind speed is calculated at 5.63 m/s. Taking the 
wind speed data into account, it can be mentioned that the 
distribution of wind speed changes between 3.58 m/s and  
7.26 m/s as the average wind speed of the region is about  
5.63 m/s. While the highest wind speed occurs in July, the 
least wind speed appears in April. The parameter weibull k is 
calculated as 1.71. 
 
2.3.2. Solar radiation 

In Figure 5, Somalia’s solar irradiation map is presented 
which shows the average yearly solar energy per square meter 
[20]. 
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Figure 4. The monthly wind speed data in Mogadishu, Somalia [19] 

 
 

 
Figure 5. Global Horizontal Irradiation (GHI) of Somalia (kWh/m2) [20] 

 
In the figure, the area shown with red corresponds to high 
solar irradiation values. It means it has the highest solar 
energy potential. Since most of the locations of Somalia are 
exposed to high solar irradiation level, they are appropriate for 
generating electricity from solar energy. Sunlight radiation 
data of the location are achieved by HOMER from the 
database of NASA Surface Meteorology and Solar Energy 
[19]. For coordinates in HOMER, 2o 2” North latitude and 45o 
18” East longitudes are used. These are the coordinates of 
Somalia–Turkish Training and Research Hospital in 
Mogadishu. Sunlight radiation data are synthesized for each 
8,760 hours of the whole year by means of Graham algorithm, 
as a result of which hourly data are generated. The algorithm 

is very simple to use since it needs monthly averages and 
latitudes. The processed data show the realized day-to-day and 
hour-to-hour models. Monthly average solar radiation value is 
given in Figure 6. The annual average sunlight radiation value 
and the average clearness index are calculated as 5.645 
kWh/m2/d and 0.565, respectively. As shown in Figure 6, the 
monthly average daily solar radiation ranges from 3.26 to 7.61 
kWh/m2/d [21]. 
 
2.3.3. Diesel 

Diesel price is about 1 $/kWh in Mogadishu–Somalia. 
Somalia government plans to cancel the support on type of 
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petrol and diesel, meaning that the price of diesel may 
fluctuate intensively between 0.75 $/l and 1.3 $/l in the last six 
months of 2017. Therefore, diesel prices vary between 0.75 $/l 

and 2.5 $/l with an increment of 0.5 in the HOMER 
simulation to evaluate its effect on the system cost. 

 

 
Figure 6. Monthly average solar radiation value of the hospital [21] 

 
3. TECHNO-ECONOMIC ANALYSIS 

3.1. Estimation of the annual real interest rate for 
Somalia 

Annual real interest rate is a significant input parameter of 
HOMER in techno-economic analysis. The relation between 
annual real interest rate and nominal interest rate is shown in 
Equation (2): 

0i -fi=
1+f

                                                                                         (2) 

where i corresponds to the real interest rate, i0 the nominal 
interest rate which means the rate at which one can get a loan, 
and f the annual inflation rate. According to the previous year 
data, annual inflation rates i0 = 6.09 % and f=3.22 % are used 
for Somalia. The real interest rate is estimated at 44.8 % using 
Equation (3) [22-24]. 

0i -fi= =0.448         i=44.8%
1+f

                                             (3) 

   In the simulation process, the real interest rate is calculated 
at 44.8%. 
 
3.2. Levelized Cost of Energy (CoE) 

The average cost per energy of the generated energy is defined 
as CoE and can be estimated by Equation (4). 

a,t

p,AC p,DC g,s

C
CoE=

E +E +E
                                                           (4) 

   Total annual cost is defined as the summation of the cost of 
each system components and other yearly costs. It is used in 
the estimation of both levelized CoE and total NPC. 
Therefore, this parameter is very momentous [23, 24]. 
 
3.3. Net Present Cost (NPC) 

NPC is the essential economic indicator of the HOMER 
software. It is defined as the current value of the cost of 
establishing and running any power system within the life 
cycle of the project, called as the life cycle cost. In this paper, 

the proposed life cycle of the project is assumed to be 20 
years. For the calculation of NPC, all the systems are sorted 
and in order to find the NPC, all of other economic outputs are 
estimated. NPC can be calculated by Equation (5) [23]. 

a,t

p

C
NPC=

CRF(i,R )
                                                                         (5) 

   CRF is defined as the ratio used for the estimation of the 
current value of an annuity and presented in Equation (6). 

N

N

i(1+i)CRF(i,N)=
(1+i) -1

                                                                       (6) 

   As mentioned before, the lifecycle of the project is assumed 
to be 20 years. The annual real interest rate is 3.22 % for 
Somalia. It must be taken into account that Somalia 
government does not promote the installation energy [22]. 
Details of cost and technical information of the essential 
components of HRES are presented below. 
 
4. COMPONENTS OF THE HYBRID SYSTEM AND ITS 
COMPONENTS 

The energy demand of the hospital has been supplied by diesel 
generators with a total power capacity of 3,500 kVA since the 
hospital started serving Somalia’s people. As an alternative 
solution to this situation, a HRES consisting mainly of PV 
panels, wind turbines, diesel generator, batteries, and 
converter is proposed. All components of both only diesel 
generator and proposed HRES are shown in Figures 7(a) and 
7(b). Some parameters such as size, capital cost, quantity, 
replacement cost, operation, and maintenance cost for the 
hybrid system are determined according to the references and 
presented in detail in Table 1. 
   Table 1 shows technical and economic parameters for 
components of the suggested HRES. The replacement cost is 
the cost of renewing a component after it breaks down. This 
cost may be different from the starting cost since not all of the 
components require renewing at the end of their lifetime 
period. 
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(a) Diesel power generating system 

 
 

 
(b) HRES 

Figure 7. Descriptions of HRES and Diesel energy system 
 
 

Table 1. Technical and economic parameters for components of the suggested HRES 

Descriptions Specifications 
PV Panel 

PV model Sonali Solar S-300W PV panel [25] 
Power (kW peak) 750 kWp 

Starting cost 7,000 $/kW 
Replacement cost 6,000 $/kW 

Operational and maintenance cost 15 $/year 
Lifetime 25 years 

Wind turbine 
Wind turbine model Fuhrlander 250 kW 

Rated power 250 kW 
Starting cost $480,000 

Replacement cost $480,000 
Operational and maintenance cost 480 $/year 

Lifetime 25 years 
Diesel generator 

Turbine model AKSA AC 350 Diesel Generator [26] 
Rated power 350 kW 
Starting cost $30,260 or 116,500 TL 

Replacement cost $24,208 or 92,716 TL 
Operational and maintenance cost 0.030 $/h 

Lifetime 15,000 operating hours 
Inverter 

Inverter model Solectria SGI 250 [27] 
Rated power 250 kW 
Starting cost 655 $/kW 

Replacement cost 655 $/kW 
Operational and maintenance cost 10 $/year 

Lifetime 15 years 
Efficiency 95 % 

Battery bank 
Battery model Surrette 6CS25P [28] 
Starting cost $400 

Replacement cost $300 
Operational and maintenance cost 10 $/year 

Lifetime 15 
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4.1. PV panel 

The peak power demand of the hospital is about 656 kWp and 
the sizing of PV panel is determined at 20 % more than the 
peak power demand. Therefore, the sizing of the PV panel is 
selected as 750 kWp in case it supplies the demand load of the 
hospital. If the demand is met by the PV panel, then the rest of 
its energy is stored in the battery bank. Since the proposed 
hybrid system is a combination of PV panels, wind turbines, 
and diesel generators, the size of the PV panel changes from 
250 kWp to 1,500 kWp with an increment of 250 kWp to 
determine the effect of the economic cost of the HRES. The 
proposed PV panel is a 72-cell polycrystalline whose output 
power is 300 Wp. The model of PV panel is Sonali Solar      
S-300W. There are 2,500 PV panels connected in series to 

generate 750 kWp. Costs and other technical information data 
of the PV panels can be found in Table 1 in detail [25-29]. 
 
4.2. Wind turbine 

In Mogadishu–Somalia, another significant energy source is 
wind energy. Therefore, it is one of the essential load 
suppliers of the proposed system. Wind energy is mainly 
converted to other energy types by means of wind turbines. In 
the proposed system, wind turbines with 250 kW power will 
be used. Among the five different brand and model wind 
turbines with the same output power, the optimum one will be 
chosen and used in the proposed system [30-34]. Power charts 
of the different model wind turbines can be seen in Figures 8-
12. 

 

 
Figure 8. Power charts of WES 250 kW wind turbine [30] 

 
 

 
Figure 9. Power charts of SRC31-250 kW wind turbine [31] 

 
 

 
Figure 10. Power charts of GEV MPC 250 kW wind turbine [32] 
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Figure 11. Power charts of Fuhrlander 250 kW wind turbine [33] 

 
 

 
Figure 12. Power charts of WES30-250 kW wind turbine [34] 

 
By using Equation 7 which is implemented in various research 
articles, the electrical output power of a wind turbine model 
can be calculated. 

c

c
eR c R

R ce

eR R F

F

0 v<v
v-vP v v v

v -vP =
P v v v
0 v>v

 
 
 ≤ ≤ 
 
 ≤ ≤ 
  

                                              (7) 

The capacity factor can be estimated by Equation 8 [35, 36]. 

i

17520

e
i=1

eR

P
CP=

17520.P

∑
                                                                         (8) 

   The total power produced by each wind turbine is estimated 
by the use of wind speed data from the years 2015 to 2017 for 
Somalia–Turkish Training and Research Hospital in 
Mogadishu. The total power produced by the wind turbines 
and their capacity factors are given in Table 2 [30-34]. 

 
Table 2. The overall power production of the wind turbines and their capacity factors 

Model of wind turbine WES 250 
kW [30] 

SRC31-250 
kW [31] 

GEV MPC 
250 kW [32] 

Fuhrlander 
250 kW [33] 

WES30-250 
kW [34] 

Total generated power (kWh) 1,017,603 1,031,744 1,024,715 1,076,790 1,011,915 

Output power x 17520 (kWh) 4,380,000 4,380,000 4,380,000 4,380,000 4,380,000 

Capacity factor 23 % 23 % 23 % 25 % 23 % 
 
   In the comparison of the wind turbines with the same output 
power, the one producing the highest energy and having the 
biggest capacity factor should be chosen as the optimum wind 
turbine. In this sense, it is notable that Fuhrlander 250 kW is 
the most appropriate wind turbine for Somalia–Turkish 
Training and Research Hospital in Mogadishu. The wind 
turbine has about 250 kW output power and its hub height is 
41 m. It has a life cycle of 25 years. It has a rotor diameter of 
29.5 m and is equipped with 3 blades. It has Cut-in speed of 
2.5 m/s, rated speed of 12 m/s, and cut-out wind speed of 25 
m/s. It has capital cost of $48,000, replacement cost of 
$480,000, and annual operational and maintenance costs of 

$480. In HOMER, the quantity of the wind turbines changes 
from 0 to 4 and the optimum type and model of wind turbine 
used in the HRES is decided by the techno-economic analysis. 
Costs and some other detailed technical properties of the wind 
turbines are shown in Table 1 [37]. 
 
4.3. Diesel generator 
The output power of the diesel generator used in the proposed 
system is about 350 kW. Generally, the price of diesel 
generators used in the industry may vay between 250 $/kW 
and 500 $/kW. The cost per power is lower for high-powered 
units and similarly, the cost per power is higher for            
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low-powered units [38]. Diesel generator is AKSA AC350 in 
model. In the simulation, the number of diesel generators 
varies between 0 (no diesel generator) and 3 [26]. 
 
4.4. Inverter 

The power converter has a rated power of 250 kW and it can 
thoroughly meet both PV power and residual power of the 
wind turbine after meeting the load demand. Moreover, the 
power converter has a conversion efficiency of 95 %. The 
model of the inverter is Solectria SGI 250. The starting and 
replacement cost and other specifications of the inverter are 
shown in Table 1 [27]. 
 
4.5. Batteries 

The quantity of batteries used in the HOMER changes 
between 12 and 144 pieces. One battery bank consists of 12 
batteries and, therefore, the quantity is a multiple of 12. In the 
proposed HRES Surrette 6CS25P model batteries are used 
whose nominal capacity is 1,156 Ah and nominal voltage is  
12 V. Each battery can store energy about 6.94 kWh. Battery 
bank is designed to be six rows and two columns. Finally, 
Nominal bus voltage of the battery bank including 12 pieces 
of batteries, is 12 V. According to the datasheet information 
provided by HOMER, the batteries have 80 % round trip 
efficiency and they have minimum state of charge level of    
40 %. The starting cost, replacement cost, and operational and 
maintenance cost of the batteries are shown in Table 1 [28]. 
 
5. OPERATION STRATEGIES 

The proposed HRES intends to work with the load following 
dispatch strategy, which means that the energy produced by 
PV panels will be stored in the batteries and diesel generator 
and wind turbines will generate energy only for meeting the 
energy demand of the hospital. Mainly, load following 
dispatch strategy seems to be the optimum one for systems 
with multiple renewable energy sources. The most important 
significance of the strategy may be its contribution to 
optimizing the total NPC of the system and to decrease the 
excessive power production [39]. The operating reserve is the 
excessive operating capacity ensuring secure power supply 
although the load instantly goes up or renewable power output 
instantly goes down. Operating reserve can be estimated by 
Equation (9) [40]. 

( ) ( ) ( )L L PV PV WT WTOperating reserve= % ×E + % ×E + % ×E      (9) 

 
6. RESULTS AND DISCUSSION 

Renewable energy systems must be analyzed in the techno-
economic terms to determine its efficiency and economic 
feasibility. Since the system includes multiple generation 
systems, the analysis may be very complex. Moreover, the 
optimum design of the energy production system is related to 
the load demand and the use of renewable energy sources, 
which is hard to analyze completely in detail. The capacity of 
the designed system must be in accordance with operation 
planning to prevent excessive energy. Future load demand and 
predicted energy production must be planned [41, 42]. All 
configurations of HRES with the present parameters, average 
wind speed value of 5.61 m/s, average solar radiation of    
5.63 kWh/m2/d, and diesel fuel price of 0.75 $/l are examined 
in the next sections. 

6.1. Standalone diesel power generating system 

The standalone diesel power generating system is the 
expensive system among the studied hybrid configurations. 
The total NPC is about $9,608,750 and CoE is calculated at 
0.360 $/kWh. Renewable fraction is about 0 %. The energy 
demand of the hospital is supplied by only two diesel 
generators with an output power of 350 kW. The annual 
average primary AC load of the hospital is estimated at 
2,436,836 kWh/year. In this hybrid system, the standalone 
diesel power generating system could generate 2,662,261 
kWh/year with the excess electricity of 159,453 kWh/year. 
 
6.2. Standalone wind/diesel without battery storage 
HRES 

The standalone wind/diesel without battery storage HRES 
comes after the standalone wind/diesel/battery storage HRES 
by means of the least NPC. The total NPC of this system is 
about $5,663,186. The CoE is calculated to be 0.213 $/kWh 
and results from the combination of 750 kW wind turbine and 
350 kW diesel generator. Renewable fraction of the system is 
about 56 %. AC primary load of the hospital is estimated to be 
2,436,836 kWh/year. In this hybrid system, while diesel 
generator is able to generate 1,508,223 kWh/year, the wind 
turbine generates 1,016,096 kWh/year. The diesel generator 
has operated 8,245 hours throughout the year. 
 
6.3. Standalone wind/diesel/battery storage HRES 

The standalone wind/diesel/battery storage HRES is the best 
configuration by means of net present cost and cost of energy. 
   When the total NPC of the system is about $5,418,316, CoE 
is 0.208 $/kWh. The system configuration comprises 350 kW 
diesel generator, 330 kW wind turbine, 200 kW inverter, and 
300 batteries. Renewable fraction is about 34 %. In this hybrid 
system, when diesel generator could generate 1,657,635 
kWh/year, the rest of it generates from wind turbine. The 
diesel generator has operated 7,372 hours throughout the year. 
The use of the battery storage has decreased by about 10 % of 
the operation hours of the diesel generator. 
 
6.4. Standalone PV/diesel without battery storage 
HRES 

The standalone PV/diesel without battery storage HRES 
consists of 350 kW diesel generator, 250 kW PV panel, and 
200 kW inverter. When the total NPC is about $7,989,642, the 
CoE is calculated at 0.308 $/kWh. Renewable fraction is 
about 16 %. In this hybrid system, when diesel generator 
could generate 1,997,114 kWh/year, the rest of it is produced 
from PV panel. The diesel generator has operated 8,057 hours 
throughout the year. 
 
6.5. Standalone PV/wind/diesel without battery 
storage HRES 

The standalone PV/wind/diesel without battery storage HRES 
consists of 250 kW PV panel, 350 kW diesel generator,      
330 kW wind turbine, and 200 kW inverter. When the total 
NPC is about $6,836,281, CoE is calculated 0.258 $/kWh. 
Renewable fraction is about 45 %. In this hybrid system, AC 
primary load of the hospital is estimated at 2,436,836 
kWh/year which comprises 16 % of PV, 35 % wind turbine, 
and the rest of diesel generator. The diesel generator has 
operated 8,100 hours throughout the year. 
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6.6. Standalone wind-PV-diesel-battery storage HRES 

The standalone wind-PV-diesel-battery storage HRES comes 
after the standalone wind/diesel without battery storage HRES 
by means of the least NPC. The system configuration consists 
of 250 kW PV panel, 350 kW diesel generator, 330 kW wind 
turbine, 200 kW inverter, and 300 batteries. When the total 
NPC is about $6,302,950, CoE is calculated 0.238 $/kWh. 
Renewable fraction is about 49 %. In this hybrid system, AC 
primary load of the hospital is estimated 2,436,836 kWh/year, 
which comprises 464,481 kWh/year of PV, 1,016,096 
kWh/year of wind turbine, 1,171,352 kWh/year of diesel 
generator, and rest of batteries. The diesel generator has 
operated 6,934 hours throughout the year. The excess energy 
of the standalone PV/wind/diesel/battery storage HRES is 
101,958 kWh/year. The payback period is calculated to be 
about 5 years. The cost of energy is about 0.5 $/kWh for 

Somalia and the daily Load is 8,000 kWh. Now that the NPC 
of the system is $5,056,700, the payback is assumed to be 
about 5 years. 
 
7. ENVIRONMENTAL ASSESSMENT OF THE HRESs 

With the aim of reducing the CO2 emission, several 
optimization attempts have been made for the hospital. When 
all power system configurations are examined by means of 
greenhouse gas emissions such as CO2, CO, SOx etc., the most 
appropriate and least CO2 emission value of HRES belongs to 
PV/wind/diesel/battery storage system, which can be seen in 
Table 3. Moreover, Table 3 shows all pollutants and emission 
values of all HRES. As Table 3 is studied in detail, the diesel 
power generating system produced the greatest CO2 
emissions, while the lowest emission value belonged to 
PV/wind/diesel/battery HRES. 

 
Table 3. All emission values for hybrid renewable power generating systems 

Pollutant Only Diesel 
(kg/yr) 

Wind/Diesel 
(kg/yr) 

Wind/Diesel/Battery 
(kg/yr) 

PV/Diesel 
(kg/yr) 

PV/Wind/Diesel 
(kg/yr) 

PV/WindDiesel/Battery 
(kg/yr) 

Carbon dioxide 3,044,463 1,699,208 1,536,476 1,960,666 1,513,318 1,282,406 
Carbon monoxide 7,515 4,194 3,793 4,840 3,735 3,165 

Unburned 
hydrocarbons 832 465 420 536 414 351 

Particulate matter 567 316 286 365 282 239 
Sulfur dioxide 6,114 3,412 3,086 3,937 3,039 2,575 

Nitrogen oxides 67,055 37,426 33,841 43,184 33,331 28,245 
 
8. SENSITIVITY ANALYSIS OF THE HRES 

This paper examined three different sensitivity variables: 
average wind speed, solar radiation, and diesel price. The 
variables of the sensitivity analysis are determined to be in a 

suitable range to tolerate the variation of the inputs in the 
future. Table 4 shows the range of three sensitivity variables 
including velocity of wind, sunlight radiation, and diesel cost. 

 
Table 4. Different wind speed and diesel prices values considered in the sensitivity analysis 

Wind speeds (m/s) Solar radiation (kWh/m2/d) Diesel prices ($/l) 
2 2 0.75 
3 3 1 
4 4 1.5 

5.61 5.63 2 
6 6 2.5 

 
   There are totally 125 sensitivity situations, estimated by the 
multiplication of wind speed (5), solar radiation (5), and diesel 
price (5). Different sensitivity situations and the optimum 

configured system with the present conditions are shown in 
Figure 9. 

 

 
(a) Diesel price=0.75 $/l 
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(b) Diesel price=1.0 $/l 

 
 

 
(c) Diesel price=$1.50/l 

 
 

 
(d) Diesel price=$2.5/l 

Figure 9. Different sensitivity situations and optimum configured system with the present conditions 
 
Concerning the effects of changing sensitivity variables on the 
hybrid renewable power-generating systems configuration, 
detailed results of every feasible situation are given in Figure 
7, which can be elaborated below comprehensively: 

• For the least diesel fuel cost of 0.75 $/l, while both wind 
speed values vary from 2 m/s to 3.4 m/s and solar 
radiation value is lower than 2.8 kWh/m2/d, the optimum 

hybrid system is wind/PV/diesel HRES. Moreover, in 
case the wind velocity value varies from 2.4 m/s to 3.4 
m/s and sunlight radiation value is greater than 3 
kWh/m2/d, the optimum hybrid system with 
wind/PV/diesel HRES. Furthermore, if wind speed value 
is lower than 2.4 m/s and solar radiation value is higher 
than 2.8 kWh/m2/d, then the optimum hybrid system is 
PV/diesel HRES. Similarly, in the situation that wind 
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speed value ranges between 3.3 m/s and 3.5 m/s and 
solar radiation value is greater than 4.6 kWh/m2/d, the 
optimum hybrid system is wind/PV/diesel/battery HRES. 
While wind speed value is between 3.6 m/s and 4.9 m/s 
and for all solar radiation values, the optimum hybrid 
system is wind/diesel HRES. Lastly, in case wind speed 
is higher than 5 m/s and for all solar radiation values, the 
optimal hybrid system is wind/diesel/battery HRES. 

• For the lowest diesel value of 1.50 $/l, in a situation 
where wind speed value varies from 2 m/s to 2.6 m/s and 
solar radiation value is above 2 kWh/m2/d, the optimum 
hybrid system is wind/PV/diesel HRES. Similarly, in 
case where both wind speed value varies from 2.6 m/s to 
3.2 m/s and solar radiation value is above 2 kWh/m2/d, 
the optimum hybrid system is wind/PV/diesel HRES. In 
addition, if the wind speed value is between 2 m/s and 
2.6 m/s and solar radiation value is greater than 2 
kWh/m2/d, then the wind speed value is between 3.2 m/s 
and 3.7 m/s and solar radiation value is greater than 2 
kWh/m2/d. Or, wind speed value is between 3.7 m/s and 
4.0 m/s and solar radiation value is greater than 2.0 
kWh/m2/d; or, wind speed value is greater than 4.5 m/s 
and solar radiation value is higher than 5.3 kWh/m2/d. 
Under these conditions, the optimum hybrid system is 
wind/PV/diesel/battery HRES. Moreover, the optimal 
hybrid system is wind/diesel/battery HRES in a 
condition where (a) wind speed value is between 3.7 m/s 
and 4 m/s and all solar radiation values, (b) wind speed 
value is between 4 m/s and 4.5 m/s and all solar radiation 
values, and (c) wind speed value is higher than 4.5 m/s 
and solar radiation value varies from 2.0 kWh/m2/d to 
6.0 kWh/m2/d. 

• For the lowest diesel value of 2.50 $/l, the optimum 
hybrid system is wind/diesel/battery HRES in a 
condition where (a) wind speed value varies from 3.8 
m/s to 6.0 m/s and solar radiation value is lower than 3.2 
kWh/m2/d and (b) the wind speed value varies from 3.8 
m/s to 6.0 m/s and solar radiation value is between 3.2 
kWh/m2/d and 3.8 kWh/m2/d. In addition, the optimum 
hybrid system is wind/PV/diesel/battery HRES in a 
condition where (a) wind speed value varies from 3.8 
m/s to 6.0 m/s and solar radiation value is between 3.1 
kWh/m2/d and 6.0 kWh/m2/d, (b) wind speed value is 
between 2.8 m/s and 3.8 m/s and all solar radiation 
values, and (c) wind speed value varies from 2.0 m/s to 
2.8 m/s and solar radiation value is higher than 4.0 
kWh/m2/d. Lastly, the optimum hybrid system is 
wind/PV/diesel HRES in a condition where wind speed 
value is between 2 m/s and 2.8 m/s and solar radiation 
value is greater than 2.0 kWh/m2/d, or where wind speed 
value is between 3.2 m/s and 3.7 m/s and solar radiation 
value is lower than 5.0 kWh/m2/d. 

 
9. CONCLUSIONS 

The following remarks or conclusions can be drawn from the 
study after examining and analyzing all the results obtained 
from the figures and tables which were received from the 
HOMER software. 

• Renewable fraction rates of the hybrid renewable power 
generating systems range between 0 % and 75 %. 

• Diesel generator used in the proposed HRES operates 
between 6,712-8,760 hours according to the case. In this 
sense, it can be said that in a situation with stand-alone 
diesel system, the diesel generator operates 8,760 hours 
per year and consumes 1,156,127 liter of diesel fuel. 

• Due to the contribution of PV panels and wind turbines, 
the use of diesel generator and the consumed diesel fuel 
will be lowered. This will also lead to a great decrease in 
emissions between 42 % and 100 %. 

• Wind/diesel/battery HRES is the most environmentally 
friendly system among the studied systems. 
PV/wind/diesel/battery HRES has the least emission 
value which is 42 %. 

• The systems, except stand-alone diesel generator, have a 
CoE between 0.208 $/kWh and 0.359 $/kWh. 

• For the current average wind speed, current diesel price 
and solar irradiation values for the hospital located in 
Mogadishu–Somalia, the optimum hybrid system is 
wind/diesel/battery HRES with the optimal hybrid 
configuration system that includes a 350 kW diesel 
generator, a 330 kW wind turbine, a 200 kW inverter, 
and 300 batteries. In addition, the net present cost and 
the CoE of this system are about $6,302,950 and 0.238 
$/kWh, respectively. Furthermore, renewable fraction is 
about 49 %. 

• Optimal HRESs fulfill the energy demand of the hospital 
completely. AC primary load of the hospital is 
approximately 2,436,836 kWh/year which comprises 
464,481 kWh/year of PV, 1,016,096 kWh/year of wind 
turbine, 1,171,352 kWh/year of diesel generator, and the 
rest of the batteries. The diesel generator has operated 
6,934 hours throughout the year. The excess energy of 
the standalone PV/wind/diesel/battery storage HRES is 
101,958 kWh/year. 

• Using diesel generator as the only power supplier, the 
CoE of the system is 0.360 $/kWh. Furthermore, this 
system produces high amounts of hazardous emission 
gases, as mentioned in Table 2. 

• Converting the system into a complete or nearly 
complete renewable hybrid power generating system, the 
CoE of the hybrid systems is fairly lower (more than    
50 % lower) than the diesel generator system. Moreover, 
the new hybrid systems never produce harmful emissions 
or partial emissions according to the renewable fraction 
values of the system. Hybrid systems are not only more 
economical but also more environmentally friendly. 

• Examining the effects of minor or major changes in the 
sensitivity variables such as average wind speed, current 
diesel price and solar radiation value, for the numerous 
combinations of sensitivity variables, the most suitable 
hybrid systems are in order of wind/diesel/battery, 
PV/wind/diesel/battery, wind/PV/diesel, wind/diesel, 
PV/diesel/battery, and PV/diesel. 

• Compared with the study of Olatomiwa which is entitled 
“Optimal configuration assessments of hybrid renewable 
power supply for rural healthcare facilities”, made for 
the similar region, Nigeria, the results showed that 
optimal renewable hybrid system determined by 
HOMER could be far more preferable than the 
standalone diesel generator by means of energy cost and 
gas emissions. 

• The payback period is calculated to be about 5 years. 
• For high diesel prices, 
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(i) it is the wind/diesel/battery hybrid system at low wind 
speed values. 

(ii) it is the PV/wind/diesel/battery hybrid system at 
moderate wind speed values. 

(iii) it is the PV/wind/diesel/battery hybrid system at high 
wind speed values. 
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NOMENCLATURE 

Ca,t Total annualized cost 
CoE Cost of Energy 
CRF Capital Recovery Factor 
CP Capacity Factor 
Ep,AC Ac primary load served 
Ep,DC Dc primary load served 
Eg,s Total grid sales 
F The annual inflation rate 
fi Frequency 
HRES Hybrid Renewable Energy System 
i The real interest rate 
i0 The nominal interest rate 
N Number of years 
NPC Net Present Cost 
Pe Electrical output power of a wind turbine 
PeR Rated electrical power 
Rp Project lifetime 
vi Mean wind speed 
vc Cut–in wind speed 
vf Cut-out wind speed 
%L The percentage of hourly load 
%PV The percentage of solar power output 
%WT The percentage of wind turbine power output 
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A B S T R A C T  
 

Fast pyrolysis of sugarcane bagasse was investigated in a tandem micro-pyrolyzer. The effects of temperature 
and particle size on the phenolic compounds and hemicellulose products distribution were examined during 
fast pyrolysis process. For this, changes in the micro-reactor parameters were made (particle size between 0.1 
and 0.5 mm and reactor temperature between 450 and 600 °C). Response Surface Methodology (RSM) was 
used to optimize pyrolysis parameters. The results indicated that the temperature had the highest effect on 
phenolic and furfural-type compounds, whereas the particle size did not exhibit significant effects on 
carboxylic acid products. The largest number of phenolic compounds were achieved upon decreasing the 
temperature and increasing particle size. The ANOVA analysis revealed that the full quadratic model was 
more adequate for phenolic and furfural compounds, whereas the linear square model was accurate for 
carboxylic acids. In general, a tandem micro-pyrolyzer interfacing with a GC-MS analysis facilitated a better 
understanding of a chemical composition of biomass and therefore, could remarkably improve the valorising 
of sugarcane bagasse application in biorefinery processes. 
 

https://doi.org/10.30501/jree.2021.255248.1155 

1. INTRODUCTION1 

In recent years, many studies have been conducted to enhance 
the efficiency of processes for renewable energy. Biomass can 
be used for a partial or full replacement of fossil fuels given 
that it is a carbon-based energy resource with such benefits as 
potential for zero to net negative emission of carbon dioxide. 
Thermochemical and biological processes can transform 
biomass into high-energy fuels [1]. Thermochemical 
processes provide complex and multiple products in a short 
reaction time span; however, biological processes are more 
selective but require long processing times [2]. One of the 
commercially relevant thermochemical technologies for 
processing lignocellulosic materials into fuel and chemical 
products is fast pyrolysis [3, 4]. Using fast pyrolysis, the 
pyrolysis vapor  is rapidly cooled to produce a liquid product 
(bio-oil), which is up to 75 wt % of the biomass feedstock and 
has a higher caloric value than the biomass [5]. While there 
are more than 300 oxygenated compounds in fast pyrolysis 
bio-oil, three classes of compounds can be typically identified 
in bio-oils [6] including sugars, small carbonyl compounds 
(e.g. furfurals and cyclopentanones), carboxylic acids and 
phenols, arguably derived from the three polymeric 
components of biomass, namely cellulose, hemicellulose, and 
lignin, respectively [7]. Recently, there is growing attention to 
 
*Corresponding Author’s Email: mary_abbasi@sbu.ac.ir (M. Abbasi) 
  URL: https://www.jree.ir/article_133314.html 

producing added-value chemicals from fast biomass pyrolysis. 
Furfural derived from hemicellulose is an effective organic 
chemical extensively applied to production of fibres, synthetic 
rubbers, resins, flavors, food additives, dyes and paintings, 
and liquid hydrocarbon fuels [8]. Cellulose is hydrolyzed and 
dehydrated to form the furfural on an industrial scale from 
biomass feedstocks such as bagasse and corncob in aqueous 
acid solutions. Moreover, enhanced furfural production was 
reported using catalytic pyrolysis of biomass with MgCl2, 
ZnCl2, H2SO4, and solid superacid as catalysts [9] . 
   Lignin is a promising natural resource for aromatic 
compound productions compared to hemicellulose and 
cellulose due to its hydroxyphenyl, syringyl, guaicyl, 
monomeric units [10]. The remarkable aromatic and highly 
functionalized  nature of lignin make it appropriate for    
value-added aromatic products such as benzene, toluene, and 
xylenes [11]. However, recent research has also shown that 
these aromatic hydrocarbons can also be formed from 
intermediates compounds arising from cellulose and 
hemicellulose [12, 13]. For example, toluene can be produced 
from the Diels-Alder cycloaddition reactions of methyl furan 
and ethylene, followed by dehydration [14]. 
   The yields and detailed compositions of fast pyrolysis 
products from the three main polymers of biomass have been 
mainly investigated by reacting each polymer separately [15, 
16]. Except where the concept of fractionation is adopted in a 
biorefinery, fast pyrolysis of raw biomass feedstock involves 
co-processing of the component polymers under the same 
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process conditions, which may lead to both beneficial and 
abortive interactions of intermediate reaction products. Such 
interactions may lead to enhanced yields of some reaction 
products in the bio-oil, while they could also decrease the 
yields of others. Processing parameters such as fast pyrolysis 
temperature, vapor residence times, biomass particle size, 
biomass type, biomass feeding rate, and reactor type are 
known to influence the yields and compositions of products in 
bio-oils [17-19]. Among these parameters, pyrolysis 
temperature, biomass type, and biomass particle size have 
been highlighted to have the predominant influence on bio-oil 
yield and composition [13, 20, 21]. Joubert et al. [22] studied 
the effects of the type of reactor and temperature on the fast 
pyrolysis of biomass. Using biomass particle size of >2 mm, 
they found that the ideal temperature for the production of the 
highest bio-oil yield (60 wt %) was 500 °C [23]. In addition, 
Park et al [24] and Amutio et al. [25] found that the yields of 
phenolic compounds depended mostly on the type of biomass, 
the amount of biomass feed, and pyrolysis temperature. 
   Karagoz et al [26] investigated online conversion of beech 
wood and microalgae on a laboratory reactor connected with 
GC-MS by using a catalyst. They reported that the relative 
yield of aromatic hydrocarbons such as Benzene, Toluene, and 
Xylenes (BTX) changed considerably depending on the 
biomass type. Wang et al. [27] compared the conversion of 
continuous and sequential pyrolyses of wood biomass using 
in-situ and ex-situ catalyses. The authors indicated that in-situ 
catalytic pyrolysis generated higher aromatic compounds than 
ex-situ under the same situations. 
   Fast pyrolysis of sugarcane bagasse, a vastly available 
biomass feedstock, has been studied by a number of 
researchers [1, 12, 28-30]. Sugarcane bagasse is obtained after 
the extraction of sugarcane juice (mostly hexose sugars) and 
therefore, is mostly composed of lignin and hemicellulose. 
The weight percentage of hemicellulose and lignin 
components in sugarcane bagasse is around 25 % and 23 %, 
respectively, with the elemental composition of about 42 % 
carbon, 5 % hydrogen, 52 % oxygen, and trace amounts of 
several metal ions [12]. This feedstock is therefore suitable to 
study the influence of processing parameters in a real biomass 
that will improve the understanding of the interactions among 
intermediate products of fast pyrolysis by following the yields 
of phenolic compounds, furfurals, and carboxylic acids. In this 
present study, the effects of temperature and particle size on 
these classes of bio-oil compounds have been investigated 
during ex-situ fast pyrolysis using Pyrolysis-Gas 
Chromatography/Mass Spectrometry (Py-GC-MS), an 
analytical micro-pyrolyzer instrument. Response Surface 
Methodology (RSM) was employed to reveal the role of 
particle size and temperature in hemicellulose and lignin 
compounds in fast pyrolysis process. This is a novel approach 
to determining the contributions of effective parameters in the 
stepwise conversion process of hemicellulose and lignin (in 
sugarcane bagasse) into a selection of bio-oil compounds and 
the performance of value-added chemicals recovery from 
hemicellulose and lignin. 
 
2. MATERIALS AND METHODS 

2.1. Biomass collection and preparation 

The sugarcane bagasse fiber feedstock was collected from an 
agro-based pulp and paper industry in the southwest of Iran, 
used as paper mill raw material. The average fiber size was   

3-5 cm in length with approximate moisture content 50 % 
(w/w). The biomass was dried in the open using solar energy 
for two days; then, it was put in the oven at 105 °C to reach a 
moisture content below 10 % (w/w). Dried materials were 
ground by a mill and, then, sieved to particle sizes of 
diameters 100, 212, 300, 425, and 500 µm. The small size of 
sugarcane bagasse (300 g, dry weight) was subjected to 
soxhlet extraction with ethanol/Toluene solvent (2:1, v/v) for 
5 h. In order to remove the toluene, the sample was dewatered 
for 3 h followed by vacuum drying at 105 °C over a day. 
Table 1 shows the result of proximate and ultimate analysis, 
adapted by the ASTM protocols established for biomass. 
Hemicellulose fraction was measured by precipitation of    
pre-hyrolysis followed by acid hydrolysis. The acid hydrolysis 
based on the Technical Association of the Pulp and Paper 
(TAPPI) standard methods (T264 om-88, T211 om-85) was 
carried out for acid-soluble lignin. Soluble lignin was 
calculated by UV spectrophometry. To ensure the 
reproducibility of results, the chemical analysis procedures 
were conducted in triplicate. FTIR analysis was performed to 
characterize the hemicellulose and lignin from 4000 to        
500 cm-1 by platinum ATR Alpha instrument. 

 
Table 1. The proximate and ultimate alanysis of sugarcane bagasse 

Component Weight % Standard method 
Proximate analysis (wt %, ar*) 

Moisture 8 ASTM D 3173 
Volatile 77 ASTM 3174 

Fixed carbon 12.4 ASTM 3175 
Ash 2.6 ASTM 3172 

Ultimate analysis (wt %, db*) 
C 43.5 ASTM D 4239 
H 6.4 ASTM D 4239 
N 0.1 ASTM D 4239 
S 0.01 ASTM D 4239 
O 49.9 By difference 

* ar = as received, db = dry base 
 
2.2. Fast pyrolysis experiment 

A tandem micro-pyrolyzer system, Rx-300 TR, Frontier 
Laboratories, Japan was utilized for fast pyrolysis of the 
milled samples. The detailed schematic of the system can be 
found in another study (Wang et al. 2014). According to 
Figure 1, the micro-pylolyzer consisted of two individual 
parts: first, pyrolysis reactor and second, the ex-situ catalyst 
bed reactor. Microgram quantities of biomass sample were 
weighed (around 1-2 µg) and placed into a stainless steel cup, 
which was then dropped into the pyrolysis reactor fitted with 
programmable temperature control. Rapid thermal degradation 
and devolatilisation of the biomass produced vapor streams, 
carried by helium gas at a rate of 1 ml/min through the 
catalyst bed reactor. At a temperature of 500 °C, the retention 
time of hot vapor at micro-pyrolyzer occurred in less than 2 
seconds. Vapor products leaving the catalyst bed were 
detected by GC-MS interfacing with the pyrolysis system. The 
yield of each compound was estimated individually using their 
percentage peak areas. 
 
2.3. Experimental design 

Statistical and mathematical techniques such as response 
surface methodology are helpful in developing, optimizing, 
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and improving chemical processes. Moreover, these 
techniques can be employed for developing, designing, and 
formulating new products and enhancing the designs of 
existing products. The RSM is widely used for industrial 
purposes, especially in case of determining the effects of 
several input variables on quality characteristics of the 
products or performance measure or process [31].             
Two-variable Central Composite Design (CCD) was used to 
optimize and study the influence of process conditions on the 
chemical compounds of fast pyrolysis. The CCD is an 
effective method for estimation of combined value and 
quadratic polynomials to optimize the response through a 
three-dimensional observation space regarding the reaction 
variables including the temperature and particle size. Design 
Expert 7 was employed for analyzing the results including 
phenolic compounds, furfural, and carboxylic acids. 

 

 
Figure 1. The tandem micro-reactor connected with GC-MS 

 
3. RESULTS AND DISCUSSION 

3.1. Characterization of hemicellulose and lignin 

The FTIR analysis showed that the broad peak of 3500 cm-1 
resulted from O-H stretching vibration, while 2900 cm-1 was 
attributed to C-H starching of methyl compounds. The region 
between 3200 and 3600 cm-1 corresponds to hydrogen 
stretches in several compounds and amines and amides in 
amino acids. This band is broad because of the high number 
and large density of hydrogen bands, mainly hydroxyl radicals 
in the polysaccharide pyronose rings. At 2888 cm-1, the 
observed absorbtion band is related to the axial deformation of 
C‒H group. The peak at 1721 cm-1 is characteristic of the 
carbonyl group (C=O) of the hemicellulose in the sugarcane 
bagasse. The aromatic ring bond from phenol is determined 
between 1650 and 1500 cm-1. In fact, C=O bonds at 1650 cm-1 
increase conjugated groups qualitatively with aromatic rings 
in lignin. The region between 1250 and 1000 cm-1 showed that 
the assignments mainly attributed to oxygenated group (C‒O 
bonds) in alcohols, ethers, and carboxylic acids in sugar which 
were not affected by metal binding. 

 
Figure 2. FTIR analysis of lignin, sugarcane bagasse, and 

hemicellulose 
 
3.2. Hemicellulose and lignin production distribution 
from fast pyrolysis 

In this study, the sugarcane bagasse product compositions and 
distribution were evaluated at different temperatures (450- 
600 °C) and particle size (100-500 µm). The results showed 
that different compounds could be produced by changing the 
pyrolysis conditions. In addition, each biomass component 
generates a wide range of chemical compounds. For example, 
acetic acid, propionic acid, furfural, 5-hydroxymethey furfural 
(HMF), and levoglocusan are generated from sugars, while 
lignin is a significant source of phenol, alkylphenols, and 
guaiacol. Figure 3 illustrates the main chemical compounds 
from the pyrolysis of sugarcane bagasse. In this study, the 
pyrolytic products were divided into three groups including 
carboxylic acids (sum of acids), furfural (furfural and HMF), 
and phenolic compounds (sum of lignin products). Among the 
carboxylic acids, the acetic acid, formic acid, and propionic 
acid were the main products of pyrolysis of sugarcane 
bagasse. All pyrolysis products were detected at temperatures 
above 450 °C. 
   Figure 4 presents the fast pyrolysis of hemicellulose and 
lignin compounds with different temperatures and particle 
sizes. The peak area % of carboxylic acids, furfural, and lignin 
compounds decreased as the temperature increased. Ben et al. 
[32] found that the yield of acetic acid dropped at higher 
temperatures. In this present work, at a temperature above  
600 °C, the yield of lignin products declined from 5.9 % to  
2.8 %. Lou et al. [33] reported that the amount of phenols 
slightly decreased at 550 °C. The results implied that the 
concentration of phenolic macromolecular compounds was 
enhanced when the temperature increased from 450 °C to   
500 °C due to effective primary thermal reactions occurring in 
this temperature range. At higher temperatures, the secondary 
reaction decomposes the macromolecular to form the     
mono-molecular compounds [34]. 
   The effect of particle size showed that the contents of 
phenolic compounds increased with the increase of particle 
size, whereas there were no strong effects on carboxylic acids. 
Montoya et al. [30] showed that the yield of pyrolysis 
products increased by increasing the particle size of sugarcane 
bagasse between 0.425 and 0.600 mm. The average particle 
heating rates were enhanced by decreasing biomass particle 
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sizes, which favored the release of larger fragments by 
destroying cell structure. Therefore, selecting an appropriate 
particle size can improve biomass devolatilization timing and 
increase the formation of vapor rather than char during fast 

pyrolysis. The particle size higher than 0.5 mm significantly 
decreased the contact time of volatiles with silica which led to 
a decrease in the yield of heavy compounds [35]. 

 

 
Figure 3. Py-GC-MS of sugarcane bagasse at 450 °C (Particle size 300 µm) 

 
 

 
(a) 

 
(b) 

  

 
(c) 

Figure 4. The effects of pyrolysis temperature and particle size on the w/w % of sugarcane bagasse: (a) particle size 100 µm, (b) particle size 300 
µm, and (c) particle size 500 µm 

 
3.3. Fitting the Response Surface Models 

Initial comparison of statistical models indicated that the 
phenolic compounds and furfural were more desired with full 
quadratic models, while the carboxylic acids corresponded to 
the linear form (Table 2). The stepwise elimination of 
insignificant coefficients was deduced for the models based on 
each response at different temperatures, where X1 and X2 
represent the temperature and particle size, respectively. 

Phenolic compounds model (%): +5.11 - 0.4X1 + 0.95X2 - 
0.15X12 - 0.55X22 
Furfural model (%): +1.62 - 1.63 X1 + 0.48X1X2 + 0.45X12 -
0.4X22 
Carboxylic acids model (%): +8.45 - 2.55 X1 + 0.39 X2 - 
1.22X12 X2 
   The significance of temperature and particle size was 
evaluated by analysis of variance (ANOVA). The highly 
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effective parameters were validated by a large F-value and a 
small P-value. Therefore, the comparison between 
temperature (A) and particle size (B) found that the 

temperature had more influence on the yields of phenolic 
compounds, furfural, and carboxylic acids during the process 
of fast pyrolysis (Table 3). 

 
Table 2. The statistics of models 

 

Models 
 

Statistics Response 
Phenolic compounds Furfural Carboxylic acids 

 
Linear 

R2 0.79 0.83 0.92 
R2-adj. 0.75 0.79 0.9 

R2-pred. 0.63 0.63 0.83 
Sdv. 2.35 0.3 0.66 

 
Linear square 

R2 0.79 0.86 0.92 
R2-adj. 0.72 0.82 0.90 

R2-pred. 0.56 0.66 0.70 
Sdv. 2.4 0.3 0.69 

 
Full quadratic 

R2 0.99 0.97 0.93 
R2-adj. 0.98 0.94 0.88 

R2-pred. 0.95 0.80 0.5 
Sdv. 0.5 0.1 0.7 

 
Cubic 

R2 0.99 0.98 0.98 
R2-adj. 0.99 0.97 0.96 

R2-pred. 0.95 0.49 0.07 
Sdv. 0.4 0.1 0.4 

 
 

Table 3. ANOVA for the models for phenolic compounds, furfural, and carboxylic acids 

Response Factors DF Mean of square F-value P-value 
 
 
 

Phenolic 
compounds 

A 1 1.26 112 0.0001 
B 1 7.21 641 0.0001 
A2 1 0.16 13.97 0.0057 
B2 1 2.07 184 0.0001 
AB - - - - 

Residual 8 0.01 - - 
Lack of fit 4 0.017 3.23 0.14 
Pure error 4 0.13 - - 

Total 12 - - - 
 
 
 
 

Furfural 

A 1 21.33 161 0.0001 
B - - - - 
A2 1 1.39 10.45 0.01 
B2 1 1.13 8.55 0.01 
AB 1 0.9 6.8 0.03 

Residual 8 0.029 0.13 - 
Lack of fit 3 0.25 14.6 0.013 
Pure error 4 0.017 - - 

Total 12 - - - 
 
 
 
 

Carboxylic acids 

A 1 52.17 119 0.0001 
B 1 0.39 0.9 0.365 
A2 - - - - 
B2 - - - - 
AB 1 2.77 13.85 0.0045 

Residual 10 0.2 - - 
Lack of fit 6 0.33 66 0.0006 
Pure error 4 - - - 

Total 12 - - - 
 
3.4. Influence of the temperature and particle size on 
pyrolysis products 

Figure 5(a) presents the interaction between the temperature 
and particle size on the phenolic compounds. As shown in the 

figure, yields of phenolic compounds gradually decreased 
with increasing temperature. On the other hand, more phenolic 
compounds were generated at a larger particle size at a given 
temperature. It is illustrated in Figure 5(a) that yields of 
phenolic compounds considerably decreased at a temperature 
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above 550 °C. At high temperatures, the more single ring 
lignin compounds could be produced by cleavage of β‒O‒4, 
α‒O‒4, C‒C bond [36]. Chu et al. [37] reported that the        
β‒O‒4 ether bond as the most abundant linkage from lignin 
structure was easily broken at low temperatures because of the 
lowest dissociation energy (90.9 kcal/mole). Jung et al. [10] 
found that the lignin began to decompose at a temperature 
around 170 °C while increasing the temperature led to the 
generation of more single-ring products from phenolic 
compound by demethoxylation during secondary reactions   
[9, 38]. 

 

 
(a) 

 
(b) 

 
(c) 

Figure 5. Three-dimensional surface of (a) phenolic compounds, (b) 
furfural and (c) carboxylic acids against temperature and particle size 
 
   Figure 5 (b) displays the interaction between temperature 
and particle size on the furfural. The furfural decreased by 
increasing the particle size, but it finally increased so that the 

maximum furfural was achieved at a particle size of 300 µm 
and at a temperature of 450 °C. It is noteworthy that the 
maximum furfural was obtained by decreasing the 
temperature of fast pyrolysis. The cleavage of C-H and C-OH 
bonding occurred during secondary reaction to break down the 
HMF from furfural at a temperature of 500 °C. Removal of 
hydroxymethyl group through dehydration of furanose 
generated the HMF and then, formed formaldehyde and 
furfural [33] (Lu et al., (2011)). The authors indicated that 
HMF and furfural were significantly promoted before 
reaching 550 °C, while the furans considerably increased after 
600 °C, which is in agreement with this present work. 
   Figure 5 (c) exhibits that yields of carboxylic acids which 
were primarily decreased by elevating the pyrolysis 
temperature; however, this effect was not observed by 
increasing the particle size. Finally, this study shows that the 
maximum co-production yields of 5.8 % phenolic compounds, 
3 % furfural, and 10.3 % carboxylic acids from sugarcane 
bagasse were found to be optimal conditions of temperature of 
450 °C and particle size of 500 µm, respectively. 
 
4. CONCLUSIONS 

In this study, the yields of hemicellulose and lignin products 
from fast pyrolysis of sugarcane bagasse were investigated. 
The fast pyrolysis yields of phenols, furfural, and carboxylic 
acid compounds in a tandem micro-pyrolyzer were influenced 
by the variables studied (temperature and particle size). 
Variation in temperature was determined as the most 
important variable using RSM analysis. As the temperature 
raised from 450 °C to 600 °C, the yields of furfural, 
carboxylic acids, and phenolic compounds decreased. In 
addition, the yields of phenolic and furfural compounds were 
clearly enhanced by increasing the particle size, whereas it 
was not shown to be a critical factor that could influence the 
yields of carboxylic acids. However, it was found that the 
maximum content of target compounds of sugarcane bagasse 
fast pyrolysis occurred below 450 °C and at a particle size of 
nearly 500 µm. 
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A B S T R A C T  
 

Understanding of climate change and its impacts on river discharge has affected the quality and quantity of 
water and also supplying water requirements for drinking, agriculture and industry. Therefore, prediction of 
precipitation and temperature by climate models as well as simulation and optimization of their runoff with 
suitable models are very important. In this study, four climate models of the Fifth Coupled Model Inter 
comparison Project (CMIP5) and RCP8.5 scenario were used to forecast future precipitation and temperature 
for the next two periods including 2020-2052 and 2053-2085. Mean Observed Temperature-Precipitation 
(MOTP) method was used to reduce the uncertainty of climate models and the change factor method was used 
to downscale the climate data. Then, the Lumped-conceptual Identification of unit Hydrographs and 
Component flows from Rainfall, Evaporation and Stream flow data (IHACRES) model and multi-layer 
Artificial Neural Network (ANN) model were employed to estimate the effects of these parameters on the 
Khorramrood River runoff. The neural network model is written and implemented using Scikit-Learn library 
and the Python programming language. The comparison of performance of ANN models with different input 
variables like monthly precipitation, monthly precipitation of previous months, monthly discharge, monthly 
discharge of previous months, monthly temperature was made to find the best and most efficient network 
structure. The results showed that the precipitation in Khorramrood River basin based on the weighted 
combination model decreased by 8.18 % and 9.75 % in the first and the second periods, respectively, while the 
temperature increased by 1.85 and 4.22 °C, respectively. The discharge parameter in the calibration and 
validation period in the IHACRES model based on criteria to evaluate the parameters of Root Mean Square 
Error (RMSE), Mean Absolute Error (MAE), The Coefficient of Determination (R), and the Nash-Sutcliffe 
Efficiency (NSE) performed better than the artificial neural network model. However, due to the small 
differences of these changes, the predictions were performed for both periods and using both models and the 
results indicated that future discharge in the IHACRES model decreased by 12.72 % during the first period and 
by 20.3 % in the second period, while the model of artificial neural network showed decrease rates of 2.12 % 
and 6.97 %, respectively. 
 

https://doi.org/10.30501/jree.2021.257941.1162 

1. INTRODUCTION1 

Human activities are one of the most important factors 
affecting water resources planning and regional hydrology [1, 
2, 3]. Therefore, improving hydrological and regional climate 
simulation, especially precipitation and flow, is an important 
goal for meteorological and water professionals. Such 
improvements will increase the effectiveness of regional water 
resources planning and management and reduce flood and 
drought losses. Previous studies have shown that the slightest 
fluctuation in the probability or severity of precipitation has 
significant effects on runoff [4, 5]. There are three groups of 
hydrologic forecasting that have been used more than three 
decades: lumped conceptual models, models based on 
physical distributions, and empirical black box models [6]. 
There is a complex nonlinear relationship among discharge, 
precipitation, and temperature which affects the assessment 
climate change impacts on runoff [7]. Therefore, climate 
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change scenarios in the future are very important for water 
resources planning and management, agriculture and water 
users [8, 1]. Climate change as one of the major challenges of 
the twenty-first century has affected human society. Rapid 
population growth and industrial development as well as 
deforestation and environmental degradation have led to an 
increase in greenhouse gas emitted from Earth's surface in 
recent decades. The increasing trend of warming has caused 
the Earth's surface temperature to rise in the current century. 
The rate of temperature increase is predicted between 0.3 and 
4.8 °C under the four trends of greenhouse gas concentrations 
by 2100 [9]. The Fifth Assessment Report (AR5) of the 
Intergovernmental Panel on Climate Change (IPCC) in 2013 
showed that global warming caused a change in the water 
cycle due to increased greenhouse gas concentrations. The 
consequences of this phenomenon have different effects on 
water resources systems and various aspects of human life the 
most important of which can be the changes in the spatial and 
temporal distribution of precipitation and its type, surface 
runoff, evaporation, groundwater recharge, and sea level rise 
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which ultimately affect human settlements and agricultural 
production. It, therefore, requires that the impacts and 
consequences of climate change on water resources be 
seriously considered. In recent years, the effect of this 
phenomenon on different catchments on the surface of the 
earth has been investigated. Most researchers around the 
world have used the Fifth Assessment Report to study climate 
change under new emission scenarios in different regions [10, 
11, 12, 13, 3]. Some of them are listed below. 
 
2. LITRATURE REVIEW OF EXSISTING METHODS 

Tan studied the impacts of climate change on the Kalantan 
River in northeastern Malaysia. 36 Climate Change 
Downscaling Projects from five Atmospheric General 
Circulation Models (AGCMs) under three RCP Scenarios of 
2.6, 4.5 and 8.5 for two future periods from 2015-2044 and 
2045-2074 were studied with respect to the base period (1975-
2004) [13]. The results of the five atmospheric general 
circulation models show the increase of 1.2 to 8.8 % in annual 
precipitation and 0.6 to 2.2 °C at maximum temperature. 
Decision making on water management and construction and 
operation of hydraulic structures requires reliable information 
about the flow discharge in the river basin to facilitate 
decision-making according to design flood discharge. 
IHACRES model is one of the semi-conceptual rainfall-runoff 
models that could generate effective rainfall and runoff 
simulation with inadequate information. Water resources 
management is a key issue for sustainable development in the 
future in arid and semi-arid regions like Western Australia. In 
a study conducted in this area, IHACRES rainfall-runoff 
model based on problem physics and artificial neural network 
models was used to simulate the runoff of the Marillana Basin 
in the Pilbara region [14]. Sadeghi Loyeh simulated the 
rainfall-runoff process using two conceptual models including 
HEC-HMS and IHACRES, and three experimental artificial 
neural network models, namely Multivariate Regression 
(MLR), and Simple Linear Regression (SLR), and monthly 
runoff time series and meteorological data of Lighvan river in 
Iran during 1972-2004 were used [15]. Ghanbarpour 
simulated and estimated runoff of Kasilian Basin using ANN, 
ARMA, SWRRB, and IHACRES despite lack of sufficient 
meteorological information, and the results of the study 
showed the proper performance of IHACRES and artificial 
neural network [16]. Karamouz developed IHACRES and 
ANNs models for long-term runoff simulation in Southeastern 
Iran and then, the two models were compared. At first, the 
rainfall was predicted using climatic signals and then 
converted to runoff. Therefore, daily precipitation was 
downscaled using SDSM and LARS-WG methods and the 
outputs of these two models were selected as inputs of the 
rainfall-runoff IHACRES model to simulate runoff. In the 
neural network model, Sea Level Pressure (SLP), Sea Surface 
Temperature (SST), and Sea Level Pressure Changes (ΔSLP) 
and runoff were introduced as input parameters and two MLP 
and ELMAN networks were investigated. The results pointed 
to the better performance of MLP network than ELMAN in 
artificial neural network model [17]. Pourkheirolah used 
hydrological modeling to assess the impact of climate change 
on the hydrological conditions of Dehloran Station. In this 
study, Csirok3-5-0 model output under RCP8.5 scenario was 
used. Precipitation and temperature values for future period 
(2016-2044) were calculated using the downscaled change 
factor method and IHACRES model was used to simulate 

basin runoff. The results showed that the average runoff 
decreased from 6.27 m3/s in the base period to 5.78 m3/s in the 
future period. Also, simulation of monthly basin runoff in the 
future period and comparison of its values with the observed 
period shows average decline of long-term annual runoff in 
the future period in the desired scenario [15]. Sayahi first 
calibrated IHACRES hydrological model using APHRODITE 
precipitation network data and CHCN-CAMS temperature 
dataset for the basin. Then, by introducing the temperature 
and precipitation scenario 2.6 of the fifth report to the 
mentioned hydrological model, discharge variations in the 
basin are predicted for the future periods. The results showed 
the rise of 0.17 to 2 degrees Celsius and a 3 to 75 percent of 
rainfall variation during 2011-2035 period compared to the 
1983-2007 observation period. Runoff simulation results for 
the future period show the average annual runoff of 9.7 % 
compared to the observed period [18]. Hydrological models 
are vital and exigent tools for water resources and 
environmental planning and management. Three models of 
SWAT, IHACRES, and ANN were studied on daily, monthly, 
and annual bases in the Kan watershed, which were located in 
the west part of Tehran, Iran. ANN model showed a better 
performance for daily, monthly, and annual flow simulations 
compared with other two models (NSE=0.86, R2=0.87, 
RMSE=2.2, MBE=0.08) and particularly for the simulation of 
maximum and minimum flow values. In addition, the 
performance of SWAT model (NSE=0.65, R2=0.68, 
RMSE=3.3, MBE=-0.168) was better than that of the 
IHACRES model (NSE=0.57, R2=0.58, RMSE=3.7, 
MBE=0.049). However, the results of the IHACRES model 
were still acceptable [19]. 
   According to this review, the first goal of this work is to use 
IHACRES and ANNs to build a hydrologic model in basin 
under climatic conditions to simulate stream flow. These 
models are assessed on a basin scale and at monthly time 
intervals. To study climate change in the Kangavar region and 
its effects on the flow of the Khorramrood River, first, the 
suitable CMIP5 climate models for the region were selected. 
Then, these data were downscaled at the Aran station, and 
then the MLP neural network and the lumped-conceptual 
IHACRES models were compared to predict future discharge. 
A comparison of performance of ANN models with different 
input variables (e.g., monthly precipitation, monthly 
precipitation of previous months, and total precipitation of 
previous months, monthly temperature) has been made to find 
the best and most efficient network structure. In addition, their 
efficiency in the estimation of different ranges of flow (from 
very high to very low flow) is determined based on the Flow 
Duration Curve (FDC). To ensure the validity of the results, 
Aran station is in natural regime. Selecting an appropriate 
model to simulate the stream flow in a watershed is a key 
challenge, and analyzing the performance of these models in 
different climate scenarios could help researchers to apply the 
suitable model to each case. 
 
3. STEPS OF THE PROPOSED METHODOLOGY 

In this study, the rainfall and temperature data were first 
obtained from climate models and, then, downscaled for the 
target area to evaluate the discharge changes of Khorramrood 
River, which is a tributary of the Gamasiab River and, also, 
the Anahita Dam was built on it. Next, the discharge 
variations due to climate change in the Khorramrood River 
were estimated using artificial neural network and semi-
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conceptual IHACRES model (Fig. 1). Neural network 
modeling was done in the Python programming language and 
the Scikit-Learn Library. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1. Flowchart of research 
 
3.1. Climatic and hydrometric data 

In order to study climate changes in the study area using RCP 
scenarios, monthly information of historical temperature and 
rainfall is required. Therefore, the Kangavar Synoptic Station 
information obtained over the course of 1983-2015 period, 
which is measured by Kermanshah Regional Meteorological 
Office, is used, as shown in Table 1. The measured 
quantitative monthly data including the flow discharge of 
Khorramrood River at Aran base station were obtained from 
Kermanshah Regional Water Authority, as shown in Table 2. 
 
3.2. Study area 

Kangavar County with an area of about 674 square kilometers 
is located in the east of Kermanshah province in West of Iran. 
Most western parts of Iran are composed of Zagros 

interconnected mountains and the fertile plain of Kangavar to 
the west of these highlands, which is located at an elevation of 
1457 meters above sea level. The Central Zagros Highlands 
has covered the northern and northwestern parts of this vast 
plain. Aran base station is located at 47.925 °E longitude and 
34.41 °N latitude. Much of precipitation occurs in December 
and January. The water in this region is supplied by rainfall 
stored in aquifers or from the many mirages of the area 
flowing into the rivers of Khorramrood, Asadabad, and 
Kangavar and the confluence of these rivers forms the    
water-filled Gamasiab River. Khoramrood River originates 
from southeast of Malayer highlands and joins Gamasiab 
River after irrigating agricultural land on its way to Hamadan 
and Kermanshah provinces (Fig. 2). 

 

 

 

 

 

 

 
Figure 2. Geographical location of the Khorramrood watershed in 

Kermanshah Province and Iran 

 
Table 1. Weather data of Kangavar synoptic station (1983-2015) 

Month Jan. Feb. Mar. Apr. May Jun. Jul. Aug. Sep. Oct. Nov. Dec. 

Mean 
precipitation 

(mm) 

58 65 69 53 36 4 1 1 3 28 67 63 

Max 283 305 339 108 211 21 8 13 19 83 347 176 

Min 13 27 22 0 5 0 0 0 0 0 11 0 

Mean 
Temperature 

(°C) 

-0.06 2.32 6.97 2.96 16.85 22.53 26.5 25.8 20.76 14.8 12.08 7.78 

Max 4.47 6.87 11.0 7.28 20.06 25.87 29.8 28.3 23.89 17.6 15.41 10.87 

Min -8.65 -8.30 1.46 -1.22 13.70 18.61 23.36 22.21 17.97 12.80 9.94 5.54 

 
 

Table 2. Khorramrood River flow in 1983-2015 (m3/s) 

Month Jan. Feb. Mar. Apr. May Jun. Jul. Aug. Sep. Oct. Nov. Dec. 

Mean flow (m3/s) 5.23 6.53 8.16 8.15 5.31 1.81 0.30 0.06 0.05 0.51 2.92 5.00 

 
3.3. Climate scenarios (RCP) 

At present, the most valid tool to generate climate scenarios is 
the Atmospheric-Ocean General Circulation Models 
(AOGCM) [20, 21]. The Intergovernmental Panel on Climate 

Change has used New RCP (Representative Concentration 
Pathways) scenarios as the trajectory of greenhouse gas 
concentrations to compile the Fifth Assessment Report (AR5). 
The new emission scenarios have four key trajectories called 
RCP2.6, RCP4.5, RCP6, and RCP8.5 that are named based on 
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Radiative Forcing in 2100 and can yield different levels of 
greenhouse gas emissions in any situation according to 
different characteristics of the technology level,               
socio-economic status, and future policies of a region. The 
variables in this scenario are: 

• Emissions of gases such as SF6, CFCs, PFCs, HFCs, 
N2O, CH4, CO2. 

• Emissions of chemically active gases and aerosols, 
Black Carbon (BC), SO2, NH3, organic carbon, VOCs, 
NOx, CO2, NH3. 

• The concentration of greenhouse gases including HFCs, 
PFCs, CFCs. 

• The concentrations of aerosols & chemically active 
gases (O3, aerosol). 

• Land use and land cover data. 

   These scenarios were formulated in 2014 by the Scientific 
Committee under the auspices of the Intergovernmental Panel 
on Climate Change to provide a set of information whose 
results can track the main factors in climate change [9]. The 
present study was conducted based on downscaling of CMIP5 
climate model data at Kangavar weather station and Aran 
Hydrometric station located in the Khorramrood River basin 
during the 33-year base period of 1983 to 2015. In order to 
create climate scenarios for the future 2020-2052 and 2053-
2085 periods, the results of four models of the IPCC Fifth 
Assessment Report (AR5) under RCP8.5 scenario are used 
which have different resolutions, as shown in Table 3. 

 
Table 3. AR5 models and their resolution 

Model (m  × m) 

CanESM2 128  × 64 

FIO-ESM 128  × 64 

GFDL-CM3 144  × 90 

MIROC-ESM-CHEM 128  × 64 

 
3.4. Uncertainty analysis with (MOTP) 

In this method, the AR5 models are weighted based on the 
standard deviation of simulated mean temperature and 
precipitation in the base period of the average observational 
data. 
 

Wi =  
( 1
∆Pi

)

∑ ( 1
∆Pi 

)N
i=1

                                                                                  (1) 

 
where Wi is weight of each model in the desired month and 
∆Pi is the Long-term mean deviation of the simulated rainfall 
by each model in the base period from the mean observational 
data. By assigning rainfall values instead of high 
temperatures, weights corresponding to rainfall variables are 
also obtained [22]. 
 
3.5. Downscaling 

The outputs of climatic models do not have the required 
accuracy of spatial and temporal analysis; therefore, the 
outputs of climate models need to be downscaled to the target 
area. Existing conventional downscaling methods including 
LARS-WG have not yet been updated for the new RCP 
scenarios and a number of primary variables of the SDSM 
method have not yet been prepared for AR5 models [23]. 

Therefore, the change factor method is considered for this 
study. In order to downscale the data locally, the proportional 
method was used whose climate variables simulated by 
AOGCM were extracted from the cellular information where 
the target area was located. The change factor method 
(Equations 2 to 5) was also used for temporal downscaling of 
the data [22]. 

 
∆Ti = T�AOGCM,Fut,i  −  T�AOGCM,Base,i   (2) 

∆Pi = ( 
P�AOGCM,Fut,i  

P�AOGCM,Base,i  
) (3) 

T =  TObs +  ∆T (4) 

P =  PObs ×  ∆P (5) 

 
   In Equation 2, ΔTi is the temperature variation for the   
long-term average of 33 years in each month, T�AOGCM,Fut,i is 
the simulated average temperature by each AOGCM in the 
future period for each month, T�AOGCM,Base,i is the simulated 
average temperature by each AOGCM in the observed period 
for each month, and the above items are considered for 
rainfall in Equation 3. In Equation 4, T is the time series 
derived from the climate temperature scenario for the future 
period, while Tobs is time series of the observed temperature 
in the base period (1983-2015). Equation 5 is time series of 
rainfall due to precipitation changes in Equation 3. 
 
3.6. Rainfall-runoff simulation 

Analysis of climate parameters variation on river discharge of 
the basin is possible using Rainfall-Runoff models. The 
changes in river discharge are important to satisfy water 
demands for agriculture, drinking, and industry demands. In 
this study, the IHACRES rainfall-runoff model and the 
artificial neural network model were employed to produce 
monthly runoff, and the results of both models were compared 
and the variations of climatic parameters on runoff were 
extracted. 
 
3.7. IHACRES model 

In IHACRES model, two nonlinear modulus reduction (loss) 
and linear unit hydrograph are used for runoff production. 
IHACRES model has two parts: (a) a part that converts 
rainfall at time k (rk) to effective rainfall (uk) (part of the 
rainfall that eventually enters the river) and the excess rainfall 
that is eventually removed by evapotranspiration (assuming 
the basin is impenetrable); (b) A linear conversion function 
(or UH unit hydrograph) that converts effective rainfall into 
the modeled flow (Xk). Here, these sections are called the loss 
section and the conversion function (unit hydrograph), 
respectively. The loss section is considered for all nonlinear 
rainfall-runoff processes on a watershed scale, while the 
conversion function is based on linear system theory. The 
IHACRES model has six parameters of which three 
parameters are related to the nonlinear loss section including 
(1/C), (wτ), and f, which are the watershed storage capacity, 
the time constant at which the watershed wetness decreases, 
and the basin temperature modulation factor, respectively. 
Meanwhile, the other three parameters corresponding to the 
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linear conversion function include τ (q) and τ (s), which are 
the times required for the fast and slow stream flows, and the 
V (S) represents the volume of the slow stream involved in the 
creation of the river. Examples of studies that have used 
IHACRES model can be found in the studies of [24], [25] and 
[26]. 
   In this research, observational data of temperature, 
precipitation, and monthly discharge in the base period were 
used for calibration purpose. First, the IHACRES model 
should be calibrated for the study area and after model 
calibration, the monthly runoff in the basin is predicted by 
introducing downscaled temperature and rainfall data of the 
climate models for the next two periods and finally, the results 
of the model performance are discussed. 
 
3.8. Artificial neural network (ANN) 

Artificial neural networks are one of the most widely used 
structures in artificial intelligence that can even be considered 
as the basis of branches of artificial intelligence. Artificial 
neural networks are the intersection of biology, psychology, 
mathematics, and computers. Today, these structures are used 
in various engineering and basic sciences to automate, 
classify, and estimate complex functions. Although the age of 
neural networks has not exceeded 80 years, its application has 
now expanded to such an extent that its role in the 
advancement of various scientific fields cannot be ignored 
[27]. The use of Python programming language libraries in the 
neural network facilitates very good prediction of parameters 
based on appropriate predictors. 
 
3.9. Multi-layer perceptron 

Two or more neurons can be combined into a single layer. A 
particular network itself can consist of multilayers in which 
each layer in the grid has its own weight matrix, bias vector, 
and output. Relation 6 shows the multi-layer perceptron 
formula where f is the nonlinear activation function; wj 
represents the weights of each layer; b is the bias, xj represents 
the inputs, and y is the target [28]. 
 
y = f(∑ wjxjj + b)                                                                            (6) 
 
   Python language now provides the best and most convenient 
algorithms for data analysis and artificial intelligence. The 
MLP method of scikit-learn library was used for this purpose. 
The codes are available on: 
https://github.com/maryamhafezparast. 
   Using following formula (Equation 7) helps determine the 
total number of hidden layers needed. 
 
Nh = Ns/(α∗ (Ni + No))                                                                       (7) 
 
where Ni is the number of input neurons, No the number of 
output neurons, Ns the number of samples in the training data 
set, and α an arbitrary scaling factor measured between 2-10. 
   In this study, the MLP multilayer perceptron networks with 
different hidden layers (Equation 7) and the number of 
neurons have been calibrated to model the runoff of 
Khorramrood River using artificial neural networks, which are 
widely used in hydrological modeling [29, 30]. 70 % of the 
data were considered for network training and 30 % for 
network testing period. Relation 8 was used to normalize the 
data [31]. 

Xnormal = �� Xt −Xmin

Xmax−Xmin
� × 2� + 1                                              (8) 

 
3.10. Performance criteria 

In order to compare and evaluate the performance of the 
studied models, Root Mean Square Error (RMSE), Mean 
Absolute Error (MAE), the coefficient of determination (R), 
and the Nash Sutcliffe coefficient (NSE) were used. 
 

RMSE = ( 
1
N �(P i − Oi)2)0.5

n

i=1

 
 

(9) 

MAE =  
1
N �|Pi −  Oi|

N

i=1

 
 

(10) 

R =  �
(∑ (P i − P�)(O i − O�))2n

i=1
∑ (P i − P�)2(O i − O�)2n
i=1

 
 

(11) 

NSE = 1 −  
∑ |Oi −  Pi|N
i=1

∑ |Oi −  O�i|N
i=1

 
 

(12) 

 
where n is the number of data, Oi is the observed values, Pi is 
the computational values by the model, and O�i and P� are the 
average observational and computational values by the model. 
 
4. RESULTS AND DISCUSSION 

The results of this study include downscaling results of 5 
CMIP5 climate change models that show rainfall and 
temperature values in the first and second future periods and 
then, the role of these input variables in producing 
Khoramrood River discharge is estimated using artificial 
neural network and IHACRES models. Next, the results of 
both models are compared and the advantages and 
disadvantages of these methods are compared with the results 
reported by other researchers. 
 
4.1. Reduction of uncertainty with MOTP 

As mentioned, the uncertainty of each model can be reduced 
using the MOTP method and a weighted combination model 
is obtained by considering the weight of different climatic 
models. In this case, the results of this model can be used to 
predict the parameters in the future as an average of all the 
models used in the research. Meanwhile, in this method, 
weights of rainfall and temperature parameters of each climate 
model were determined separately for each month, as 
presented in Tables 4 and 5. 
 
4.2. Comparing performance of climate models with 
observed data 

In this section, the error criterion for evaluating the 
performance of climate models was used in this study. These 
criteria include coefficient of determination (R2), the Nash 
Sutcliffe coefficient (NSE), Root Mean Square Error (RMSE), 
and Mean Absolute Error (MAE). The historical long-term 
averages of each climate model and the combined model were 
compared to observational data during the base period (1983-
2015), as shown in Tables 6 and 7. It is observed that the 
performance of the combined model and the climate models 
of the fifth report used in this study to simulate rainfall and 
temperature for the studied station shows a high correlation 
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coefficient with relatively low error indicators. Therefore, it 
can be concluded that all models have a good ability to 
simulate the climate variables of Khorramrood River basin 
and one can trust the output of models for the studied basin. It 

should be noted that the weighted combination model had 
better performance than the other models, but all models have 
generally good predictability in this basin. 

 
Table 4. Weight of each climate model for rainfall separated by months 

Models Jan. Feb. Mar. Apr. May Jun. Jul. Aug. Sep. Oct. Nov. Dec. 
MIROC 0.35 0.11 0.34 0.29 0.12 0.14 0.21 0.28 0.20 0.16 0.51 0.39 

CANSM2 0.21 0.11 0.21 0.21 0.17 0.27 0.17 0.17 0.20 0.43 0.15 0.30 
FIO 0.14 0.39 0.22 0.18 0.47 0.43 0.41 0.23 0.19 0.29 0.14 0.16 

GFDL 0.30 0.39 0.23 0.31 0.24 0.16 0.21 0.32 0.41 0.11 0.20 0.15 
 
 

Table 5. Weight of each climate model for the temprature separated by months 

Models Jan. Feb. Mar. Apr. May Jun. Jul. Aug. Sep. Oct. Nov. Dec. 
MIROC 0.34 0.22 0.23 0.28 0.23 0.22 0.20 0.24 0.18 0.20 0.20 0.19 

CANSM2 0.17 0.25 0.27 0.26 0.25 0.32 0.28 0.28 0.40 0.48 0.45 0.33 
FIO 0.24 0.20 0.18 0.21 0.26 0.24 0.23 0.19 0.19 0.15 0.15 0.21 

GFDL 0.25 0.33 0.31 0.25 0.27 0.22 0.28 0.29 0.23 0.17 0.20 0.27 
 
 

Table 6. Comparing performance criteria of climate models using the observed precipitation 

 Precipitation 
Models NSE MAE RMSE R 

Weighted Model 0.91 5.22 6.90 0.97 
MIROC-ESM-CHEM 0.86 7.41 8.96 0.97 

FIO-ESM 0.73 9.03 12.34 0.92 
GFDL-CM3 0.82 8.02 9.93 0.95 
CanESM2 0.75 9.52 12.03 0.92 

 
 

Table 7. Comparing performance criteria of climate models by the observed temperature 

 Temperature 
Models NSE MAE RMSE R 

Weighted Model 0.97 1.23 1.3 0.99 
MIROC-ESM-CHEM 0.97 1.37 1.45 0.99 

FIO-ESM 0.97 1.49 1.54 0.99 
GFDL-CM3 0.97 1.1 1.27 0.99 
CanESM2 0.98 1.106 1.21 0.995 

 
4.3. Prediction of temperature and precipitation with 
climate models 

After downscaling the data for each climate model, the rainfall 
and temperature of each model and also the number of 
changes in these parameters (during the first and second future 
periods) with observational value could be observed. In Figs. 
(3, 4), rainfall and temperature variations for each model are 
specified as column chart and the observational value and 
weighted combination model for periods (2020-2052) and 
(2053-2085) are linear chart. 
   The results of the rainfall parameter under RCP 8.5 scenario 
showed that some models such as CanESM2, FIO-ESM, 
GFDL-CM3, and weighted combination model have predicted 
decreases of 13.86 %, 2.65 %, 23.47 %, 8.18 % in the first 
period compared to the base period. In the second period, this 
trend continues: CanESM2 model (6.61 %), FIO-ESM model 
(9.25 %), GFDL-CM3 model (26.33 %), and weighted 
combination model were reduced by 9.75 % compared to the 
base period. However, the MIROC-ESM-CHEM model 
showed an increase of 6.66 % for both first and second 
durations. 

 
Figure 3. Rainfall changes in climate models under Scenario 8.5 
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Figure 4. Temprature changes in climate models under Scenario 8.5 
 
In the spring, the longest difference in long-term rainfall is 
observed in March using GFDL-CM3 model during 2053-
2085 period. The results of the temperature predicted by 
climate models used for Khorramrood river basin have 
generally predicted an increasing temperature trend in which 
the increasing changes in the second future period are much 
more than the first period. In the first period, CanESM2,   
FIO-ESM, GFDL-CM3, MIROC-ESM-CHEM, and weight 
combination model increased 1.5, 1.21, 2.69, 1.66 and       
1.85 °C, respectively, compared to the base period. In the 
second period, CanESM2 of 4.58 °C, FIO-ESM of 2.48 °C, 
GFDL-CM3 of 5.54 °C, MIROC-ESM-CHEM of 3.73 °C, 
and weight combination model increased by 4.22 °C 
compared to the base period. 
 
4.4. Calibration and verification of IHACRES 

In order to calibrate and validate the IHACRES rainfall-runoff 
model, it was tested for model calibration for several years. 
The results indicated that the period 1988, 2006 to 7, 12 
correlated well with the observation period. After calibrating 
the model and parameters of the rainfall-runoff model, the rest 
of the data were employed to validate the model. The 
calibration parameters of the IHACRES model are shown in 
Table 8. 
   The simulation results of the IHACRES model for 
calibration and validation periods are presented in Figures 5 
and 6. Comparative results of the simulated and observed 
runoff hydrographs pointed to a good compatibility between 
hydrographs. Meanwhile, the IHACRES model has simulated 
the occurrence time of peak discharge well. Validation of 
model results is essential to increasing user confidence for 
model simulation capability. Therefore, without changing the 
values of the input parameters, the calibrated model was used 
for the validation period. 

 

Table 8. The calibration coefficients of IHACRES model 

Optimum 
value 

Description Parameter 

0.0024 Humidity storage capacity C 
1 Drying time T(W) 

2.4 Watershed temperature coefficient F 
0 Humidity threshold coefficient I 
1 Soil humidity intensity P 

-0.198 Drought index a(s) 
2.25 Peak index B(s) 

0.617 Slow-down flow T(s) 
2.8 Volume ratio V(s) 
20 Reference temperature Tref 

 
 

 
Figure 5. The simulated and observed runoffs during the calibration 

period for the IHACRES model 
 
 

 
Figure 6. The simulated and observed runoffs during the validation 

period for the IHACRES model 
 
4.5. Calibration and verification of ANN 

The number of neurons in the input and output layers is 
determined by the nature of the problem under investigation. 
In this study, the number of neurons in the hidden layer was 
determined through trial and error in order to reduce the error. 
The process began with a small number of neurons and 
additional neurons were added until increase in the number of 
neurons had no effect on error recovery. The characteristics of 
the chosen network to simulate runoff using artificial neural 
network are listed in Table 9. The results showed that having 
only one hidden layer was better than more hidden layers and 
this could be due to the lack of direct correlation between the 

0

5

10

15

20

25

30

35

19
88

19
89

19
90

19
91

19
92

19
93

19
94

19
95

19
96

19
97

19
98

19
99

20
00

20
01

20
02

20
03

20
04

20
05

20
06

R
un

of
f (

m
3 /s

)

observed runoff predicted runoff

0

5

10

15

20

25

30

19
83

19
84

19
85

19
86

19
87

19
88

20
07

20
08

20
09

20
10

20
11

20
12

20
13

20
14

20
15

Ru
no

ff 
(m

3 /
s)

Observed runoff predicted runoff



M. Hafezparast and S. Marabi / JREE:  Vol. 8, No. 3, (Summer 2021)   75-85 
 

82 

middle layers with the network output and the minor impact of 
the middle layer changes on weight adjustment. Finally, the 
outputs of the selected models were compared with the 
observed values and the optimal model was selected. 

 
Table 9. Properties of the selected ANN model 

Model characteristic 
P(t) , P(t-1) ,Q(t-1),Q(t-2) Input variable 

Q(t) Target 
MLP  Network 

70 Percentage of verification 
30 Percentage of calibration 
1 Number of hidden layers 

13 Number of neurons in the hidden 
layer 

2000 Number of iterations 
 
   Figures 7 and 8 show the observed and simulated 
hydrographs during the calibration and validation periods in 
the selected ANN model. The simulated discharge at the peak 
points overlapped well with the observed data, but the 
monthly patterns of discharge variations are weaker during the 
calibration and validation periods. 

 

 
Figure 7. Observed and simulated runoffs for duration of calibration 

for the ANN model 
 
 

Figure 8. Observed and simulated runoffs for validation duration for 
ANN model 

 
   According to [32, 33] studies, model simulation can be 
recognized satisfactorily when the R2 statistical index is more 
than 0.6 and the Nash-Sutcliffe efficiency (NSE) is greater 

than 0.5, which was used as a criterion for evaluating 
hydrological models in the studies conducted by [34], [35], 
[36], and [37]. After calibrating the artificial neural network 
models and IHACRES, the results of the models were 
compared. In both models, acceptable results were obtained in 
the calibration phase; however, the artificial neural network 
model in the validation phase reportedly achieved weaker 
values than the IHACRES model, as shown in Table 10. 

 
Table 10. Comparing performance criteria in ANN and IHACRES 

Performance criteria R2 RMSE MAE NSE 
ANN Calibration 0.82 2.33 1.46 0.6 

Verification 0.64 3.01 2.18 0.51 
IHACRES Calibration 0.9 2.08 1.29 0.71 

Verification 0.84 2.24 1.39 0.61 
 
4.6. Prediction of runoff with IHACRES model 

Following the calibration and validation of artificial neural 
network and IHACRES models, without changing the model 
parameters and only by changing the model inputs including 
rainfall and temperature of climate models, the river discharge 
during the first and second periods was predicted. For the 
forecast period, only the downscaled output of the weight 
combination model as a selected climate scenario was used. 
Figures 9 and 10 show the predicted rainfall against the 
predicted discharge for the RCP8.5 scenario. 

 

 
Figure 9. Predicted discharge of IHACRES model against 

precipitation in (2020-2053) 
 
 

 
Figure 10. Predicted discharge of IHACRES model against 

precipitation in (2053-2085) 
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4.7. Prediction of runoff with ANN model 

The prediction of discharge during the first and second 
periods for the weighted combination model was also done 
using the artificial neural network model. Figures 11 and 12 
show the amount of rainfall predicted by Scenario 8.5 for the 
first and second periods against the predicted discharge. The 
results indicate that the neural network model has predicted 
more discharge than the IHACRES. Therefore, the long-term 
average discharge in the neural network model during the first 
period is 0.35, while during the second period is 0.44 cubic 
meters per second. 

 

 
Figure 11. Predicted discharge of ANN model against precipitation 

in (2020-2052) 
 
 

 
Figure 12. Predicted discharge of ANN model against precipitation 

in (2053-2085) 

   The results of the statistical characteristics of the discharge 
prediction in these models show decrease in discharge 
compared to the observation period in both models and both 
periods. The IHACRES model predicts a decrease of 12.72 % 
in the first period and 20.3 % in the second period, while the 
ANN model predicts a decrease of 2.12 % during the first 
period and 6.97 % during the second period. 
 
4.8. Comparison of long-term monthly averages 

In order to better analyze the output results of hydrological 
models, the monthly long-term average of the river flow was 
extracted. In both models and in both periods, a sharp 
decrease in peak discharge in March, April, and May of about 
five cubic meters per second is evident. While the peak flow 

in October and November shows a sharp increase of about 
three cubic meters per second in Figure 13. 

 

 
Figure 13. Comparison of long-term monthly averages of discharg 

 
4.9. Comparison of models with duration curves 

Flow Duration Curve (FDC) is a classic method used to 
graphically represent the relationship between frequency and 
flow rate. Various factors are involved in the shape (FDC) 
including climatic parameters and basin physiology  . Figure 14 
presents the flow duration curve for each category of flow 
range based on the quantile-domain model comparison. The 
results show that both the semi-conceptual and data-driven 
models underestimate the peak discharge of the catchments 
under climate change, which is related to the decrease in 
rainfall and increase in temperature in the context of climate 
change in the region. The FDC diagram shows that in the 
observed discharge mode, 10 % of the time, the flow is more 
than 90 cubic meters per second, while in the predicted 
discharge, it is more than 6 cubic meters per second. In 
general, the river is dry 25 % of the time. The results of this 
investigation of a specific study basin with monthly flow 
comparisons may not be applicable for the selection of robust 
rainfall-runoff models for climate change assessment studies. 
Therefore, climate change impact in the study basin should be 
assessed with more conceptual, distributed, and data-driven 
models together. 

 

 
Figure 14. Flow duration curves of the observed and predicted flows 
 
5. CONCLUSIONS AND REMARKS 

The need for river discharge variations in the present and 
future periods is very important to satisfy the demands for 
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drinking, industry, and agriculture and studying these 
variations for future periods using CMIP5 climate models is a 
good option. The output of these models often includes 
meteorological variables and hydrological models play an 
important role in applying the effects of these climate 
variables to river runoff. Therefore, in this study, the results of 
a semi-conceptual hydrological and MLP artificial neural 
network models were evaluated and predicting future 
discharge was performed with both models. The results also 
showed a decrease runoff in the future for both models, but 
Artificial neural network model predicts generally more 
discharge in the future than IHACRES model and since the 
IHACRES model in this study shows more accurate 
quantitative evaluation criteria during the calibration and 
validation period, it is more acceptable to predict the future 
period. 
   Since the simulation and prediction of river discharge with 
IHACRES and ANN models has been done in some parts of 
the world, the present research attempts to compare the results 
of researchers who used these models with the results 
obtained from this study. In this way, a study by [16] 
predicted stream flow in Kasilian watershed in northern Iran 
and demonstrated that neural network and IHACRES models 
outperformed autoregressive integrated moving average and 
deseasonalized autoregressive moving average models which 
is in line with the results of the present study. The results of 
comparison of hydrological models for evaluating water 
resources in a low-data area by [38] showed that the selected 
simple conceptual models (GR4J and IHACRES) had a better 
daily performance than the more complex model (SWAT). 
The results of the present study also indicate that the 
IHACRES model has a good ability to simulate monthly 
runoff. 
   However, the use of climate models of the fifth scenario in 
hydrology has been evaluated since 2013 at the same time 
with their release [9]. Zulkarnain [39] showed that the 
performance of the multilayer neural network model was 
better than the IHACRES model, and this model could 
simulate runoff using the rainfall inputs and rainfall of 
previous months as well as runoff that occurred in previous 
months, which is not in line with the present study . In another 
study [40] found that the ANN model could simulate observed 
runoff and evaluated the comparison of IHACRES and neural 
network models for daily river discharge, but cannot keep the 
trends in daily and annual series. The present study also 
mentions this point about the artificial neural network model 
which failed to simulate the behavioral pattern of the observed 
time series. Ahooghalandari evaluated that the ANN was 
introduced as a good option for complex hydrological 
systems. Also, data derived from two adjacent stations were 
employed to improve the results of artificial neural networks 
compared to the IHACRES model, which is in line with the 
present study [14]. The results of the present study are also in 
line with the research of [17] who found that IHACRES 
performance was better than the ANN model, even though it 
was a more data intensive model than the ANN model. In 
doing so, three models of SWAT, IHACRES, and ANN on 
daily, monthly, and annual bases in the Kan watershed are 
used by [19]. According to the results, the performance of the 
three considered models is generally suitable for rainfall-
runoff process simulation; however, ANN model exhibits a 
better performance for daily, monthly, and annual flow 
simulations than other two models. 
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A B S T R A C T  
 

Energy crisis in the world motivates countries to hire new and renewable energies. One of the main and 
valuable renewable sources of energy is agricultural waste. This is widely disposed of through the world 
during the harvest, packing, and transportation. In many countries, agricultural waste is considerably weighty. 
Nonetheless, most of that is used for animal feed or herbal fertilizer and no useful value is added. Despite its 
location in an arid region, Iran produces various citrus, cereals, and vegetables in high tonnage. The waste of 
the agricultural product, especially those disposed of by the food processing industries, such as fruit juice 
factories, remains also useless. The potential of the residues to extract biofuel is investigated in the current 
experimental study. Six samples of abundant agricultural products in Iran are chosen: sugarcane, grape, potato, 
orange peel, date, and mulberry. The processes of pretreatment, hydrolysis, and fermentation are performed 
and the extracted juice is directed to the distiller to gather bioethanol. To evaluate the distilled juice purity, a 
gas chromatography test is carried out. It is shown that date and mulberry can produce a maximum of 29.5 and 
23 ml (ethanol)/100 g (dry waste) as the most efficient agricultural products. 
 

https://doi.org/10.30501/jree.2021.255487.1156 

1. INTRODUCTION* 

Drastic increment in energy demand in the current century 
motivates humans to extract fuel from new sources. 
Renewable energies such as biofuels are the most prominent 
targets to subside fossil fuel dependency for countries. 
Utilizing biofuels takes countries to the safe side regarding oil 
price fluctuating, air pollutions, and fossil fuel depletion [1]. 
Among the threats of applying fossil fuels, outdoor pollution, 
causing more than 4.2 million deaths annually [2], motivates 
the idea of finding alternative fuels. Extracting fuels from crop 
wastes or as a by-product during the food processing of 
agricultural products is so promising to achieve sustainable 
energy development. Among different types of biofuels, 
bioethanol is more common due to source variety and its 
ability to blend with fossil fuels in commercial vehicles [3,4]. 
Although it has a lower energy content than gasoline, its 
octane number is higher, which preserves the motor from 
knocking in the condition of high pressure [5]. Further, higher 
oxygen content and non-toxic combustion products lower air 
pollution. 
   Bioethanol production in Iran is far behind some other 
countries, owing to the high resources of crude oil and natural 
gas [6]. However, during pandemic Covid-19, there emerges a 
high demand for disinfection liquids, especially ethanol, 
which can be supplied through bioprocessing. Switching from 
fossil fuels to biofuels and enhancing the economic value of 
agricultural products by considering the waste is potentially a 
promising step to develop a country. It is estimated that more 
 
*Corresponding Author’s Email: afattahi@kashanu.ac.ir (A. Fattahi) 
  URL: https://www.jree.ir/article_133346.html 

than 21.5 million tons of agro-food waste are annually 
disposed of in Iran, which can produce more than 5.5 billion 
liters of bioethanol [7]. The lignocellulosic feedstock and 
sugar or sucrose ingredient in the gardening products, which 
can be found most abundantly in Iran’s crops, are two main 
sources of producing bioethanol that can be investigated in the 
current experimental study. Bioethanol, which is the most 
produced biofuel by up to 95 % of the global production, can 
be replaced by 32 % of the global gasoline consumption [8]. 
This means the creation of economic interest from something 
with no profit. The reduction of emission in dirty cities can be 
another indirect economical key that should be considered as 
an achievement. However, the economic chain of biofuel 
production in Iran should be planned and the policies should 
be accurately passed, as well. Although this study focuses on 
Iran as its case study, the goal of this study is inclusive of the 
case in other countries where bioethanol by-producing has 
been developed and, therefore, some published works have 
been found in the literature. 
   Sritrakul et al. [9] investigated bioethanol formation from 
sugarcane pith using two processes of simultaneous 
saccharification and fermentation as well as separate 
hydrolysis and fermentation. Their case study was Thailand. 
The former was found more efficient than the latter. 
Maximum bioethanol extraction was achieved by 3.7 g/L. 
Zakir et al. [10] compared ethanol production from sugarcane 
bagasse in terms of various variables affecting enzymatic 
hydrolysis and yeast fermentation process. Their study 
showed the optimum value of temperature and PH for the 
process of production. The fermentation process remained 
unchanged after a certain time, as the concentration of ethanol 

https://doi.org/10.30501/jree.2021.255487.1156
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in water was kept constant. Moodley and Kana [11] evaluated 
the bioethanol production from sugarcane leaf and optimized 
the involved variables in the hydrolysis process. There was no 
difference between enzyme filtration and infiltration on the 
production rate. 
   Noufal et al. [12] extracted bioethanol from the flour of the 
potato waste. After fermentation of hydrolysate with 
Saccharomyces cerevisiae, the maximum ethanol rate of 33 
g/L was given. The best temperature of the fermentation 
process was at 35 °C with the optimum pH between 5 and 6. 
Hashem and Darwish [13] showed that bioethanol production 
from potato wastes could be obtained without adding organic 
additives, while some minerals such as Zn were required in a 
small concentration. The maximum ethanol production rate of 
5.8 g/L was achieved. Yamada et al. [14] found that ethanol 
production by enzyme hydrolyses of potato peel could be 
improved by a factor of 2.5 if the potato mash with an equal 
weight ratio was added. 
   In a case study for Bangladesh, Swaraz et al. [15] 
investigated bioethanol production from the wild date palm. 
They reached 0.278 g/g bioethanol after a batch fermentation 
of Saccharomyces cerevisiae. They emphasized the 
importance of dates as a promising sugary feedstock for 
ensuring enough food and energy. Using a low-cost and direct 
bioethanol production from the date palm, Ben Atitallah et al. 
[16] introduced Wickerhamomyces anomalus X19 yeast and 
extracted a maximum of 61.5 g/L ethanol by a batch mode 
fermentation. Corbin et al. [17] utilized white and red grape 
marcs to evaluate the ethanol product. Using sulfuric acid 
pretreatment, about 10 percent of glucose liberation after 
saccharification was reported. Then, 270 L/tone bioethanol 
extraction was achieved. Bioethanol production from grape 
pomace was evaluated by Rodriguez et al. [18] using       
solid-state fermentation. The optimum time to fulfill the 
fermentation process was detected. Oberio et al. [19] 
optimized the parameters involved in hydrolysis and 
fermentation of orange peel. Two steps of hydrolysis were 
taken. They showed that the hydrolysis could be managed 
such that the fermentation process would become 
unimportant. Joshi et al. [20] reported bioethanol and 
biobutanol production from orange peel using Saccharomyces 
cerevisiae and Clostridium acetobutylicum. A maximum value 
of 4.1 g/100mL bioethanol was extracted after hydrolysis and 

fermentation, while 19.5 g/L bioethanol was given without 
adding nutritional supplements. Although the berries can be 
an appreciated source of bioethanol production, bioethanol 
extraction from mulberries has been rarely reported. This is, 
however, one of the goals of the current study. The work of 
Wang et al. [21], as the only publication on this issue up to 
now, presented Fed-nonisothermal-simultaneous 
saccharification to achieve the goal of higher bioethanol 
production from mulberry. Ethanol was extracted by about 
63.9 g/L, improving more than 30 % in comparison with those 
traditional processes. Pretreatment using H3PO4/H2O2 was 
introduced as the most effective method. 
   The current work to evaluate bioethanol extraction from 
some abundant agricultural production in Iran. Pretreatment, 
hydrolysis, and fermentation are followed to prepare the juice 
added to the distiller. Gas Chromatography (GC) test is 
carried out to measure the purity of the obtained ethanol. This 
study shows the potential of crop waste in Iran to add 
economic value and produce cleaner fuels. 
 
2. MATERIALS AND METHODS 

2.1. Raw materials 

The raw materials are chosen from the most seeded crops in 
Iran. According to the FAO (Food and Agriculture 
Organization of the United Nations) report [22], Iran is one of 
the most important countries to produce some kind of 
agricultural products relating to human food. Iran can compete 
with many countries in production date, grape, orange, 
sugarcane, potato, and mulberry, which are considered as the 
sources of bioethanol extraction in this study. Due to the poor 
and traditional harvest as well as non-advanced food 
industries, the waste of these crops is considerable. Table 1 
shows the details of the chemical compositions of the raw 
materials applied. The presented values may contain ±1 % 
deviation, in maximum. 
   It should be noted that in this table, Dates 1 to 3 belong to 
Jiroft, Bushehr, and Hajiabad (located near Bandarabbas city) 
cities, correspondingly. The sugarcane was supplied from Haft 
Tappeh of Shush city. Other crops were provided from 
Kashan and its countryside. Dried mulberries (Morus alba) 
were used for the tests. 

 
Table 1. the composition weight percentage of the raw materials used in this study 

Material 
Raw material 

Moisture 
Carbohydrates Cellulose Hemicellulose Lignin Ash 

Date 1 80.45 5.70 3.9 1.6 1.78 20 
Date 2 82.43 6.50 2.3 1.3 1.89 12 
Date 3 76.47 5.25 2.9 1.0 1.55 14 

Sugarcane 95.03 21.3 18.4 5.4 2.84 13 
Orange peel 38 13.61 6.10 2.10 1.5 75.4 

mulberry 75.30 9.68 4.22 2.88 3.99 11 
grapes 79.20 17.87 7.0 10.23 4.65 3.3 
Potato 17.88 0.55 0.045 0.20 0.29 70.5 

 

2.2. Pretreatment, hydrolysis, and fermentation 

Figure 1 shows a schematic view of bioethanol extraction 
from target agricultural products. The process is presented in 
Figure 2 with more details using the block box diagram. The 
wastes are collected and washed without adding any chemical 

substance. The raw pomaces can be found in the farms or 
residue of the food processing industrial units. Then, all of the 
wastes are crushed and chopped up on a similar 5-2 mm scale, 
depending on the initial size of the materials [12-14]. The 
pretreatment is followed by stirring the mixture at a 
temperature of 100 °C for about 25 minutes [23]. The 
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obtained juice is injected into a fermentation container where 
the liquid is kept for 48-72 hours depending on the product 
type. Saccharomyces cerevisiae, made by Iran Malas 
Company [24], is used as the yeast. The used yeast has a 
lower protein rate than 45 % and lower phosphor and ash rates 
than 6 % and 3 %, respectively, according to its brochure. The 
number of 2×1010 living cells is found per gram. The 
concertation of the yeast should be 5 g per 1 kg of the 
substrate [23]. By achieving better performance, the yeast is 
grown by solving problems in a mixture of distilled water and 
sugar at a temperature of 50 °C. The fermentation process is 

kept at a nearly constant temperature of 30 °C in anaerobic 
conditions [25-27]. Therefore, the batch container should be 
sealed and only a scape way for carbon dioxide, called an 
airlock (see Figure 2a), is implemented. Figure 2b shows the 
carbon dioxide produced in the fermentation process, as the 
calcium carbonate-water mixture became darker. The 
extracted liquid at the end of the fermentation process is 
filtered and collected. The filter should be used on a fine scale 
to remove all the solid particles. It is worth noting that all the 
processes were performed in the city located at about 940 
meters over the sea level at the room temperature of 19±1 °C. 

 

 
Figure 1. Schematic bioethanol production process 

 
 

 
Figure 2. Block diagram of the production process 
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2.3. Distillation and gas chromatography 

The filtered juice is subsequently added to the distiller (see 
Figure 4) and the ethanol is extracted at a temperature of   
78.5 °C. The temperature is set at a certain value by a digital 
thermometer made by OMEGA Company. To verify the 
purity of the alcohol, a sample is tested in a GC machine 
(Agilent 6890: Mass selective detector 5973N) made in the 
USA. It contains a non-polar column (HP-5MS) with a length 
of 30 m and an inside diameter of 0.25 mm. Helium is used as 
the carrying gas. The GC machine injection volume is 0.5 μl 
with a split ratio of 50. For a test process, the Column 
temperature was initially maintained at 40 °C for 5 minutes. It 
was then heated to the temperature of 60 °C with a rate of       
2 °C/min and finally, it was allowed to become hot at a 
temperature of 150 °C at a rate of 4 °C/min. The lab 
temperature during the tests was kept at 20±1 °C. The outputs 
are displayed in the next main section. The produced ethanol 
can be utilized as the biofuel source or disinfector. 
 
2.4. Uncertainty and statistical analysis 

Any experiments include bias and random errors [28]. Bias or 
systematic error is related to the measurement machines and 
can be found from the catalogs. GC machine is the main unit 
in the current study, having the bias error, called b1, lower 
than 0.1 %, depending on what type of material is used. 
However, the upper limit is chosen to calculate the total 
uncertainty, here. The thermometer of the distiller could be 
another source, which was the precise one made by OMEGA 
company with the disparity rate lower than 0.2 °C, meaning 
lower 0.2 % error, as b2. The error of weight measurement 
with the scales was about 1 %, denoted by b3. 
   Random error, as the other source, derives from any 
unsteadiness or chance occurrence that may be unavoidable 
during the tests. To subside this source of error, we repeated 
each test five times and reported the arithmetic average of the 
data obtained as the result. Standard deviation, SD, for each 
test case was fallen in the range of 1-2 % of the arithmetic 
average value. Total uncertainty, TU, which reads [28]: 

TU = �b12 + b22 + b32 + SD2                                                             (1) 

is provided as the error bars in the final absolute value of the 
ethanol extracted (See Figure 8). This is calculated by about 
±2.3 %, in maximum. It should be noted that following 
variance analysis using ANOVA, null hypothesis was refused 
at a significance level of P<0.05. 

 

 
(a) 

 
(b) 

Figure 3. (a) The airlock and (b) the carbon dioxide produced 

 
Figure 4. The distiller unit in the lab 

 
3. RESULTS AND DISCUSSION 

The GC results for sugarcane and potato are presented in 
Figure 5. This indicates that ethanol is the dominant species 
found in the sample. The value of ethanol for these two 
samples is nearly equal. However, the potato includes more 
undesirable chemical substances with a higher boiling point 
than the ethanol that may affect the engine performance, 
which requires to be purified. However, the higher flash 
points of 2-Methyle 1-Propanol and 3-Methyle 1-Buthanol are 
29 °C and 42 °C compared to those of ethanol, as 12 °C, 
which can contribute to greater safety of the combustive 
system. Acetic acid is also reported for the potato sample, 
which causes a weak aqua-acidic environment after solving in 
the water of the combustion products. 
   Figure 6 depicts the pie charts of the GC test for three types 
of Iranian dates. The main species of the distilling process is 
ethanol and Date 2 contains a higher ethanol concentration. 
This is followed by Dates 3 and 1. The second dominant 
species for three samples is 3-Methyle 1-Buthanol, similar to 
previous results for sugarcane and potato. The high sugar 
content of the data can be converted into ethanol during the 
fermentation process. However, the optimization for 
temperature and other conditions for the batch container is 
substantially beneficial. 
   The results for grape, orange peel, and mulberry are 
presented in Figure 7. They can be sorted for ethanol 
production by ordering as stated earlier. The side products 
following the fermentation of mulberries are more significant. 
It can be implied that a longer period of hydrolysis is required 
with alternative methods. Further, the importance of 
purification is highlighted. Similar to the other cases, this 
figure shows that 3-Methyle 1-Buthanol is the second-highest 
concentration in the mixture. 
   The mass of ethanol extracted by each sample is given in 
Figure 8. To determine the value of concentration in terms of 
a milliliter bioethanol produced for 100 g of dry material, the 
following relation can be used. 

C = LD(g)×SE
100×Mt(g)×ρE( g

ml)
,                                                                         (2) 



A. Taherzadeh Fini and A. Fattahi / JREE:  Vol. 8, No. 3, (Summer 2021)   86-93 
 

90 

where C is the concentration, LD the mass of distilled liquid, 
ρE the ethanol density, Mt the total solid weight, and SE the 
mass fraction of the ethanol. LD and Mt can be easily weighted 
and SE is provided by the GC machine. 
   Figure 8 shows that Date 2 can produce 29.5 ml ethanol for 
100 g dry material, more than another agricultural residue, 
indicating that Bushehr date contains the higher value of 
ethanol among the date types examined. Date 1, i.e., the crop 
of Jiroft, is set in the next step by assigning 27 and 23 ml 
ethanol to 100 g dry material, respectively. Despite high sugar 
content, sugarcane falls in the last position. It is shown that 
the sugarcane samples should be processed by optimizing the 
pretreatment, hydrolysis, and fermentation conditions. It can 
be concluded that the waste of dates largely disposed of in 
Iran is a substantial source of bioethanol production, 

deserving greater attention to exploitation and extensive 
development. 
   The current study aims to accentuate the high potential of 
biofuel production in Iran. Therefore, the absolute value of the 
bioethanol production may be higher [18, 21, 29] or lower [9, 
15, 30] than other similar attempts found in the literature, 
perhaps, in part, due to the different pretreatment and 
fermentation processes. If the involved variables such as time, 
temperature, and pH of the pre-test process become optimized, 
higher production may be attained. Further, the raw material 
of the tests is one of the other sources of probable disparity of 
the results compared to those earlier published. The 
compositions of the crops are different, depending on the soil, 
weather, and plant breeding conditions [31, 32]. 

 

 
(a) 

 
(b) 

Figure 5. The results of the GC test for (a) sugarcane and (b) potato 
 
 

 
(a) 

 
(b) 

 
(c) 

Figure 6. The results of GC test for (a) Date 1, (b) Date 2, and (c) Date 3 
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(a) 

 
(b) 

 
(c) 

Figure 7. The results of GC test for (a) grape, (b) orange peel, and (c) mulberry 
 
 

 
Figure 8. The volume concentration of ethanol extracted by each sample 

 
4. CONCLUSIONS 

The significance of biofuel in the current energy situation of 
the world cannot be neglected. Many countries seek new 
sources of energy, which are secure and independent of 
economical fluctuations. The waste of agricultural products, 
which is heavy in many countries due to wide food processing 
industries, can be considered as a promising energy source. 
Bioethanol is an applicable fuel in cars, in absolute or blended 
form. This can be produced by the agricultural residues, as 
studied experimentally in this work for Iran. The samples of 
many products in Iran, including sugarcane, potato, date, 
grape, orange peel, and mulberry, were gathered and the 
processes of pretreatment, hydrolysis, and fermentation were 

applied to them. The extracted juice was evaporated and 
condensed in the distiller to obtain the bioethanol. All samples 
showed an acceptable continent of ethanol. Bushehr date  
(29.5 ml (ethanol)/100 g (dry waste)), Jiroft date (27 ml 
(ethanol)/100 g (dry waste)), and mulberry (23 ml 
(ethanol)/100 g (dry waste)) were shown to be the most 
efficient products. The bioethanol production should be 
improved by optimizing the parameters involving the 
pretreatment and fermentation processes, which can be the 
subject of future study. Another type of fermentation process 
which can be more effective such as applying organic acids 
like formic, acetic, maleic, citric, and tartaric acid can be also 
considered as another development on the current work for 
future works. Further, many other agricultural wastes such as 
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cereals stalk can be examined as the source of bioethanol 
production in Iran. The current study showed that the biofuel 
industries should be set up and developed in Iran, ensuring 
energy saving and alleviating air pollution. This scheme could 
be potentially lucrative and beneficial for everybody who 
invests in this industry. 
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NOMENCLATURE 

b1 GC machine bias error 
b2 Thermometer bias error 
b3 Weight measurement error 
C  Concentration 
LD Mass of distilled liquid 
ρ𝐸𝐸 Ethanol density 
Mt Total solid weight 
SE Mass fraction of the ethanol 
Abbreviation 
GC Gas Chromatography 
SD Standard Deviation 
TU Total Uncertainty 
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A B S T R A C T  
 

One of the main reasons of environmental pollution is energy consumption in buildings. 
Today, the use of renewable energy sources is increasing dramatically. Among these 
sources, solar energy has favorable costs for various applications. This study examined a 
commercial building in a hot and humid climate. The findings showed that choosing the 
optimal angle of solar panels with the goal of optimized energy consumption would yield 
reduced costs and less environmental pollutants with the least cost and maximum energy 
absorption. In this study, to calculate the energy requirements of the building, DesignBuilder 
software was used. To study the solar angles and estimate the energy produced by the solar 
panels, Polysun software was used after simulating the building energy. Energy simulation 
results showed that the whole building energy consumption was 26604 kWh/year. Finally, 
the evaluation results of solar panels showed that the energy produced by photovoltaic 
modules at an optimal angle of 31° would be equal to 26978 kWh/year, which is more than 
the energy required by the building. This system can prevent 14471 kg of carbon dioxide 
emissions annually. Sustainable energy criteria showed that for the studied building, 
photovoltaic modules could be used in energy production to reach a zero-energy system 
connected to the grid with an annual energy balance. 
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 چکیده

در  ي ریبـه طـور چشـمگ ریپذ دیتجد ي ، استفاده از منابع انرژ. امروزهباشدیمها در ساختمان ي انرژ، مصرف ستیزطیمح یآلودگ یاصل لیاز دلا یکی
 ي ساختمان تجـار کی یبررس همطالعه ب نیمختلف دارد. ا ي کاربردها ي برا یمطلوب ي هانهیهز ي دیخورش ي منابع، انرژ نیا نیدر ب است. شیحال افزا

هـا و نـهیباعث کـاهش هز ي انرژ نهیبه مصرفبا هدف  ي دیخورش ي هاپانل نهیبه هیگرم و مرطوب پرداخت و نشان داد که انتخاب زاو ي در آب و هوا
افـزار سـاختمان از نـرم نیـازمـورد  ي محاسبه انـرژ ي مطالعه برا نیدر ا خواهد شد. ي و حداکثر جذب انرژ نهیهز نیبا کمتر ستیزطیمح ي هاندهیآلا
از  رشـیدي خو ي هاشده توسط پنل دیتول ي و برآورد انرژ دیخورش ي ایزوا یساختمان، جهت بررس ي انرژ ي سازهیاستفاده شد. پس از شب لدریب نیزاید

سـاعت در سـال اسـت. سـرانجام،  لوواتیک 26604ساختمان  یمصرف ي نشان داد که کل انرژ ي انرژ ي سازهیشب جیاستفاده شد. نتا سان یپلنرم افزار 
 لـوواتیک 26978درجه برابـر بـا  31 نهیبه هیتحت زاو کیفتوولتائ ي هاشده توسط ماژول  دیتول ي نشان داد که انرژ ي دیخورش ي هاپنل یابیارز جینتا

کـربن اکسـیدي د لـوگرمیک 14471تواند سـالانه از انتشـار یم ستمیس نی. اباشدیمساختمان  ازیمورد ن ي از انرژ شیساعت در سال خواهد بود، که ب
 بـه یـک ي انـرژ دیتول در کیفتوولتائ ي هاماژول  از استفاده با تواندیم مطالعه مورد ساختمان که دهدیم نشان داریپا ي انرژ ي ارهایمع کند. ي ریجلوگ

 .برسد سالانه ي انرژ تعادل  با شبکه به متصل صفر ي انرژ ستمیس
 

 

https://doi.org/10.30501/jree.2020.241836.1134
https://doi.org/10.30501/jree.2020.241836.1134
https://en.merc.ac.ir/
https://creativecommons.org/licenses/by/4.0/


R. Aydram et al. / JREE:  Vol. 8, No. 3, (Summer 2021) 
 

Simplex Centroid Mixture Design for Optimizing and Promoting the Anaerobic 
Co-Digestion Performance of Sheep Blood and Cheese Whey 

Rasoul Aydram, Hossein Haj Agha Alizade *, Majid Rasouli, Behdad Shadidi 

Department of Biosystems Engineering, Faculty of Agriculture, Bu-Ali Sina University, Hamedan, Hamedan, Iran. 
 

P A P E R  I N F O  
 

Paper history: 
Received 10 November 2020 
Accepted in revised form 06 April 2021 

 
Keywords: 
Slaughterhouse Waste, 
Biogas, 
Biochemical Methane Potential Test, 
Optimization, 
Response Surface Methodology 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

A B S T R A C T  
 

Reduced emissions of greenhouse gases and global warming can be made possible by 
discovering alternative energies and reduced dependence on fossil fuels. Biogas is 
considered as one of the alternatives to fossil fuels. This study investigates anaerobic        
co-digestion for the development of biogas with sheep blood and cheese whey. Digested 
cow manure was used as inoculum. Using the Design Expert 10 program and within the 
context of mixture design, the experiments were designed. Then, 22 experimental digesters 
with a volume of 500 mL were considered for doing the experiments considering the design 
output provided by the software. Each one was filled with 300 mL of different compositions 
of three matters. The digesters were kept in the mesophilic temperature range (37 °C ) for 21 
days. Biogas was measured using the BMP test on a daily basis. According to the 
experimental findings, the best composition included 35 % sheep blood, 35 % cheese whey, 
and 30 % inoculum. This biogas composition produced a biogas yield of 146.66 mL/g vs. 
The amount of methane production in this compound was 73.33 mL/g vs. After modeling, 
the Design Expert software predicted an optimal composition including 44 % sheep blood, 
24 % cheese whey, and 32 % inoculum. Biogas yield of this prediction was 143 mL/g vs. 
The findings show that in order to overcome acidification in digestion of matters such as 
cheese whey, a composition of matters with higher pH stability can be used to increase the 
amount of biogas and methane produced in a particular period. Furthermore, using inoculum 
accelerates the digestion operations due to existence of many microorganisms and saves 
time and energy. 
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 چکیده
اي و گرمایش جهانی با گلخانهاست. کاهش انتشار گازهاي  21هاي انسان در قرن محیطی و امنیت انرژي از جمله بزرگترین چالشهاي زیستآلودگی

پذیر است. بیوگاز به عنوان یکی از جایگزین هاي سـوخت هـاي فسـیلی هاي فسیلی امکانهاي جایگزین و کاهش وابستگی به سوختاکتشاف انرژي 
. در ایـن گرددهاي بی هوازي تولید میدر اثر تخمیر فضولات گیاهی و جانوري دور از اکسیژن و در اثر فعالیت باکتری بیوگاز از گازهاي  رود.شمار میهب

عنوان مـاده تلقـیح هوازي خون گوسفند و آب پنیر براي تولید بیوگاز پرداخته شد. همچنین از کود گاوي هضم شـده بـهبه بررسی هضم بی ،پژوهش
 500هاضم آزمایشگاهی هرکدام با حجـم  22افزار دیزاین اکسپرت و در قالب طرح مخلوط انجام شد. ها به وسیله نرماستفاده گردید. طراحی آزمایش

لیتـر از میلـی 300افزار در نظر گرفته شـد کـه هرکـدام بـه میـزان ها توسط نرملیتر براي انجام آزمایشات، با توجه به خروجی طراحی آزمایشمیلی
روزه نگهـداري شـدند و  21در یک زمـان مانـد  گراد) درجه سانتی 37ها در محدوده دمایی مزوفیلیک ( ترکیبات مختلفی از سه ماده پر شدند. هاضم

% خون گوسفند،  35بهترین ترکیب شامل  ،هاطبق نتایج به دست آمده از آزمایش به صورت روزانه انجام شد. BMP testگیري بیوگاز با روش اندازه
 تولیـد کـرد. میـزان تولیـد متـان در ایـن ترکیـب معـادل  mL/g vs 66/146 % ماده تلقیح بود که این ترکیب بیوگازي معادل  30% آب پنیر و  35

mL/g vs 33/73  آب پنیـر  24% خون گوسفند،  44بینی کرد که شامل اي را پیشافزار دیزاین اکسپرت ترکیب بهینهسازي، نرمبود. پس از مدل %
توان دریافـت کـه ود. از نتایج به دست آمده از این پژوهش میب mL/g vs 143 بینی برابر با% ماده تلقیح بود. میزان تولید بیوگاز در این پیش 32و 
بالاتر استفاده کرد و حجم بیوگاز و متـان  pHتوان از ترکیب موادي با ثبات منظور غلبه بر شرایط اسیدي شدن در هضم موادي مانند آب پنیر، میبه

دهـد و باعـث ها به عملیات هضم سرعت میبه دلیل وفور میکروارگانیسم تولیدي را در یک دوره مشخص افزایش داد. همچنین استفاده از ماده تلقیح
 گردد.جویی در زمان و انرژي میصرفه
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A B S T R A C T  
 

The energy of processes is mainly supplied by fossil fuels. Short life of fossil energy sources 
and increasing environmental pollution caused by fossil fuels and increasing demand have 
made researchers introduce new solutions for supply of energy. Energy production in a 
photovoltaic solar power plant is cost-effective due to being clean and renewable. The 
power generation of these plants is affected by their site due to climate conditions, effective 
radiation periods, and the rate of solar radiation absorption. Therefore, finding the optimal 
location to establish a solar power plant is important. Identifying effective location criteria 
and the importance of these criteria is effective in choosing the optimal location.In this 
research, in the first phase, the effective criteria in locating a photovoltaic solar power plant 
were investigated based on the Delphi method. Then, in the second phase, based on the 
criteria identified in the first phase, fuzzy hierarchy method was used to compare the criteria 
with each other and determine the importance of each of them. The results of the study 
showed that the rate of solar radiation and average temperature were the most important 
criteria in locating photovoltaic solar power plant. Moreover, the criteria of slope, distance 
to main roads, distance to power lines, and land use were of highest importance in locating a 
photovoltaic solar power plant. 
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 چکیده

 یشافـزا ،یطیمحیستز ي هایآلودگ یلی،فس ي هارو به اتمام بودن سوختمانند  عواملی. یردگیانجام م یلیفس ي هاتوسط سوخت عمدتاً ي انرژ ینمأت
پـاك بـودن و  یـلبه دل یکفتوولتائ یدي خورش یروگاهدر ن ي انرژ یدد. تولش ي انرژ ینمأت ي برا یدجد ي راهکارها ارائه به منجرتقاضا  یشو افزا یتجمع
جـذب نـور  یـزانو م ثرمـؤتـابش  ي هـازمـان یی،آب و هـوا یطشرا بهها یروگاهن ینا یدي تول ي انرژ میزانباشد. یبودن، مقرون به صرفه م یدپذیرتجد

و  یـابیمکـان ثرمـؤ معیارهـاي  ییباشد. شناسـایم یتحائز اهم یدي خورش یروگاهن یسسأت ي برا ینهبه مکان یافتن بنابرایند. باشمی وابسته یدخورش
 یروگـاهیـابی ندر مکـان ثرمـؤدر فاز اول به شناسایی معیارهـاي  ،باشد. در این تحقیقیم ثیرگذارأت ینهدر انتخاب مکان به یارها،مع ینا یتاهم یزانم

بـا اسـتفاده از روش سلسـله  ،شـده در فـاز اول  ییشناسا یارهاي با توجه به مع ،پرداخته شده است. سپس در فاز دوم یبراساس روش دلف یدي خورش
و  خورشـیدتـابش  یـزاننشـان داد کـه م یـقتحق یجشده است. نتا یینتع یارهااز مع یکهر  یتاهم یزانو م یسهمقا یکدیگربا  یارهامع ي،فاز یمراتب

فاصـله از خطـوط بـرق و  ی،اصـل ي هافاصله از راه یب،ش یارهاي مع ینرا دارند. هم چن یتاهم یشترینب یدي خورش یروگاهن یابیدما در مکان یانگینم
 .دارا هستند یدي خورش یروگاهن یابیرا در مکان یتاهم یشترینب یببه ترت ،یاراض ي کاربر
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A B S T R A C T  
 

The present study uses three generations of biodiesels and studies their effects on physical 
properties and exhaust gases. They are comprised of Palmaria palmate oil (third 
generation), Eucheuma spinosum oil (third generation), Eucheuma cottonii oil (third 
generation), Common wormwood oil (second generation), Marjoram oil (second 
generation), Peganum harmala oil (second generation), Zingiber officinale oil (first 
generation), Anethum graveolens oil (first generation), and Cacao bean oil (first generation). 
Results show that first-generation oils gain a higher level of Calorific value around       
41.16 MJ/kg than other generations. The longest carbon chain is observed by the first 
generation with higher unsaturated fatty acids than other generations (94.11 %). The first 
generation gains a higher level of density around 882 kg/m3 than other generations. Also, 
the first generation gains a higher level of flash point around 193 ˚C than other generations. 
The third generation gains a high level of cetane number at about 69, compared to other 
generations. The first generation gains a minimum level of cloud and pour point around        
-3 ˚C and -2 ˚C compared to other generations. Moreover, the third generation gains the 
lowest level of viscosity about 2.51 CSt compared to the first generation. The third 
generation gains the lowest level of NOx around 371 ppm compared to other generations. 
Finally, the third generation gains the lowest level of soot, CO, and HC around 0.47 Vol. %, 
0.018 Vol. %, and 4.82 ppm, compared to other generations. 
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 چکیده

هاي مـورد مطالعـه شـامل مورد استفاده و بررسی قرار گرفته است. روغن ،از بیودیزل و تأثیرات آن بر خصوصیات فیزیکی و گازهاي خروجیسه نسل 
نسـل (  Eucheuma cottonii نسل سوم)، جلبک دریـایی(   Eucheuma spinosum، جلبک دریایی(نسل سوم)  هاي کاهو دریاییروغن پوسته

لوبیـا  و اول)  (نسل دوم)، زنجبیـل (نسـل اول)، شـوید (نسـل Peganum harmalaنسل دوم)، ( (نسل دوم)، مرزنجوش سوم)، افسنطین معمولی 
       ، مقـدار بـالاتري از ارزش گرمـایی را بدسـت آورد (حـدودهـاتمـام نسـلباشد. نتـایج نشـان داد کـه نسـل اول در مقایسـه بـا (نسل اول) می کاکائو

MJ/kg 16/41.( ها مشـاهده شـدطولانی ترین زنجیره کربن توسط نسل اول با اسیدهاي چرب اشباع نشده بالا در مقایسه با همه نسل  )11/94  (% .
، نقطه اشتعال بـالاتري هابه دست آورد. نسل اول در مقایسه با همه نسل 3kg/m 882 ، دانسیته بالاتري در حدودهاهمه نسل با مقایسه در اول  نسل

باشد. کمترین مقدار نقطه می 69بالاترین میزان عدد ستان توسط نسل سوم نشان داده شد که مقدار آن در حدود د. به دست آور C 193˚ در حدود
باشد. حداقل میزان ویسکوزیته بـه وسـیله نسـل می -C 2˚و  -C 3˚ نقطه ابري شدن توسط نسل اول بدست آمد که مقدار آن ها در حدودریزش و 

هـاي دیگـر تولید شـده در مقایسـه بـا نسـل xNOنسل سوم نشان داد که میزان  .بوده است CSt 51/2داده شد که مقدار آن در حدود سوم نشان 
 را در حـدود HCو  soot ،CO بوده است. در واقع نسل سوم از بیودیزل ها نشان داد که میـزان ppm 371 مقدار آن در حدود حداقل بوده است و

 .باشدها میکاهش داد که بیشترین میزان کاهش بین تمامی نسل ppm 82/4درصد حجمی و  018/0درصد حجمی،  47/0
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A B S T R A C T  
 

Given the world’s growing population and energy demand, modern methods are developed 
to contribute to generating alternative energies. They aim to maintain the renewability of the 
supplied energy and decrease environmental contaminations. Biogas is a renewable energy 
carrier that has recently been under consideration in Iran. One objective of such plans is to 
find proper locations for installing and running the existing potentials and infrastructures. In 
this paper, Tehran, Iran is selected as the study area which is ranked the 1st in population 
density and proper infrastructures available here are accessible. According to the widespread 
poultry and cow-breading farms in this province, bovine and aviculture excreta are 
considered as raw materials in producing biogas. An inference network was established in 
this research for evaluating the process taking into account the infrastructural parameters, 
geomorphological constraints, resource availability factors, and limiting parameters such as 
protected/prohibited areas.In this paper, the fuzzy method was used to standardize the data 
and the fuzzy-analytical hierarchy process method was employed to weight the locating 
criteria in the geographical information system. The evaluation outcomes suggested certain 
zones in southern parts of the province in which the industrial livestock farms become 
frequently widespread and the suburb areas of smaller cities on the eastern part of the 
province are the most proper areas for this purpose. 
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 چکیده

هاي نوینی براي پاسخ به این نیاز همراه با حفظ تجدیدپذیر بودن و کاهش آلایندگی با نگرش به روند فزاینده جمعیت و نیاز به انرژي در جهان، روش
است. یکـی از الزامـات در برنامـه زیست گسترش یافته اند. انرژي بیوگاز نوعی انرژي تجدیدپذیر است که اخیراً در ایران مورد توجه قرار گرفته محیط

. در ایـن باشـدهاي مورد نیاز مـیهاي بالقوه و زیرساختهاي مناسب براي نصب و اجراي تأسیسات برپایه قابلیتوري بیوگاز، یافتن مکاناگسترش فن
 است، بعنوان مطالعه موردي برگزیـده شـدههاي لازم برخوردار % جمعیت ایران را در خود جاي داده و از زیرساخت 19استان تهران که حدود  ،مقاله
رسـانی، جـاده هـا، منـابع آب و رسانی، گازهاي برق. فضولات گاوي و مرغداري بعنوان خوراك خام براي تولید بیوگاز درنظر گرفته شده و شبکهاست

شـده و نـواحی ممنوعـه بعنـوان عوامـل اظتهاي مؤثر بشمار آورده شده اند و همچنین شیب زمین، مناطق حفهاي جمعیتی بعنوان زیرساختکانون
   هـا و روش ترکیبـییابی احداث تأسیسات بیوگاز مورد ارزیابی قرار گرفتـه انـد. روش فـازي بـراي استانداردسـازي دادهمحدودکننده در فرایند مکان

 اند.ن مقاله بکار گرفته شدهدر ای (GIS)دهی به معیارها در سامانه اطلاعات جغرافیایی براي وزن ،اولویت بندي تحلیلی-فازي 
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A B S T R A C T  
 

Utilizing thermal storage units such as Phase Change Materials (PCMs) is a suitable 
approach to improving Solar Air Heaters (SAHs). The present study tries to assess the 
effects of PCM mass values on the heat dynamics and thermal performance of SAHs. To 
this aim, an analytical thermodynamic model was developed and validated by available 
experimental data. This model provides a robust numerical framework to model the phase 
change phenomenon and analyze the heat dynamics and thermal performance of SAH using 
various PCM masses. Four scenarios were considered using the developed analytical model 
including SAHs using 0, 30, 60, 90 kg PCM. The obtained results illustrated that the 
maximum outlet temperature was reduced, approximately near 20 %, by increasing the PCM 
mass between 0 and 90 kg; however, heating time was extended to periods when solar 
energy availability was inadequate. The thermal performance improved by nearly 14.5 % in 
the SAH using 90 kg PCM mass compared to the SAH without using PCM. The thermal 
performance of the SAH with 90 kg PCM was slightly higher than the SAH using 30 kg of 
PCM; hence, a significant portion of stored thermal energy was lost during nighttime 
through heat exchange with ambient surroundings. The obtained results also showed that 
despite available latent thermal energy, the outlet air temperature profiles for the SAHs 
using different PCM mass were close after sunset due to the low thermal conductivity of 
paraffin. 
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هاي خورشیدي است. مطالعه کنندهثر در افزایش راندمان گرمؤدهنده یکی از راهکارهاي مساز حرارت مانند مواد تغییر فاز استفاده از واحدهاي ذخیره
پردازد. براي ایـن منظـور، یـک مـدل حاضر به بررسی اثر مقدار جرم مواد تغییر فاز دهنده بر روي دینامیک حرارتی و راندمان کلکتورهاي هوایی می

ساخت مناسب براي ارزیـابی دینامیـک حرارتـی کلکتورهـاي هـوایی ی شده است. این مدل یک زیرتحلیلی توسعه یافته و با نتایج تجربی اعتبارسنج
مـواد تغییـر فـاز  kg  90و 60، 30، 0حاوي مقادیر متفاوت مواد تغییر فاز دهنده ایجاد کرده است. چهار رویکرد متفاوت شامل کلکتور هوایی حاوي 

مـواد تغییـر فـاز دهنـده  kg  90ي دماي خروجی در صورت اسـتفاده ازدهد، بیشینهلی نشان میدهنده در نظر گرفته شده است. نتایج بررسی تحلی
هایی که تـابش خورشـید وجـود یابد، اگرچه فرآیند گرمایش به زمان% کاهش می 20نسبت به رویکرد کلکتور بدون مواد تغییر فاز دهنده نزدیک به 

مواد تغییر فاز دهنده نسبت به  kg 90% در کلکتور حاوي  5/14فاز دهنده، راندمان حرارتی به میزان  یابد. با استفاد از مواد تغییرگسترش می ،ندارد
مواد تغییر فـاز دهنـده نسـبت بـه  kg 90کمی در کلکتور حاوي  یابد. راندمان حرارتی به مقدار نسبتاًکلکتور بدون مواد تغییر فاز دهنده افزایش می

اي از حرارت ذخیره شده در مواد تغییر بخش قابل ملاحظه که دهدفاز دهنده افزایش داشته است. این امر نشان میمواد تغییر  kg 30کلکتور حاوي 
رغم حرارت نهـان ذخیـره شـده در نتایج همچنین نشان داد که علی شود.فاز دهنده در طول شب از طریق تابش و جابجایی با محیط بیرون تلف می

دماي هواي خروجی از کلکتور بعد از غروب آفتاب با تغییر جـرم مـواد تغییـر فـاز دهنـده  ،ضریب هدایت پایین پارافین مواد تغییر فاز دهنده، بدلیل
 کند.تغییر ناچیزي می
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A B S T R A C T  
 

Somalia–Turkish Training and Research Hospital in Mogadishu, is only powered by diesel 
generator currently. In this paper, the energy demand of this hospital is utilized by 
determining the optimum hybrid renewable energy generating system. By HOMER, a 
sensitivity analysis has been made with emphasis on three significant variables such as 
average wind speed, present diesel price, and solar radiation. From the results, it can be said 
that an optimum system is the standalone wind-diesel-battery storage Hybrid Renewable 
Energy System (HRES) with the configuration of 1,000 kW wind turbine, 350 kW diesel 
generator, 250 kW power converters, and 300 batteries. Additionally, the net present cost of 
the optimum system is calculated to be $5,056,700 and its cost of energy is estimated to be 
0.191 $/kWh. The present cost of energy for Somalia is 0.5 $/kWh. This shows that the 
energy cost for the proposed HRES is cheaper than the conventional one. Lastly, according 
to the results, it is clear that the wind–diesel–battery storage HRES seems more environment 
friendly than other HRESs. 
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بـراي  مقالـه، ایـن در. شودبرق می تأمین ژنراتور دیزل  توسط فقط حاضر حال  در موگادیشو، در یسومال – ترکیه اي  تحقیقاتی و آموزشی بیمارستان
 افـزاربسـیار دقیقـی توسـط نـرم تحلیـل و شـود. تجزیـهمـی شـده اسـتفادهترکیبی بهینـه پذیرتجدید انرژي این بیمارستان از سیستم انرژي  تأمین

HOMER نتایج بدست آمده از .است شده انجام خورشید تابش و دیزل  فعلی قیمت باد، متوسط سرعت مانند توجه قابل متغیر سهبر روي  تأکید با 
 ،است (HRES) تجدیدپذیر ترکیبی ژي انربه شکل سیستم  باتري – دیزل  – باد انرژي  مستقل ذخیره، سیستم مطلوب سیستم یک که گفت توانمی

 خـالص فعلـی هزینـه ایـن،بـر . عـلاوهباتري  300 و کیلووات 250 برق مبدل  کیلووات، 350 ژنراتور دیزل  کیلووات، 1000 بادي  توربین پیکربندي  با
 بـر دلار 5/0 سـومالی براي  انرژي  کنونی هزینه. است شده برآورد ساعت کیلووات بر دلار 191/0 آن انرژي  هزینه و دلار 5،056،700 مطلوب سیستم
 مشخص نتایج، به توجه با سرانجام، .است معمولی هزینه از ترارزان پیشنهادي  HRES براي  انرژي  هزینه که دهدمی نشان این. است ساعت کیلووات

 .رسدمی نظر سازگارتر به زیستبا محیط HRESهاي سیستم سایر به نسبت HRES باتري – دیزل  – باد انرژي  ذخیرهکه سیستم  است
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A B S T R A C T  
 

Fast pyrolysis of sugarcane bagasse was investigated in a tandem micro-pyrolyzer. The 
effects of temperature and particle size on the phenolic compounds and hemicellulose 
products distribution were examined during fast pyrolysis process. For this, changes in the 
micro-reactor parameters were made (particle size between 0.1 and 0.5 mm and reactor 
temperature between 450 and 600 °C). Response Surface Methodology (RSM) was used to 
optimize pyrolysis parameters. The results indicated that the temperature had the highest 
effect on phenolic and furfural-type compounds, whereas the particle size did not exhibit 
significant effects on carboxylic acid products. The largest number of phenolic compounds 
were achieved upon decreasing the temperature and increasing particle size. The ANOVA 
analysis revealed that the full quadratic model was more adequate for phenolic and furfural 
compounds, whereas the linear square model was accurate for carboxylic acids. In general, a 
tandem micro-pyrolyzer interfacing with a GC-MS analysis facilitated a better 
understanding of a chemical composition of biomass and therefore, could remarkably 
improve the valorising of sugarcane bagasse application in biorefinery processes. 
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پیرولیزر پیوسته مورد بررسی قرار گرفت. آزمایشهایی براي بررسـی اثـر دمـاي پیرولیـز و مطالعه حاضر، پیرولیز سریع باگاس نیشکر در یک میکرودر 
  5/0 تـا 1/0راکتـور (انـدازه ذرات بـین سلولز انجام شد. بدین منظـور، پارامترهـاي میکـرواندازه ذرات بر روي ترکیبات فنلی و توزیع محصولات همی

سازي پارامترهاي پیرولیز از روش سـطح پاسـخ اسـتفاده شـد. درجه سانتیگراد) تغییر داده شد. براي بهینه 600تا  450متر و دماي راکتور بین میلی
روي محصـولات اسـید أثیر قابل توجهی بـر تنتایج نشان داد که دما بیشترین تأثیر را بر روي ترکیبات فنلی و فورفورال دارد در حالی که اندازه ذرات 

دهـد کـه نشان مـی ANOVA کربوکسیلیک نداشت. بیشترین مقدار ترکیبات فنلی با کاهش دما و افزایش اندازه ذرات بدست آمد. تجزیه و تحلیل
. ردبیشـتري دا دقـتکه مدل مربع خطی براي اسیدهاي کربوکسیلیک حالی، دراستجهت تعیین ترکیبات فنلی و فورفورال مناسب  ،مدل درجه دوم

 ، نتیجـهآورد و در تـوده را فـراهم مـیامکان درك بهتر ترکیب شیمیایی زیسـت GC-MS پیرولایزر پیوسته با تجزیه و تحلیلبطور کلی، یک میکرو
 .تواند کاربرد باگاس نیشکر را در فرایندهاي پالایش زیستی بطور چشمگیري بهبود بخشدمی
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A B S T R A C T  
 

Understanding of climate change and its impacts on river discharge has affected the quality and 
quantity of water and also supplying water requirements for drinking, agriculture and industry . 
Therefore, prediction of precipitation and temperature by climate models as well as simulation 
and optimization of their runoff with suitable models are very important. In this study, four 
climate models of the Fifth Coupled Model Inter comparison Project (CMIP5) and RCP8.5 
scenario were used to forecast future precipitation and temperature for the next two periods 
including 2020-2052 and 2053-2085. Mean Observed Temperature-Precipitation (MOTP) method 
was used to reduce the uncertainty of climate models and the change factor method was used to 
downscale the climate data. Then, the Lumped-conceptual Identification of unit Hydrographs and 
Component flows from Rainfall, Evaporation and Stream flow data (IHACRES) model and  
multi-layer Artificial Neural Network (ANN) model were employed to estimate the effects of 
these parameters on the Khorramrood River runoff. The neural network model is written and 
implemented using Scikit-Learn library and the Python programming language. The comparison 
of performance of ANN models with different input variables like monthly precipitation, monthly 
precipitation of previous months, monthly discharge, monthly discharge of previous months, 
monthly temperature was made to find the best and most efficient network structure. The results 
showed that the precipitation in Khorramrood River basin based on the weighted combination 
model decreased by 8.18 % and 9.75 % in the first and the second periods, respectively, while the 
temperature increased by 1.85 and 4.22 °C, respectively. The discharge parameter in the 
calibration and validation period in the IHACRES model based on criteria to evaluate the 
parameters of Root Mean Square Error (RMSE), Mean Absolute Error (MAE), The Coefficient of 
Determination (R), and the Nash-Sutcliffe Efficiency (NSE) performed better than the artificial 
neural network model. However, due to the small differences of these changes, the predictions 
were performed for both periods and using both models and the results indicated that future 
discharge in the IHACRES model decreased by 12.72 % during the first period and by 20.3 % in 
the second period, while the model of artificial neural network showed decrease rates of 2.12 % 
and 6.97 %, respectively. 
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ثیر أکشاورزي و صنعت را تحت تمین تقاضاهاي شرب، أثیر گذاشته و تأیت آب تها بر کیفیت و کمّشناخت تغییرات اقلیمی و اثرات آنها بر آبدهی رودخانه
سازي رواناب ناشی از آنها با مدلهاي مناسب از اهمیت ویژه اي  سازي و بهینهرو پیش بینی بارش و دما با مدلهاي اقلیمی و شبیه  از این .دهدقرار می

براي دو دوره آتی  RCP8.5و سناریوي  CMIP5مدل اقلیمی گزارش پنجم  4از  ،برخوردار است. در این پژوهش براي پیش بینی بارش و دماي آینده
ها از روش و براي ریزمقیاس سازي داده MOTPاستفاده گردید و براي کاهش عدم قطعیت مدلهاي اقلیمی از روش  2053-2085و  2020-2052شامل 

و  )IHACRES(از مدلهاي نیمه مفهومی ایهکرس  ،رودبر میزان رواناب رودخانه خرمعامل تغییر استفاده شد. سپس به منظور برآورد اثرات این پارامترها 
و زبان برنامه   )Learn-Scikit( مدل داده محور شبکه عصبی مصنوعی چندلایه استفاده گردید. مدل شبکه عصبی با استفاده از کتابخانه سایکیت لرن

درصد و در دوره دوم   8/ 18رود در مدل ترکیب وزنی در دوره اول نویسی پایتون نوشته و اجرا شده است. نتایج نشان داد بارش در حوضه رودخانه خرم
سنجی در مدل  ی و صحتدهد. پارامتر آبدهی در دوره واسنجدرجه سانتی گراد افزایش را نشان می 22/4و  85/1درصد کاهش و دما به ترتیب  75/9

 ساتکلیف-و ضریب نش   (R)تعیین، ضریب (MAE) میانگینمطلق، خطاي(RMSE) خطامربعاتمیانگین پارامترهاياز لحاظ معیارهاي ارزیابی  ایهکرس
(NSE)  پیش بینی براي هر دو دوره با هر دو  ،ولی به دلیل اختلاف کم این تغییرات  ، به مدل شبکه عصبی مصنوعی عملکرد بهتري داشته است نسبت

درصد نسبت به   3/20درصد و در دوره دوم  72/12آبدهی در آینده در مدل ایهکرس در دوره آتی اول  که است از آن مدل انجام شده و نتایج حاکی
 دهد. درصد کاهش را نشان می  97/6درصد و  12/2د کاهش و در مدل شبکه عصبی مصنوعی به ترتیب وضعیت موجو 
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A B S T R A C T  
 

Energy crisis in the world motivates countries to hire new and renewable energies. One of 
the main and valuable renewable sources of energy is agricultural waste. This is widely 
disposed of through the world during the harvest, packing, and transportation. In many 
countries, agricultural waste is considerably weighty. Nonetheless, most of that is used for 
animal feed or herbal fertilizer and no useful value is added. Despite its location in an arid 
region, Iran produces various citrus, cereals, and vegetables in high tonnage. The waste of 
the agricultural product, especially those disposed of by the food processing industries, such 
as fruit juice factories, remains also useless. The potential of the residues to extract biofuel 
is investigated in the current experimental study. Six samples of abundant agricultural 
products in Iran are chosen: sugarcane, grape, potato, orange peel, date, and mulberry. The 
processes of pretreatment, hydrolysis, and fermentation are performed and the extracted 
juice is directed to the distiller to gather bioethanol. To evaluate the distilled juice purity, a 
gas chromatography test is carried out. It is shown that date and mulberry can produce a 
maximum of 29.5 and 23 ml (ethanol)/100 g (dry waste) as the most efficient agricultural 
products. 
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 چکیده

 ي کشـاورز ي دهند. پسـماندها نشان ي انرژ ریدپذیو تجد دیبه استفاده از منابع جد ي شتریب لیاست که کشورها تما در جهان باعث شده ي بحران انرژ
 نقـلوو حمـل ي بنـدبرداشـت، بسـته حـینپسـماندها در  نینمود. ا یمعرف ریدپذیجدت ي هاي و ارزشمند انرژ یاز منابع اصل یکیبه عنوان  توانیرا م

   تولیـد یتـوجه بـه مقـدار قابـل ي کشـاورز ي از کشورها، پسماندها ي اری. در بسشوندیبه طور گسترده در سرتاسر جهان دفع م ،ي محصولات کشاورز
 ایـرانکشـور  کهنیا رغمی. علرندیگیمورد استفاده قرار م یاهیگ ي کودها ایدام  ي به عنوان غذا ،ي اهرگونه ارزش افزوده جادیو عموماً بدون ا شوندمی

. حجم قابل دینمایم دیرا تول جاتیمانند مرکبات، غلات و سبز ي از محصولات کشاورز یتوجهقابل زانیاست، سالانه م خشک قرار گرفته ي ادر منطقه
بـه صـورت  ،طبیعـی ي هـاوهیآب م دیجات تولمانند کارخانه ،ییمواد غذا ي فرآور ي هامحصولات، مخصوصاً پسماند شرکت نیا ي از پسماندها یتوجه

منظـور،  ایـناست. به  شده یپسماندها بررس لیقب نیاز ا ها،سوختستیاستخراج ز لیپتانس ،یتجرب ي مطالعه نی. در اشوندیم ختهیبلااستفاده دور ر
و  خرمـاپوسـت پرتقـال،  ،زمینـیسـیبانگور،  شکر،یاست: ن شده ي جمع آور شوندیبه وفور کشت م رانیکه در ا ي شش نمونه از محصولات کشاورز

 نـدآیهـا پـس از گذرانـدن فرو محصـولات آن است پسماندها صورت گرفته ي بر رو ریکافت و تخمآب ،ي فرآور شیپ ي ندهاآیمطالعه، فر نیتوت. در ا
در  همچنـیناسـت.  استفاده شده ي گاز یکروماتوگراف آزمایششده، از  ریتقط عیخلوص ما یابیاند. به منظور ارزشده لیتبد اتانول به  ماًیمستق ،تقطیر

هـر صـد  ي اتـانول بـه ازا تریلیلیم 23و  5/29 بیاند به ترتپسماندها توانسته نیترعنوان پربازدهتوت به  است که خرما و مطالعه نشان داده شده این
 .کنند دیگرم از پسماند خشک تول
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