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A B S T R A C T  
 

This paper deals with the problem of maximizing the extracted power from a wind turbine in the presence of 
model uncertainties and input saturation. An adaptive second-order integral terminal sliding mode speed 
control method is utilized to address this problem. The presented method benefits from the advantages of 
several control techniques, i.e., adaptability, robustness, finite-time convergence, and the capability of coping 
with the input saturation. The robust nature of the designed controller causes its high performance in facing the 
uncertainties in the wind turbine model. In this paper, to compensate for the effect of input saturation, an 
auxiliary dynamic variable is added to the tracking error and also an adaptation law is designed so that the 
finite-time convergence of the closed-loop system can be achieved. Moreover, to reduce the mechanical 
stresses which are the result of the chattering phenomenon, a second-order sliding surface is employed. The 
finite-time convergence of the designed controller has been proven by the Lyapunov stability theorem in 
which the finite-time convergence of the tracking error to zero is guaranteed. Finally, to illustrate the 
effectiveness and satisfactory performance of the proposed controller, two comparative simulations are carried 
out. The results of this comparison show that the proposed controller has less error to track the optimal speed 
and when the model uncertainties and input saturation occur in the wind turbine system, the proposed 
controller is almost 3 % more efficient than the existing controllers. 
 

https://doi.org/10.30501/jree.2020.224180.1093 

1. INTRODUCTION1 

Using renewable energy sources such as wind, sea waves and 
solar systems have been intensely growing in recent years. 
These energy sources are great alternatives for other sources 
of energy which are mainly based on fossil fuels. Wind energy 
is an attractive resource which has received a great amount of 
attention because it is clean and also commonplace [1]. Two 
important and main objectives in the harvesting of the wind 
power are first, the extraction of the maximum power of the 
wind and second the reduction of the mechanical stress on the 
wind turbine. These two goals can be achieved thanks to the 
control strategies that are developed for various operation 
regions of the wind turbines. As shown in Fig. 1 four different 
operation regions can be defined for power extraction of the 
wind, using variable speed wind turbines (VSWTs). Regions 1 
and 4 are in the middle of the cut-in and cut-out wind speed. 
Since the extracted wind power, is less than the losses in this 
state, it is necessary to turn-off the turbine and disconnect it 
from the grid in Region 1. However, in Region 4, the wind 
speed is so high that, the wind turbine may get damaged; 
hence, the wind turbine should be turned off.  In Region 2, the 
wind speed is between the cut-in and nominal wind speed; in 
this region, the maximum power point tracking (MPPT) 
strategy is implemented to extract the maximum power from 
the wind power. In a wind turbine, the generator torque and 
the pitch angle are used to control the wind turbine velocity. 
                                                           
*Corresponding Author’s Email: brezaie@nit.ac.ir (B. Rezaie) 
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To harvest the maximum power, in Region 2 the torque of the 
generator is used as the control input and the blade pitch, is 
considered to be constant. Region 3 is between the nominal 
and cut-out speed of the wind and to prevent the turbine to get 
damaged the pitch angle is used to control the system for 
regulating the wind turbine power at its rated value [2, 3]. In 
the literature, to control the harvested energy of the wind in 
VSWT, linear control methods like proportional-integral (PI), 
proportional-integral-derivative (PID) [4, 5], linear robust 
control [6-7], linear-quadratic (LQ) and linear-quadratic-
Gaussian (LQG) [8-9] have been proposed. In these methods, 
the wind turbine model, is considered to be linear, however, in 
the wind turbine system there are unknown disturbance 
sources, uncertainties and highly nonlinear terms and the 
proposed methods cannot guarantee the robustness of the 
closed-loop system against these problems. When 
uncertainties and disturbances have high variations, these 
methods not only have poor performances, but also the 
stability of the closed-loop system cannot be guaranteed and 
also high precise results cannot be achieved [1, 3, and 10]. 
   In order to make sure that the wind turbine system is stable 
in the presence of nonlinearities, uncertainties and 
disturbances, some of the more efficient nonlinear methods 
like sliding mode control (SMC) [3, 11], adaptive 
backstepping control [12] and robust nonlinear control [13] 
have been implemented. In [3], a sliding mode controller has 
been designed for maximizing the extracted power in a large 
scale variable speed wind turbine. In [11], an integral sliding 
mode controller and a PI controller have been designed for 
Regions 2 and 3 respectively, so that the generator torque is 
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used to maximize the harvested power and the pitch angle is 
used to keep the wind turbine power at its rated power. 
Reference [12] presents a control scheme for a doubly-fed 
induction generator (DFIG) which is based on the adaptive 
pole placement control method which is an extension of the 
backstepping control method. To improve the output wind 
turbine power and also take into account the unknown 
disturbance sources and uncertainties, robust H∞ controller in 
combination with a PID controller has been presented in [14]. 
In [15], a neural network-based adaptive controller for Region 
2 and 3 is designed so that the smooth transition between two 
modes can be ensured and the Radial-Basis-Function (RBF) 
Neural Network (NN) estimator is also utilized to approximate 
the uncertainties and disturbances in an adaptive control 
method. In this method to achieve the asymptotically stability, 
a restrictive assumption has been made on the wind turbine 
speed. Chattering problem, poor performance against the 
model parameter variation, low ability in the disturbance 
rejection and the lack of asymptotic stability are the 
disadvantages of these methods, respectively. 
   It is well known that the SMC method is robust against the 
different types of uncertainties and disturbances. However, it 
is not very sensitive to the variation of the system parameters. 
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Rated Power
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Cut-out Speed
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Figure 1. Four operating regions of wind turbine. 
 
   Therefore, this method has been developed for a variety of 
systems like power systems [16], electrical machines [17] and 
spacecrafts [18]. Since, in the wind turbine system, many 
dilemmas such as nonlinear sources, disturbances and 
parameter uncertainties exist, so by applying this controller to 
the wind turbine, satisfactory results can be achieved. There 
are two important steps in the SMC method which include: (a) 
selecting a suitable sliding surface; (b) designing the control 
input so that the system state variables reach to the sliding 
surface. In the traditional SMC method, only asymptotic 
stability can be provided and the convergence of the tracking 
error to zero will not be ensured in the finite time [19]. In the 
second region, to improve the maximum extraction of the 
wind power, an optimal speed for rotor is needed. Hence, by 
exploiting large control effort, it is possible to obtain a faster 
convergence in control schemes with high precision, which is 
severely adverse in practical applications. However, 
implementing the terminal SMC (TSMC) with nonlinear 
terminal sliding surface can be a proper solution for the 
aforementioned problem. In the TSMC method, near the 
equilibrium point of the system, the singularity problem 
occurs and non-singular TSMC (NTSMC) can solve this 
problem [20]. Moreover, the chattering phenomenon appears 

if the TSMC approach is implemented and it is because of the 
excitation of unmodeled dynamics of the system with high 
frequency which causes actuators to get damaged [21]. A 
conventional technique to reduce the chattering phenomenon 
is substituting the sign function with saturation or sigmoid 
function which causes a steady-state error. Another approach, 
so-called as the higher-order sliding mode method, has been 
presented in reference [22] instead of the switching signal 
which can wipe out the chattering phenomenon. Furthermore, 
the tracking error convergence in finite-time is guaranteed by 
the higher-order sliding mode. Reference [23] implements the 
combination of two sliding surfaces, including the nonlinear 
terminal and PID sliding surface, to design the second-order 
fast TSMC. In the aforementioned paper, the uncertainty in 
the power coefficient model, and saturation in the 
electromagnetic torque has not been considered in the 
controller design procedure. 
   Another common problem in the control systems is the 
saturation nonlinearity in actuators which occurs because of 
the physical limitations and safety considerations. When the 
saturation occurs, the control input cannot be greater than its 
maximum and minimum limits, which not only does it reduce 
the performance of the system but can also cause instability in 
some cases. This issue has attracted a lot of attention in 
researchers which has led to the development of some 
methods to compensate for the input saturation. To 
compensate for the input saturation in a linear system the anti-
windup compensator is an effective method. Reference [24] 
has presented the anti-windup PID control architecture for the 
linear systems. An investigation on the stability analysis for 
the problem of anti-windup design for a class of systems with 
discrete-time and time-varying, norm-bounded uncertainties 
and saturating actuators has been conducted by Zhang et al in 
[25]. When the saturation problem occurs in a nonlinear 
system, to design the actual input control law, usually there 
are two solutions available. The first solution is based on 
using the mean-value theorem to convert the input control to 
an affine form [26-28]. The second solution is based on 
defining an augmented error between the actual control input 
and the saturated control input and then designing an auxiliary 
dynamic variable to compensate for this error [29-32]. The 
previous researches studied the problem of input saturation in 
general systems and provided solutions to compensate for 
saturation. However, due to the safety considerations in 
Region 2 (the current limitation in electrical subsystem) and 
the physical limitations in Region 3 (limitation on the pitch 
angle because of limitation in servo actuator) in a wind turbine 
system, it is necessary for the saturation to be considered in 
the control input. Therefore, research on the design of an 
appropriate controller to compensate for the input saturation, 
especially for a wind turbine system seems to be a necessity. 
Reference [33] proposed an input-output feedback 
linearization nonlinear current controller to maximize the 
generated power in an Interior Permanent Magnet 
Synchronous Generator (IPMSG) driven by a wind turbine 
involved in magnetic saturation. In references [34, 35] to 
maximize the captured generated power in a variable speed 
wind turbine, the discrete sliding mode control is used. In 
these papers the saturation limitation is considered in the 
control input and to tackle this problem, in [34] the 
backstepping scheme is employed to construct an appropriate 
sliding surface that can guarantee the stability of the control 
system. In [35], the gains of the controller are designed using 
the Linear Matrix Inequality (LMI) so that the closed-loop 
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stability of the controller can be guaranteed in the presence of 
the input saturation. In this paper in order to have a linear 
system for easier controller design, it is assumed that the 
aerodynamic torque is a linear function. Reference [36] has 
developed a PI controller to control the current of a PMSG-
based wind energy conversion system so that the presented 
controller has a good transient and asymptotically stability in 
the presence of the input saturation. References [33-36], have 
often either designed a linear controller only for the electrical 
subsystem of the wind turbine, or have assumed that the 
system is linear, and have designed a discrete-time sliding 
mode controller for the mechanical subsystem of the wind 
turbine. 
   Given that in the wind turbine both of the uncertainties and 
input saturation can occur, therefore considering the 
aerodynamic and mechanical model of the wind turbine with 
both uncertainties and input saturation is more general in 
practical applications. Moreover, to achieve a better precision 
and efficiency in the power generation, designing a controller 
with finite-time convergence for this model is very 
challenging. To the best of the authors’ knowledge, according 
to the literature, the consideration of the uncertainties in the 
power coefficient and the dynamic model of the wind turbine 
as well as the consideration of the input saturation has not 
been studied. Based on the previous studies, the design of a 
high-precision robust controller with finite-time convergence 
has not been investigated yet. Therefore, designing a 
controller with a good performance against the model 
uncertainties and the input saturation, while the finite-time 
convergence is provided and the chattering and mechanical 
stresses problems are mitigated, can be very useful and 
efficient. 
   The main contribution of this paper is to propose a strategy, 
based on an adaptive fast TSMC in Region 2 of the operation 
area in the presence of the input saturation. At first, to reduce 
the mechanical stresses and to mitigate the chattering 
phenomenon, a second-order PI terminal sliding surface is 
considered. The integral term in the sliding surface can help to 
eliminate the steady-state error. Then, to ensure the finite-time 
convergence of the tracking error to zero, a nonlinear terminal 
surface is employed. Moreover, by adding a compensating 
variable to the tracking error, the second-order PI sliding 
surface is modified so that the input saturation can be 
compensated. The adaptation law for this dynamic 
compensating variable is designed so that the finite-time 
stability of the closed-loop system can be achieved. The 
simulation results show the superiority of the proposed 
scheme compared to the existing methods. The advantage of 
the proposed scheme is its ability to face the uncertainties in 
the model of the wind turbine as well as the input saturation 
which usually occurs in practice. 
   The outline of this paper is as follows. In Section 2, the 
wind turbine model is introduced. Section 3 presents the 
controller design procedure. The simulation results are given 
in Section 4. Finally, a conclusion for the proposed controller 
is presented in Section 5. 
 
2. WIND TURBINE 

As shown in Fig. 2, four subsystems can be considered to 
study the wind turbine characteristics. These subsystems are 
pitch servo subsystem, generator dynamic, aerodynamic 
subsystem and mechanical subsystem [37]. 

It is imperative to understand the principle of the wind turbine 
performance. According to Fig. 2, the wind speed causes the 
aerodynamic torque in the aerodynamic subsystem. To 
increase the efficiency of VSWT, some strategies such as flow 
control techniques [38, 39] can be utilized in this subsystem. 
As a result of the aerodynamic torque, the wind turbine blades 
start to rotate and this rotation leads to an angular velocity in 
the rotor side of the mechanical subsystem. The wind turbine 
and the generator are linked to each other via a gearbox thus, 
the generator shaft rotation speed, is higher than the rotor and 
the rotation of the generator leads to an electrical power in its 
output. To control the output electrical power, the 
electromagnetic torque and the pitch angle are used. To 
implement the maximum power point tracking strategy, the 
electromagnetic torque is used to capture the maximum power 
from the wind turbine in Region 2 and to fix the output power 
at its rated value in Region 3, the pitch servo subsystem is 
used. The servo subsystem increases the pitch angle by 
rotating the blades and as a result, the input aerodynamic 
torque is reduced and thus, the output power can be regulated 
at the nominal power. 
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Generator 
Dynamics
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Figure 2. VSWT structure. 

 
   The wind turbine captures the wind power or the 
aerodynamic power. This power is a function of two 
parameters; the wind speed V(t)  and the power coefficient 
Cp, and the power coefficient itself depends on both the blade 
pitch angle β  and also the tip speed ratio λ . To calculate the 
aerodynamic power, the following equation can be used [40]: 

2 3
a p

1P R C ( , ) V (t)
2

= ρp λ β
 

(1) 

   In this equation, ρ represents the air density and R is the 
radius of the wind turbine rotor. In order to have a clear 
understanding of this equation, it is necessary to mention that 
the tip speed ratio λ is defined as: 

rR
V
ω

λ =
 

(2) 

where ωr is the rotor speed. Therefore, the torque generated by 
the wind turbine is expressed as: 

p3 2a
a

r

C ( , )P 1T R V
2

λ β
= = rp
ω λ  

(3) 

   Due to the inherent uncertainties, the power coefficient is 
considered as follows: 

p P PC ( , ) C ( , ) C ( , )λ β = λ β + ∆ λ β
 

(4) 

where PC  and PΔC (λ,β ) are certain and uncertain terms of 
the power coefficient which are defined in Appendix A. 
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Note that, if the tip speed ratio has an optimum value, the 
power coefficient will be maximum that leads to maximum 
power extraction. To fix the tip speed ratio at its optimum 
value, the wind turbine speed should be controlled according 
to the input wind speed. To design an appropriate controller at 
first the dynamic model of the wind turbine should be 
described. As shown in Fig. 3, the model of the two-mass 
wind turbine is defined as follows [40]: 

r r a ls r r

g g hs e g g

J T T D
J T T D
ω = − − ω

ω = − − ω




 

(5) 

where ωr, ωg and ωLs are the rotor, generator and low speed 
shaft angular velocities, respectively. Te is the electromagnetic 
torque, Ths is the high speed shaft torque and Tls is the shaft 
torque in low speeds which is also known as the brake torque, 
and can be defined as: 

( ) ( )ls ls r ls ls r LsT k D= θ − θ + ω −ω  (6) 

where lsθ  and rθ  are the gearbox side and rotor side angular 
deviations, respectively. 

 

Ta

ωr Jr

Tls Kls

Dls

Dr
Dg

ng

Ths Te

ωg
Jg

 
Figure 3. Two-mass wind turbine schematic. 

 
   Moreover, Jg, Jr are the generator and the rotor inertias, 
respectively. In addition, Dr, Dg and Dls are the external 
damping coefficients of the rotor, the generator and the 
damping coefficient of the low speed shaft respectively. 
Moreover, ng is the gearbox ratio which is defined as: 

g gLs
g

Ls hs Ls

T
n

T
ω θ

= = =
ω θ  

(7) 

   Using (9), (10) and (11), it can be obtained that: 

t r a t r gJ T D Tω = − ω −
 (8) 

where, 2
t r g gJ =J +n J  is the turbine total inertia, 2

t r g gD =D +n D  

is the total external damping of the turbine and g g eT =n T  is 
the torque of the generator in the rotor side. 
   Dt and Jt are considered to be uncertain with unknown 
bounds based on the deviation with respect to the rated values, 
i.e.: 

t

t

t t t t D

t t t t J

D D D , D

J J J , J

= + DD  ≤ρ

= + DD  ≤ρ
 

(9) 

where tJ  and tD  are the rated values. Moreover, 
tJρ and 

tDρ
are known constants with positive values. 

   Considering (3), (4) and (9), we can rewrite (8) as: 

( )r a t r g e r
t

1 [T D n T d , , V, ]
J

ω = − ω − + λ β ω

 
(10) 

where: 

( ) ( )

( )

3 2P
r t r

3 2t P
t r g e

t t

C ( , )
d , ,V, [0.5 R V D t ]

J C ( , )
[0.5 R V D t n T ]

J J

D λ β
λ β ω = rπ − D ω

λ
D λ β

− rπ − ω −
+ D λ

 (11) 

   And aT is the rated aerodynamic torque and is defined as 
follows: 

3 2P
a

C ( , )
T 0.5 R V

λ β
= ρπ

λ  
(12) 

   The overall system parametric uncertainty is shown by the 
term, d(λ, β, V, ωr) depending on (A.3) in Appendix A and 
(9). Inherent physical limitations of a practical wind turbine 
can cause the wind speed, the rotor speed and the blade pitch 
angle to have bounded ranges [41]. Thus, by considering (A.3) 
and (9), it can be assumed that there is a positive constant like
δ >0 so that the overall system parametric uncertainty can be 
bounded as: 

( )rd , ,V, , 0λ β ω ≤ d d >
 

(13) 

   As it is known, in region 2 in wind energy systems, 
generator torque or electromagnetic torque is used as the 
control input to control the wind turbine output power. This 
torque has a relationship with the current of the generator. 
Therefore the control input cannot be very large because a 
large control input causes a great increase in the amount of the 
current, and this can damage the generator. So, it is necessary 
to have a limitation for generating the control input torque for 
safety purposes. In other words, the control input should be 
practically feasible and have a reasonable range. Therefore, 
due to physical limitations and safety purposes [35], in this 
paper, it is assumed that the generator torque has saturation 
limitation as follows. 

max max

max

e e
e

e

sign(u(t)) T , u(t) T
T sat(u(t))

u(t) , u(t) T

 × >= = 
≤  

(14) 

where 
maxeT  is the maximum safe torque that can be applied 

to the system and u(t)  is the control input that needs to be 
designed. 
   The control objective is to maximize the extracted power 
from the wind which depends on the power coefficient, and 
the power coefficient itself depends on λ and β. Therefore, 
based on the power coefficient curve, as shown in Fig. 4, 
maximum of cp can be computed based on λopt and βopt. 
Furthermore, ωropt  can be calculated based on the wind speed 
variations. The power coefficient curve is drawn based on 
(A.1) for various pitch angles and is illustrated in Fig. 4 and it 
can be seen that, the maximum value of cp occurs at β = 0 . 
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( ) maxP opt opt PC , Cλ β =
 (15) 

opt

opt
r

V
R

λ
ω =

 
(16) 

 
Figure 4. Power coefficient ( )PC λ,β  versus tip-speed ratio in 

different pitch angle. 
 
   Note that in this paper, like many other papers, the generator 
dynamic (Electrical Model) is not taken into account which 
can be considered as a future work to address the problem of 
input saturation by considering the generator dynamic. It is 
worth to note, in this paper, similar to many works in the field 
of the MPPT strategy for the wind turbine, the speed control is 
investigated and direct power control is not considered. So 
according to the wind speed in region 2 and power coefficient 
curve (according to (A.1)), to achieve the maximum power, 
we should apply a generator torque to the wind turbine 
(according to (5)) that can regulate the turbine speed at its 
optimum value corresponding to the wind speed at each 
instant. Therefore, the power coefficient will has its maximum 
value, and the maximum power can be extracted from the 
input wind power. It is worth noting that in this strategy, the 
wind power is converted to the generator speed and there is no 
direct conversion between the generator torque and the wind 
power because the generator torque is determined by the 
controller. 
   Before presenting the controller design procedure, the 
following Lemma needs to be introduced. This Lemma is 
defined to prove the finite-time stability of the closed-loop 
system after applying the proposed controller. 
 
Lemma 2.1 [42]: For any positive-definite function V(t)
which fulfills a differential inequality as: 

V(t) V(t) V (t) 0+α +β ≤
 (17) 

where α and β are two positive coefficients, and   is a 
fraction of two odd positive numbers with 1 > >0 , for the 
certain time 0t , note that the aforementioned function V(t), 
converges to zero in the finite-time rt  as: 

1
0

r 0
V (t )1t t ln( )

(1 )

−α +β
≤ +

α − β



  
(18) 

 
3. CONTROLLER DESIGN 

In this section, an adaptive second-order fast TSMC 
(SOFTSMC) is designed for harvesting the maximum power 

in a wind turbine (WT) system subjected to input control 
limitation. This method is performed in two main steps. First, 
the sliding surface is defined and in the second step, by 
considering the sliding dynamics, a controller is designed such 
that the tracking error will converge to zero in finite-time. In 
the first step, a fast terminal sliding surface is considered as 
below that can ensure that the sliding surface converges to 
zero in finite-time: 

p
q

1 2 3(t) k s(t) k s(t) k s(t)s s ss = + +   
(19) 

   Note that 1σk  and 3sk  are positive design parameters. In the 
second step, to decrease the mechanical stresses and mitigate 
the chattering and also to eliminate the steady state error, a 
second-order integral terminal sliding dynamic equation is 
considered as: 

p
qt

p I 1I 2I0s(t) s(t) k z(t)) k (k z( ) k z( ))d+ γ = + t + t t∫
 

(20) 

where z(t) = e(t) + η(t) . e(t)  and η(t)  are tracking error and 
auxiliary dynamic variables, respectively. Note that η(t)  is 
considered to compensate for the effect of input saturation. To 
achieve the finite-time convergence for the tracking error, the 

term 
p
q

z(τ)  has been added into the sliding surface, where γ ,

pk , Ik , 1Ik  and 2Ik  are positive design parameters. In 
addition, p  and q  are arbitrary positive odd constants so that 
the following inequality holds: 

1 p 1
2 q
< <

 

(21) 

   The speed tracking error is defined as: 

optr d r re(t) (t) (t) (t) (t)= ω −ω = ω −ω
 

(22) 

where 
optrω  is the required rotor speed to achieve the 

maximum power in the wind turbine system. 
   As it is known, the conventional sliding surface is a 
combination of the error and the derivative of the error; 
however, by adding the integral of error and constructing a 
PID sliding surface, the steady-state error converges to zero. 
In [23], a PID second-order sliding surface has been used. In 
the proposed method, by adding the derivative of the sliding 
surface to the right hand side of the conventional PID sliding 
surface, not only the advantages of a conventional PID sliding 
surface are provided, but also the chattering is reduced. In this 
paper, a PI second-order sliding surface is employed for two 
reasons; first, the derivative of the tracking error in the 
aforementioned PID second-order sliding surface increases the 
order of the system and secondly, to compute the actual input 
control, the time derivative of the aerodynamic torque and the 
second order time derivative of the optimal rotor speed are 
needed. 
   In this paper, on the contrary to [23], in both aerodynamic 
(Cp) and mechanical models of the two-mass wind turbine, it 
is assumed that the model parameters are uncertain. Moreover, 
in this paper, the input saturation is also taken into account. 
To solve the saturation problem, a compensating dynamic 
term is added to the tracking error, and also the second-order 

0 5 10 15

Tip Speed Ratio ( )

0

0.1

0.2

0.3

0.4

0.5

Po
w

er
 C

oe
ffi

ci
en

t (
C

p
)

=0

=2

=5

=7



H. Dastres et al. / JREE:  Vol. 7, No. 4, (Autumn 2020)   30-43 
 

35 

PI sliding surface is constructed based on this compensating 
variable. Then the adaptation law of this compensating 
dynamic term is designed so that the finite-time convergence 
of the closed-loop system can be ensured. Furthermore, the 
nonlinear integral term of the error, which was added to the 

second-order PI sliding surface, can ensure that the tracking 
error converges to zero in finite-time, while in [23] the 
tracking error is asymptotically stable and converges to zero 
in finite-time. 
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Figure 5. The closed-loop block diagram of the proposed controller. 

 
Theorem 1. In the dynamic model of the wind turbine (10), 
by applying the following control input and also by selecting 
the control parameters such that 1

4
3

α
b > Δu

α
 and 2 2b > α δ  

hold, where Δu is the upper bound of eΔu = T -u , then the 
overall system will be stable and the tracking error will 
converge to zero in finite-time: 

1 2
1

3 3 3 4

1u [ f b (t) b sign( (t)))

b (t) b sign( (t))]

= − − − s − s
α

+α η +α η
 (23) 

where: 

opt

1 2

3 p a t r r
t

p
pq

3 I I
3

1f ( s(t) w) k k T D (t)
J

k
+k k z(t) k z(t)

k

s

s
s

 
 = ϕ −γ + + − w −w  

 
   + + ϕ 
   



 (24) 

p 1
q

1 2 3
pk s(t) k k
q

−

s s sϕ = + − γ
 

(25) 

p
t q

I 1I 2I0w k (k z( ) k z( ))d= t + t t∫  
(26) 

P P
1 g 3 2 3 3 3 P

t t

k k
n k , k , k k

J Jσσσ  α = α = α =
 

(27) 

   Moreover, the adaptation law for the dynamic variable η(t)
which is defined to compensate for the input saturation is 
designed as: 

1
3 4

3
(t) b (t) u b sign( (t))

α
η = − η + ∆ − η

α


 
(28) 

where 3b  and 4b  are positive arbitrary constants. Note that 

4-b sign(η(t))  is added to achieve the finite-time convergence 
in the proposed adaptive controller in the presence of the input 
saturation. 

Proof. See Appendix B. 
   The augmented dynamic variable is designed to compensate 
for the input saturation problem. For a normal case, when the 
input saturation does not occur, this augmented variable is 
stable and converges to zero in the finite-time and when the 
saturation occurs, based on (28), the term Δu  causes that 
η 0≠ , and therefore, according to (23), this variable helps the 
controller for the input saturation compensation. 
   The closed-loop block diagram of the proposed controller is 
shown in Fig. 5. 

 
Figure 6. Wind speed profile. 

 
4. SIMULATIONS 

To demonstrate the performance of the proposed controller 
against the parameter uncertainties and the input saturation, 
various simulations have been employed. The performance of 
the proposed controller is compared with some of the existing 
methods for two cases. In Case 1, the model uncertainties and 
the input saturation are not considered, while in Case 2, 60 % 
of the parameter uncertainty and the input saturation are 
considered. The wind speed in the wind turbine system is 
considered as shown in Fig. 6. Simulations are performed for 
600 seconds, the mean value of the wind speed is 7.5 m/s and 
the turbulence intensity is 18 %. To have smooth signals, the 
optimal rotor speed after passing a low-pass filter is applied to 
the controller. By fitting Eq. (A.1) with the values of pC  for 
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the NREL 5-MW wind turbine, the rated values for ic , 
i=1 … 5  are as below [23]: 

1 2 3

4 5 6

c 0.5176, c 116, c 0.4,
c 5, c 21, c 0.0068
= = =

= = =
 (29) 

   The wind turbine parameters, used in these simulations, are 
selected the same as reported in [23] which are listed in Table 
1. 
   In this paper, the MATLAB software is used to simulate the 
wind turbine model and the designed controller. The model of 
the wind turbine which is described in (5) and (6) is used and 
these differential equations have been implemented in 
Simulink environment. The ode45 solver has been employed 
to solve the differential equations. It is worth noting that the 
wind turbine model in (5) and (6) has been utilized in many of 
the references related to the control of the wind turbine. The 
details about this model and its validation can be found in [40, 
43, 44] and references therein. 
   The proposed method is compared with conventional first 
order SMC (FOSMC) and two strategies that have been 
proposed in [23], named PID second-order SMC (SOSMC) 
and second-order fast TSMC (SOFTSMC). 

 
Table 1. Wind turbine model parameters. 

R 21.65 m 

ρ 1.308 Kg/m3 

Jg 34.4 Kg.m2 

Jr 3.25×105 Kg.m2 

Dr 27.36 N.m/rad/s 

Dg 0.2 N.m/rad/s 

K1s 9.5×103 N.m/rad 

D1s 2.691×105 N.m/rad/s 

Penom 600×105 W 

Temax 3×103 N.m 

βopt 0 deg 

λopt 8.1 - 

ng 43.165 - 

 
   The control law for the FOSMC is designed as: 

t
a t r ropt sw

g t

s e k e
J 1u [ (T D ke) k sign(s)]
n J

= +

 = − w −w + +




   

 

(30) 

   The control parameters for this controller are chosen as: 

k = 2 and ksw = 0.1. 

   The control input for the SOSMC and the SOFTSMC are 
given in (31) and (32), respectively. 

t
p I D0

t
P I D ropt

g D

D tD
a r 1 2

t t

s e k e

s s k e k e( )d k e

J
u [(k k )e k e ( k )

n (k )

( k )D( k )
T ) ] s sign(s)

J J

= +

+ g = + t t +

= g − − + g − ω
− g

g −g −
− + ω −β −β

∫



 

 

 

 (31) 

where p I D 1k =100, γ = 6,k =5,k = 0.1,k =50,β = 0.1  and

2β = 0.1. 

t
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p
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p 1
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P I D ropt

g D

D
a t r sw1 sw2
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s e k e

s s k e k e( )d k e
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p s 1
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J
u [ ( k k ) e k e ( k )

n ( k )

( k )
(T D ) k s k sign(s)]

J

−

= +

+ g = + t t +

s = + +

J = + − g

= − J + − + J+ w
J+

J+
+ − w − −

∫



 



 

 

 (32) 

where 

p I

D sw1 sw2

k 100, 6,k 5,k 0.1,

k 50,k 0.1,k 0.01,p 17

= γ = = =

= = = =
 

and q =19 . 
   Finally, based on (23)-(28), parameters of the proposed 
controller are selected as: 

p I 1I 2I 1 2

3
3 1 2 4

1, k 1, k 1, k 1, k 1, k 1, k 1,

k 1 10 ,b 20,b 0.1,b3 1,b 0.1,p 17
σσ

σ

γ = = = = = = =

= × = = = = =
 

and q =19 . 
   As previously mentioned, the simulations are performed for 
two cases. Case 1 is without the uncertainty and the input 
saturation, while in Case 2 both of the uncertainty and the 
input saturation are considered. 
   Fig. 7 to Fig. 12 illustrates the comparative results of Case 1 
and Fig. 7, illustrates the rotor speed. It is obvious that the 
proposed controller has a better tracking performance 
compared to the existing methods. The proposed controller 
not only has less steady state error but also has a better 
dynamic performance. The generator speed for 4 controllers is 
shown in Fig. 8. The electromagnetic torque that is used as a 
control law is demonstrated in Fig. 9. As shown in the control 
law of the FOSMC, the chattering phenomenon has appeared. 
This can cause serious damage to the wind turbine and the rest 
of the controllers have no chattering. Low-speed shaft torque 
is demonstrated in Fig. 10 and according to this figure the 
Low-speed shaft in the FOSMC controller is involved in 
chattering problem that increases the mechanical stress on 
wind turbine. While, this problem does not appear in the 
proposed controller and also in the SOSMC and the 
SOFTSMC controllers. The electrical power eP that is 
harvested from the wind turbine is depicted in Fig. 11 and the 
maximum power is captured by the proposed controller, and 
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as it can be seen from Figure 11, electrical power has many 
deviations due to the chattering phenomenon. The rotor speed 
tracking error is shown in Fig. 12 and it can be seen that the 

tracking error of the proposed controller is less than the 
others. 

  
Figure 7. Rotor speed for Case 1. Figure 8. Generator speed for Case 1. 

  

  
Figure 9. Electromagnetic torque (control input) for Case 1. Figure 10. Low-speed shaft torque for Case 1. 

  

  
Figure 11. Electrical power for Case 1. Figure 12. Rotor speed tracking error for Case 1. 

 
   As mentioned earlier, given that the existing controllers are 
not designed for a wind turbine model involved in both 
uncertainties in the aerodynamic and the mechanical model as 
well as input saturation in the control law, therefore, due to 
taking into account the aforementioned uncertainties in the 
proposed controller design procedure as well as the design of 
an auxiliary dynamic variable to compensate for the input 
saturation, it is expected that the proposed controller has a 

better performance than the existing controllers in facing the 
aforementioned problems. Therefore, in the second case, the 
superiority of the proposed controller is more distinct than the 
aforesaid controllers. Fig.13 to Fig.18, show the results of 
applying above-mentioned controller to the wind turbine, for 
Case 2. Fig. 13 shows the rotor speed in the presence of model 
parameters uncertainties and input saturation. It is obvious 
that the proposed controller shows a very promising 
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performance and tracks the optimal rotor speed very faster 
than the other controllers which have been mentioned above. 
In Fig. 14, the generator speed for four controllers is shown. 
The electromagnetic torque which is the control input is 
shown in Fig. 15 for various controllers. As it is shown, the 
FOSMC is involved in the chattering. Fig. 16 shows the low-
speed shaft torque for 4 different controllers and as in the 
previous case, the mechanical stresses caused by the 
chattering phenomenon which appeared in the Low-speed 
shaft torque, are reduced in the proposed controller. The 

extracted electric power is depicted in Fig. 17. Moreover, Fig. 
18 shows the rotor speed tracking error. In this figure, the 
tracking error for the proposed controller is less than the other 
aforementioned controllers and the superiority of the proposed 
controller in Case 2 is more evident than Case 1. Therefore, 
the proposed controller not only has good steady-state 
properties, but also has better transient-state properties than 
the existing controllers, in the presence of input uncertainties 
and saturation. 

  
Figure 13. Rotor speed for Case 2. Figure 14. Generator speed for Case 2. 

  

  
Figure 15. Electromagnetic torque (control input) for Case 2. Figure 16. Low-speed shaft torque for Case 2. 

  

  
Figure 17. Electrical power for Case 2. Figure 18. Rotor speed tracking error for Case 2. 
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Finally, performance indices, i.e., integral of the absolute error 
(IAE) and the integral of the square error (ISE) and the 
integral of the time multiply absolute error (ITAE) have been 
calculated for these controllers as presented in the Table 2. It 
can be seen that the proposed controller in all three indices is 
superior to the other three controllers and it should be noted 

that in Case 2 the performance indices for the proposed 
controller are smaller than the others. Thus, the results of the 
proposed scheme are very promising and satisfactory, even 
when input saturation and uncertainties are considered in the 
wind turbine system. However, other existing controllers have 
less performance compared to this controller. 

 
Table 2. Performance indices comparison for different controllers. 

 Case 1 Case 2 

Controller IAE ISE ITAE IAE ISE ITAE 

FOSMC 0.8639 0.0058 228.44 6.9424 1.4379 327.4257 

SOSMC 0.1636 9.3830e-05 47.5803 9.4274 0.1761 2.7936e+03 

SOFTSMC 0.2322 1.7708e-04 65.8714 3.1197 0.0293 870.6477 

Proposed 0.0830 2.7154e-05 23.8139 0.3886 3.8845e-04 95.1887 
 
   The aforementioned performance indices are computed 
using the criteria described by (34). 

2

IAE e(t) dt

ISE e (t)dt

ITAE t e(t) dt

 =
 =
 =

∫
∫
∫  

 

(33) 

   Table 3 is provided to evaluate the performance of the 
proposed controller and conventional existing controllers 
using the aerodynamic and electrical efficiency. Aerodynamic 
efficiency aeroη  and electrical efficiency elecη  can be 
calculated using the following equations. 

f

i

f

i

f

i

f

i

t
at

aero t
aoptt

t
elect

aero t
aoptt

P (t)dt
(%) 100,

P (t)dt

P (t)dt
(%) 100

P (t)dt

η = ×

η = ×

∫

∫

∫

∫

 

 

 

(34) 

where 2 3
aopt pmaxP = 0.5ρ π R C V  is the optimal aerodynamic 

power, elecP  is the electrical power, it  is the initial simulation 
time and ft  is the final simulation time. 

 
Table 3. Efficiency comparison for different controllers. 

 Case 1 Case 2 

Controller aeroη
 elecη

 aeroη
 elecη

 

FOSMC 90.22 88.72 85.233 82.088 

SOSMC 94.357 92.04 89.427 86.781 

SOFTSMC 95.82 93.49 90.119 87.521 

Proposed 96.513 95.65 92.388 90.087 
 
   According to the Table 3, the FOSMC controller has the 
least efficiency in terms of the aerodynamics and electricity. 
However, the efficiency of the SOSMC controller and the 
SOFTSMC controller is almost the same, and the SOFTSMC 
controller is more efficient than the SOSMC controller. It is 
obvious that the proposed controller has the best efficiency 
rather than the existing controllers and by using this proposed 
controller the aerodynamic and electrical efficiency has been 
increased about 3 % in the Case 2. 

5. CONCLUSIONS 

The maximum power extraction from the wind in a wind 
turbine is difficult especially when there are model 
uncertainties in the system and the task becomes more 
challenging when the control input has saturation in its 
amplitude. Sliding mode controller is a suitable control 
method to deal with these inevitable uncertainties. But the 
conventional SMC causes the chattering problem that 
increases the mechanical stress on the wind turbine. By 
designing a second-order sliding mode controller the 
chattering problem can be avoided. However, to achieve high 
efficiency and precision in capturing the power, the terminal 
sliding mode control can provide satisfactory results thanks to 
its finite-time convergence properties. When the control input 
is constrained, the finite-time convergence of the control that 
is designed for normal condition i.e. without the input 
constraint cannot be guaranteed. Therefore, designing a 
controller that has a high precision and efficiency in the 
presence of model uncertainties and input saturation, as well 
as finite-time convergence properties, is practically effective. 
Given that in the previous works, the problem of finite-time 
controller design in the presence of the both uncertainties in 
the aerodynamic and the mechanical model, as well as input 
saturation in the control law, is not considered. However, in 
this paper, unlike the previous works, by considering the 
uncertainties and input saturation simultaneously, a finite-time 
convergent controller has been investigated. In this paper, to 
capture the maximum power, low mechanical stress, and to 
improve the tracking performance of the wind turbine system 
with parametric uncertainties in model and saturation in input, 
an adaptive second-order fast ITSMC has been proposed. It 
has been proven that the designed controller can achieve the 
zero tracking error in the finite-time even when the input 
saturation and the uncertainties of the system parameters are 
present. The augmented dynamic variable that was used to 
compensate for the input saturation was modified so that the 
finite-time convergence is ensured. Numerical Simulations are 
performed for two cases, without the uncertainty and the input 
saturation and with the uncertainty and the input saturation. In 
both cases, the proposed controller yielded satisfactory results 
and in the second case, the superiority of the proposed 
controller has been more evident than the others. As presented 
in Table 3, using the proposed controller in Case 2, the 
aerodynamic and electrical efficiency has been increased by 
almost 3 % compared to the SOFTSMC controller which is 
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the most efficient among the existing controllers. Meanwhile, 
in any kind of controller, the overshoot problem may occur, 
which can cause an illegal speed in the wind turbine, so in 
some applications, it is necessary that it should be guaranteed 
that the speed of the wind turbine can be constrained in a 
prescribed bound. Furthermore, in practical systems, input 
delay, sensors and actuator faults occur where may lead to 
damage to the wind turbine. Apart from that, because of the 
inherent model uncertainties in the wind turbine, designing a 
disturbance observer can reduce the input electromagnetic 
torque and the low-speed shaft torque significantly. Since in 
the existing controller these limitations are not considered, 
then the future works can concern the controller design in the 
presence of state constraint, the robust fault-tolerant control 
and input delay and disturbance observer design for the wind 
turbine system. 
 
6. ACKNOWLEDGEMENT 

The authors would like to acknowledge the support of the 
Babol Noshirvani University of Technology through Grant 
No. BNU/370632/2020. 
 
NOMENCLATURE 

Cp Power coefficient 

β Blade pitch angle 

λ Tip speed ratio 

ρ Air density 

R Wind turbine rotor radius 

ωr Rotor angular velocity 

ωg Generator speed 

ωLs Low speed shaft angular velocity 

Te Electromagnetic torque 

Ths High speed shaft torque 

T1s Low speed shaft torque 

θ1s Gearbox angular deviation 

θr Rotor angular deviation 

Jg Generator inertia 

Jr Rotor inertia 

Dr Rotor damping coefficient 

Dg Generator damping coefficient 

D1s Low speed shaft damping coefficient 

ng Gearbox ratio 

Jt Total inertia of the turbine 

Dt Total external damping of the turbine 

Tg Generator torque in the rotor side 
Abbreviations 

VSWT Variable speed wind turbine 

MPPT Maximum power point tracking 

PI Proportional-integral 

PID Proportional-integral-derivative 

LQ Linear-quadratic 

LQG Linear–quadratic–Gaussian 

SMC Sliding mode control 

ISMC Integral sliding mode control 

TSMC Terminal sliding mode control 

ITSMC Integral terminal sliding mode control 

NTSMC Non-singular terminal sliding mode control 

FOSMC First order sliding mode control 

SOSMC Second order sliding mode control 

SOFTSMC Second-order fast terminal sliding mode control 

WT Wind turbine 

IAE Integral of absolute error 

ISE Integral of square error 

ITAE Integral of time multiply absolute error 

DFIG Doubly-fed induction generator 

NN Neural network 

RBF Radial-basis-function 

IPMSG Interior permanent magnet synchronous generator 

LMI Linear matrix inequality 
 
APPENDICES 

Appendix A. Power coefficient properties 

The power coefficient of the wind turbine Cp can be expressed 
as follows: 

5

i

c
2

p 1 3 4 6
i

3
i

c
C ( , ) c ( c c )exp ( ) c

1 1 0.035
0.08 1

−
λλ β = − β− + λ

λ

= −
λ λ + β β +

 (A.1) 

   The coefficients ci, i= 1…5 are based on two parameters. 
The first parameter is the shape of the wind turbine blades and 
the second parameter is the aerodynamic performance of the 
blades. These coefficients are considered to be uncertain as: 

i i ic c c i 1,2,...,5= + ∆ =  (A.2) 

   It is also assumed that the uncertainties ic i 1, 2,...,5∆ =  are 
bounded with unknown bounds as follows: 

ii cc∆ ≤ ρ  (A.3) 

where 
icρ  are the unknown positive constants. 

   Thus, the following functions can be defined: 
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Therefore, the power coefficient can be rewritten as: 

p P PC ( , ) C ( , ) C ( , )λ β = λ β + ∆ λ β (A.5) 

 
Appendix B. Proof of theorem 1 

To analyze the stability and the finite-time convergence of the 
proposed controller, consider the following Lyapunov 
function: 

21V (t)
2

= σ  (B.1) 

   Differentiating V with respect to time yields: 

V (t) (t)= σσ    (B.2) 

   Using (19), we have: 

p 1
q1

2 3

p 1
q1

2 3

k p
(t) s(t) s(t) k s(t) k s(t)

q

k p
        = ( s(t) k )s(t) k s(t)

q

−
s

s s

−
s

s s

s = + +

+ +

  

 

 (B.3) 

   Moreover, from (20), (B.4) is obtained as: 
p
q

p I 1I 2Is(t) s(t) k z(t) k (k z(t) k z(t))= −γ + + +    (B.4) 

   For simplification, the terms 
1I I 1Ik k k=  and 

2I I 2Ik k k=  are 
defined. By substituting (B.4) into (B.3), (B.5) is obtained as: 

1 2

p 1
q1

2 3 p

p
q

I I 3

k p
(t)=( s(t) k k )s(t) (k z(t)

q

k z(t) k z(t)) k

−
s

s s

s

s + − γ +

+ +

 

 (B.5) 

   On the other hand, the time derivative of z(t)  can be 
calculated as follows: 

opt

opt

r r

a t r g e r r
t

z(t) (t) (t) (t)

1 T D n T d( , ,V, ) (t) (t)
J

= ω −ω +η

 = − ω − + λ β ω −ω +η 

  

 
 (B.6) 

   Replacing (20) into (B.5), gives: 

p
q

1 2

p 1
q

1 2 3 P

t
I 1I 2I0

p
q

3 p I I

p(t)=(k s(t) k k ) ( s(t) k z(t)
q

+k ( (k z( ) k z( ))d ))

+k (k z(t) k z(t) k z(t))

−

s s s

s

s + − γ × −γ +

t + t t

+ +

∫





 
(B.7) 

   By substituting (25), (26) and (B.6) into (B.7), it can be 
obtained that: 

opt

1 2

opt

1 2

3 p a t r g e r
t

3 p r

p
pq

3 I I
3

3 p a t r r
t

p
pq

3 I I
3

(t)= ( s(t) w)

1k k T D n T d( , ,V, )
J

k k [ (t) (t)]

k
k k z(t) k z(t)

k

1= ( s(t) w) k k T D (t)
J

k
+k k z(t) k

k

s

s

s
s

s

s

s ϕ −g +

 
 + − w − + λ β w  

 
− w + η

   + + + ϕ 
   

  ϕ −g + + − w −w   

 + +





 



p
g 3 e

t

3 p
3 p r

t

k
z(t) n k T

J

k k
k k (t) d( , ,V, )

J

s
s

s
s

   
ϕ −   

   

+ η + λ β w

 

(B.8) 

   Using (24) and (27), (B.8) becomes: 

3 pP
g 3 e r 3 p

t t

1 e 2 r 3

1 1 2 r 3

k kk
(t) f n k T d( , , V, ) k k (t)

J J
f T d( , , V, ) (t)
f u u d( , , V, ) (t)

σ
σσ

 
σ = − + λ β ω + η 

 
= −α +α λ β ω +α η

= −α −α ∆ +α λ β ω +α η







 
(B.9) 

   By replacing (23), (30) and (B.9) into (B.1), (B.2) can be 
written as: 

( )1 2 2 rV (t) b (t) b sign ( (t)) d( , , V, )= s − s − s +α λ b ω  (B.10) 

   Using (13), the following inequality is derived: 

2 r 2 r

2

(t)d( , , V, ) (t) d( , , V, )

(t)

α σ λ β ω ≤ σ α λ β ω

≤ σ α d
 (B.11) 

   Considering (B.11), (B.10), the following inequality holds: 
1
2

1 2V 2A V 2A V≤ − −  (B.12) 

where 1 1A b= and 2 2 2A b= −α δ . 

   Using (B.12) and according to Lemma 2.1, the time that it 
takes for V to tend to zero can be calculated as: 

1
2

1 0 2
r 0

1 2

2A V(t ) 2 A1t t Ln
A 2 A

 
 +

= +  
 
 

 
 

(B.13) 

when V converges to zero, based on (B.1), (t)σ becomes zero, 
i.e.: 

p
q2 1

3 3

k k
s(t) s(t) s(t) 0

k k
s s

s s
+ + =  (B.14) 

   Using (B.14) and Lemma 2.1, the time, that it takes for s to 
become zero, can be calculated as below: 
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1

p1
q

3 2 r 1
s r

2 1

k q k s(t ) k
t t Ln

k (q p) k

−

s s s

s s

 
 +

= +  
−   

 

 (B.15) 

when S converges to zero, consequently s  tends to zero and 
based on (20), it can be deduced that: 

p
q

p

t
I 1I 2I0

s(t) s(t) k z(t)

k (k z( ) k z( ))d 0

+ γ =

 
 + t + t t =
 
 
∫



 (B.16) 

   By differentiating (B.16), the following equation is 
obtained: 

1 2

p
I I q

p p

k k
z(t) z(t) z(t) 0

k k
+ + =  (B.17) 

   Now, based on Lemma 2.1 and (B.17), the time that it takes 
for z(t) to become zero, is calculated as: 

2 1 1

1
2 1

p1
q

I s IP
s s

I I

k z(t ) kk q
t t Ln

k (q p) k

− 
 +
 = +

−  
 
 

 (B.18) 

   Since the time derivative of the Lyapunov Function is 
negative, so it can be concluded that the overall system is 
stable and all of the closed-loop signals are bounded. 
Therefore, u∆ can be bounded by a positive constant like u∆ . 
It should be noticed that, if a Lyapunov function like 

21V (t)
2

= η  is considered, and if the inequality 1
4

3
b u

α
> ∆
α

holds, according to the Lemma 2.1 and similarly to the 
previous proof, the auxiliary variable (t)η  converges to zero 
in finite-time. When z(t) and (t)η tend to zero in finite-time, 
based on z(t) e(t) (t)= + η , the speed tracking error e(t) also 
converges to zero in finite-time st and therefore the proof is 
completed. 
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