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A B S T R A C T  
 

The solar photovoltaic system is modeled in Simulink using Matlab. Boost converter, FOTIDC controller, and 
Reduced Switch Multilevel Inverter are all included in this PV system (RSMLI). With regard to solar 
photovoltaic systems, the focus of this study is on the Fractional Order Tilt Integral Derivative Controller 
(FOTIDC). In the suggested control technique, Hybrid Genetic Particle Swarm Jaya Optimization is used to 
optimize the control parameters (HGPSJO). Jaya Optimization (JO) is a hybrid of the Particle Swarm 
Optimization (PSO), Genetic Algorithm (GA), and GA/PSO algorithm optimization techniques, combining the 
best of each for improved control executions. Control performance is enhanced using a fractional calculus-
based technique to redesign the Tilt Integral Derivative Controller (TIDC) in order to reduce noise and 
harmonic distortions. Harmonic distortion and voltage magnitude are reduced by applying the proposed 
control method to the PV system. Simulated Matlab environments are used to test the stability, robustness, and 
stability of the proposed system as well as its capacity to reduce harmonic distortions. It is also compared to 
other well-known control techniques in order to ensure that the real-time implementation is properly validated. 
 

https://doi.org/10.30501/jree.2022.312874.1274 

1. INTRODUCTION1 

Depleting reserves of conventional resources have forced 
researchers to focus on the renewable form of energy as an 
alternative [1]. Rapid developments in the field of solar 
energy have appeared recently. Over the years, numerous 
control methods such as Proportional Integral Derivative 
Controller (PIDC), fuzzy, adaptive, neuro, optimal, and 
fractional controllers have been studied [2-7]. 
   The use of fractional order calculus in control theory has led 
to the advent of fractional order controllers. The basic reason 
for choice of fractional order controllers is because it is seen 
to demonstrate capabilities of suppressing chaotic behavior of 
mathematical models. A fractional-order calculus controller 
creates a distribution of time constant. This implies that there 
is no particular time constant or resonating frequency which, 
in turn, improves system responses. Fractional order 
controllers are seen to demonstrate the capabilities of 
suppressing chaotic behavior in mathematical models [8-12]. 
While being used as controllers, they serve various purposes. 
The basic purposes include the overall stability system 
enhancement [13, 14], robustness promotion [15], disturbance 
rejection ability against parameter uncertainties [16], voltage 
and current stabilization [17-20], enhanced dynamic response 
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of the system [21], optimal dynamic performance [22], power 
flow control between source and load, ripple rejection [23], 
better performance under abnormal operating condition [24], 
computational burden reduction [25-30], flexibility of system 
[31], frequency stabilization, harmonic minimization [32], 
changing operating conditions [33], multi-criteria control of 
parameters, maintainance of average voltage across load under 
various operating conditions, hunting reduction, efficient 
transient tracking, regulation of output voltage, maintaining 
constant Direct Current (DC) link voltage, power factor 
control, and improved power quality [34]. Use of a prefilter in 
the controller enhances the controller response compared to 
traditional controller and it will give less overshoot to the 
system. PIDC suffers from large time delay and poor control 
for an integrating process forced to look for an alternative. 
TIDC is a great viable alternative. In TIDC, the proportional 
gain of PIDC is replaced by a tilted component. The tilted 
component is having a transfer function of sn. The resultant 
transfer function of TIDCF represents an optimal transfer 
function which improves the feedback response of the 
controller [35, 36]. TIDC has better disturbance rejection 
ability, precise tuning, robustness, minimizes the impact of 
parameter deviations, better stabilization from internal and 
external disturbances, and enhances the feedback control as 
compared to PIDC. The control parameters (Tilt Gain (Kt), 
Integral Gain (Ki), Derivative Gain (Kd), Coefficient of tilt (n), 
angle of Integral (α), and angle of derivative (β) of FOTIDC 
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are tuned for a better response. There are many tuning 
methods like Ziegler Nichols method of tuning, time domain 
tuning, and frequency domain tuning. The advent of 
optimization algorithms provides better tuning methods. 
   Genetic Algorithm (GA), Particle Swarm Optimization 
(PSO) and JO Algorithm are the optimization algorithms 
employed. The convergence rate of GA and PSO is low, while 
the convergence rate of JO is higher, since GA has the ability 
to get stuck at local minima and PSO has the ability to get 
trapped at global maxima. In order to overcome the primary 
shortcomings of GA, PSO, and JO, it is necessary to combine 
all three optimization algorithms to establish an approach that 
enjoys efficiency and robustness. 
   It is critical to boost the voltage generated by the solar 
panels after selecting and fine-tuning the controller. Because 
the voltage generated by solar panels is so low, it cannot be 
used directly; instead, a boost converter is used to boost it [37-
40]. An inverter is used to transform this stepped-up voltage 
into Alternating Current (AC). By employing a Reduced 
Switch Multilevel Inverter (RSMLI), which uses the same 
number of sources as a cascaded h-bridge multilevel inverter, 
it employs less switches [41], which can be achieved. These 
switches are triggered by a performance-improving 
technology known as Third Harmonic Injected Sinusoidal 
Pulse Width Modulation (THISPWM). To achieve the 
intended objective, an attempt was made to devise a new 
strategy, which is formulated as follows: 

• Designing a single-phase PV model in a 
MATLAB/SIMULINK environment. 

• Designing a novel control strategy HGPSJO-tuned 
FOTIDC with THISPWM for the PV system in order to 

improve the system performance and reduce harmonic 
distortions. 

• Employing harmonic distortion analysis of a suggested 
PV system to support its superior performance. 

• Improvement of the proposed PV model’s robustness. 
• Performing comparative analysis to certify the 

superiority of the proposed approach. 
• Conducting sensitivity analysis on FOTIDC parameters. 

   According to this plan, Section 2 gives mathematical models 
for boosting converters, THISPWM, and RSMLI. The filter 
design of the proposed model is also examined in this section. 
Section 3 provides a more in-depth explanation of FOTIDC. 
Section 4 focuses on results and performance analysis in great 
detail. Section 5 is a conclusion that takes the future potential 
into account. 
 
2. FORMULATION OF THE PROBLEM 

The major components of the FOTIDC-based photovoltaic 
system are photovoltaic cell, non-ideal boost converter, 
FOTIDC, THI-SPWM, and RSMLI. Figure 1(a-f) represents 
the basic circuit of photovoltaic cell, non-ideal boost 
converter, averaging model of boost converter, model of 
RSMLI, model of FOTIDC-based photovoltaic system, and 
block diagram of the overall proposed photovoltaic system. 
The inputs to the solar cell are irradiance and temperature. 
This generated voltage is DC in nature and is very low in 
magnitude; hence, it is fed to step-up converter to step up its 
magnitude. THISPWM-based triggering circuit provides the 
switching pulses to RSMLI. The PV system’s detailed model 
is examined in the following sections. 
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Figure 1. (a) Single diode model of solar PV cell, (b) Circuit diagram of boost converter, (c) Non-ideal model of boost converter, (d) Simulation 
model of the reduced switch multilevel inverter, (e) Model of FOTIDC-based photovoltaic system, and (f) Block Diagram of FOTIDC-based 

photovoltaic system 
 
2.1. Photovoltaic cell 

The photovoltaic cell is based on photo-electric effect which 
in turn depends on the presence of solar irradiance. Short-
circuit current, open-circuit voltage, and maximum power 
point are the characteristics required for the design of 
photovoltaic cell. Figure 1(a) represents the equivalent circuit 
of the photovoltaic cell. Mathematically, the solar cell current 
can be represented as follows: 

qV
I = I - I exppv O akT

  
    

                                                            (1) 

   Equation (1) fails to represent the characteristics of a 
photovoltaic array as there are several photovoltaic cells 
connected to form an array and it also requires additional 
parameters. This is achieved in Equation (2). The modified 
expression for the current generated by the photovoltaic cell is 
expressed as follows: 

R V + R Vp sI = I - I exp -1 -PV 0R + R aV Rs p pt

    
            

              (2) 

   The summation of all structural resistances of the 
photovoltaic cell is represented by RS. In order to compensate 
for the presence of leakage current in photovoltaic cell and 
different fabrication methods used by photovoltaic cell 
manufacturers, Rp is used. When the photovoltaic cell operates 
in the voltage source region, the influence of RS is greater. 
Conversely, if the photovoltaic cell operates in the current 

source region, then the effect of Rp is greater. The value of RS 
is lower than Rp. The standard value of RS is taken in the 
range of 0.5-1.3 Ωcm2. The standard value of Rp is taken in 
the range of 1-1000 KΩcm2. 
   The energy generated by the photovoltaic cell is affected 
directly by the number of charge carriers present, which in 
turn depends upon the magnitude of solar irradiance 
incidences on the photovoltaic cell surface. IPV in idyllic 
conditions is very difficult to determine as datasheets only 
inform about ISC. Hence, it is assumed that for all photovoltaic 
cells, ISC ≈ IPV. This assumption also holds ground as the value 
of RS is lower than Rp. IPV at (25 °C & 1 KW/m2) depends 
upon solar irradiance and temperature and is mathematically 
expressed as: 

R + R GPSI = I + K ΔTPV SC 1R GnP

 
 
 

                                          (3) 

   Mathematically, IO can be represented as: 

3 qEI + K ΔT T 1 1gSC l nI = exp -O T ak T TV + K ΔT nVOCexp -1
aVt

   
          

 
 

          (4) 

   The diode identity factor is taken as 1.3. Upon substituting 
the values of IPV and IO into Equation (1), the modified 
expression for the current from photovoltaic cell is as follows: 

 

3R qER + R I + K ΔT V + RTG 1 1 Vp gPS SC sl nI = I + K ΔT - exp - exp -1 -SC 1R + R R G T ak T T aV RV + K ΔTs p n n ptP VOCexp -1
aVt

 
                                          

                                      (5) 

 

2.2. Boost converter 

Boost converter steps up the magnitude of DC voltage. It is 
essential that the low voltages generated by solar arrays are in 
order of 20-25 volts and cannot be converted to alternating 

current quantities. Figure 1 (b) represents the model for boost 
converter. The boost converter consists of a diode (D), an 
Insulated Gate Bipolar Transistor (IGBT), a capacitor (Cout), 
and an inductor (Lin). In order to investigate the steady state 
and dynamical behaviour, it is essential to model the boost 
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converter dynamically. There are many methods to 
mathematically model the boost converter. Some of the 
populous methods include switching flow graph, averaging 
technique, state space technique, current injection technique, 
and bond graph method. All of these methods have their share 
of advantages and disadvantages. However, in most of these 
techniques, all elements of boost converter are considered 
ideal. Hence, an ideal control strategy is never formulated. 
When the elements are not considered ideal, then an effective 
and ideal switching technique is formulated. The boost 
converter is modeled by using a non-ideal state space 
averaging technique. 
 
2.2.1. Non-ideal boost converter 

The non-ideal model of boost converter is represented in 
Figure 1(c). The parasitic resistance and equivalent resistances 
are also represented in the circuit. RSP represents the internal 
resistance of the PV system. Rin represents the Equivalent 
Series Resistance (ESR) of inductor. ESR value of the 
inductor is less than 1 Ω. The internal resistance of IGBT is 
represented by RONIGBT. The ESR resistance connected in 
series with Cout is RCo. The typical value of RCo is less than 1 
Ω. The resistance of diode D is represented by RDiode. The 
forward voltage drop of diode is represented by a voltage 
source, named as Vfb. The switching operation of IGBT 
present in boost converter is divided into two time frames. 
The time frames are on time and off time. The analysis is done 
separately for both on time and off time [3]. 
 
2.2.2. During IGBT on time 

The input loop equation of the boost converter is represented 
by: 

( ) ( )dI tSPL = -(R + R + R )I t + V (t)ONIGBT SP SPin lin jdt
     (6) 

   In order to analyse the non-ideal modelling of the boost 
converter, small perturbation is applied to the boost converter. 
This current perturbation is IRLPE. The non-ideal model of the 
boost converter is represented in Figure 1(c, d). The current 
across capacitor Cout is represented in Equation (7). 

( ) ( ) ( )
( ) ( )

( ) ( )

R RC dV t L Coout CoutI t = = V tCout Coutdt R + RL Co

R RL Co- I tRLPERCo

         (7) 

   The output voltage is represented by Equation (8). 

( ) ( )
( ) ( ) ( ) ( )

R RL CoV t = V t - R R I tL RLPECout Cob RCo
        (8) 

   Equations (6-8) can be written in a state space equation 
form. The state variables are Z2(t) = |ISP(t) VCout(t)|T, u(t) = 
|Vb(t) IRLPE(t)|T, and y(t) = |Vb(t) IJ(t)|T. 

( ) ( ) ( )
( ) ( ) ( )

.
z t = A z t + B u t + G V2 w1 2 w1 w1 fb
y t = C z t + E u t + H Vw1 2 w1 w1 fb





                          (9) 

   The state space matrices are represented below. 

( )

( )
( )

- R + R + RONIGBT SPin 0
LinA = ;w1 R RL Co0 -

C R Rout L Co

T
G = 0 0 ;w1

T
H = 0 0 ;w1

( )
( )

R RL Co0
C = ;Rw1 Co

1 0

 

( )
( )

1
0

Lin
B = ;w1 R RL Co0 -

C Rout Co

( )0 - R RL CoE =w1 0 0
    (10) 

 
2.2.3. During IGBT off time 

When IGBT is turned off and diode D is conducting, the input 
equation of boost converter is represented by: 

( ) ( ) ( )( ) ( )

( ) ( ) ( ) ( ) ( )

dI tSPL = - R + R + R + R R I tL LSP Cout SPin Diodedt

R RL Cout- V t + V t + R R I t - VL RLPECout Coutj fRCout

       (11) 

   The current across capacitor Cout is represented in Equation 
(12). 

( ) ( ) ( )
( ) ( )

( ) ( ) ( )
( ) ( )

R RC dV t L Coout CoutI t = = I tRLCout dt RCo

R R R RL LCo Co- V t - I tRLPECoutR R RL Co Co

             (12) 

   The output voltage is represented by Equation (13). 

( ) ( )
( ) ( ) ( ) ( )

( ) ( )

R RL CoV t = V t - R R I tL RLPECout Cob RCo

+ R R I tL RLCo

           (13) 

   Equations (11-13) can be written in the state space equation 
form. The state variables are Z2(t) = |ISP(t) VCout(t)|T, u(t) = 
|Vb(t) IRLPE(t)|T, and y(t) = |Vb(t) IJ(t)|T. 
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( ) ( ) ( )
( ) ( ) ( )

.
z t = A z t + B u t + G V2 w2 2 w2 w2 fb
y t = C z t + E u t + H Vw2 2 w2 w2 fb





                        (14) 

   The state space matrices are represented below. 

( ) ( )( )

( )
( )

- R + R + R + R RL LSP CoDiode
0

LinA = ;w2 R RL Co0 -
C R Rout L Co

 

( )

( )
( )

R R1 L Co

L Lin inB = ;w2 R RL Co0 -
C Rout Co

     ( ) ( )
( )

R RL CoR RL CoC = ;Rw2 Co
1 0

 

( )0 - R RL CoE =w2 0 0
     

T
-1

G = 0 ;w2 Lin
T

H = 0 0 ;w2

                          (15) 

   The overall averaged non-ideal state space model of the 
boost converter is obtained by using Equations (9 and 14). 
The overall averaged non-ideal state space matrices are 
represented by Equation (16). 
   where D is duty cycle and D� = 1-D. The overall state space 
matrices of the averaged non-ideal model of the boost 
converter are represented by Equation (17). 

 

~ ~ ~
A = DA + D A B = DB + D B C = DC + D Cavg avg avgw1 w2 w1 w2 w1 w2

~ ~ ~
E = DE + D E G = DG + D G H = DH + D Havg avg avgw1 w2 w1 w2 w1 w2







                                                                                        (16) 

 
 

( ) ( )
( )

( )
( )

( )
( )

~ ~
~- DR + D R + R + R R + R + D D R RCoutL LONIGBT SP CoutDiode in D R RL Co

L L RCoin inA = ;avg ~
D R R R RL LCo Co-

C R C R Rout out LCo Co

  
    

   

( )

( )
( )

~
D R R1 L Co

L Lin inB = ;avg
R RL Co0 -
C Rout Co

( ) ( )
( )

~ R RL CoD R RL CoC = ;avg RCo
1 0

   ( )1 - R RL CoE = ;avg
0 0

   

~
D

-G = ;avg Lin
0

   0
H =avg 0

                                                        (17) 

 
   The Transfer Function is defined as the ratio of Laplace 
transform of output to Laplace transform of input. The transfer 
function for the non-ideal boost converter is the ratio of output 
voltage to input voltage. This can be obtained by conducting 
small signal analysis of the non-ideal boost converter. 
Mathematically, it is expressed through Equation (18). 

( ) ( )
( ) ( )-1V sbTF s = = C sI - A B + Eavg avg avg avg

V sj

                 (18) 

   I is the unitary matrix and S is the Laplace operator. 
 
2.3. Reduced switch multilevel inverter (RSMLI) 

The stepped-up DC voltage from boost converter is fed to the 
inverter circuit to convert into AC. The choice of the inverter 
is the reduced switch multi-level inverter which is an 
improvised version of the cascaded h-bridge multilevel 
inverter. The improvisation made in cascaded h-bridge 
multilevel inverter technology is the reduction of effective 
switch count while keeping the number of sources the same 
[31-34]. The RSMLI is represented by Figure 1(d). The choice 
of RSMLI is listed out as follows: 

• RSMLI manages to reduce voltage stress as compared to 
other inversion techniques. 

• The use of transformers is naturally eliminated by 
choosing RSMLI. 

• Total Harmonic Distortion (THD) values are lower. 
• RSMLI has high-quality output with better 

electromagnetic compatibility. 

   Mathematically, the number of switches and sources 
required is dependent on the number of levels of RSMLI. The 
RSMLI used in this proposed manuscript is a 9-level RSMLI. 
Nine-level RSMLI is chosen because below 9-level harmonic 
distortion is dominant and above the 9-level mode, the 
triggering mechanism is becoming very complex, which tends 
to make the circuit redundant and often to reduce efficiency. 
Equations (19 and 20) give mathematical expressions for the 
quantity requirement of source and switches for the 9-level 
RSMLI. 

Number of sources = Level−1
2

                                                          (19) 
 

Number of Controlled Switching devices = Level+5
2

                      (20) 

   Level indicates the level of RSMLI. In this proposed 
manuscript from Equations (19 & 20) for 9-level RSMLI, the 
number of sources and controlled switches is 4 and 7, 
respectively. The switches include IGBT 1, IGBT 2, IGBT 3, 
IGBT 4, IGBT 5, IGBT 6, and IGBT 7. IGBT 1, IGBT 5, 
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IGBT 6, and IGBT 7 form the basis of bridge circuit of 
RSMLI. IGBT 1 and IGBT 5, IGBT 6, and IGBT 7 are 
connected as complimentary pairs. IGBT 1 and IGBT 5 are 
used to provide the negative half cycle, while the positive half 
cycle is provided by IGBT 6 and IGBT 7. IGBT 2, IGBT 3, 
and IGBT 4 are used when there is a need to supply the peak 
voltage. The reason for choosing 9-level RSMLI is: 

• Below 9-level mode, harmonic disturbance is quite 
dominant making it difficult to operate; 

• Above 9-level mode, the triggering mechanism becomes 
more complex; 

• Soft switching technique is applicable to tuning of 
RSMLI; and 

• In the case of higher level RSMLI, there is no sufficient 
reduction in harmonic. 

 
2.3.1. Harmonics in RSMLI 

Harmonic distortions present in electrical signals affect the 
power systems in many possible ways like heating effects, 
electromagnetic emissions, and an irritant trip of circuit 
breakers and reduction of power factors amongst many others 
[36]. A harmonic distortion present in electrical signals is 
measured by Total Harmonic Distortion (THD). THD is 
expressed mathematically through the expression Equation 
(21). 

 
 
                        (21) 
 

where the fundamental component is i1, while i2, i3 … in 
represent the harmonic components. This situation calls for 
maintaining lower values of harmonics as lower value points 
to higher values of efficiency, power factor, and lower value 
of peak current. 
 
2.4. Third harmonic injected sinusoidal pulse width 
modulation (THISPWM) 

The triggering pulses for RSMLI are generated by PWM 
technique. The choice of PWM is taken as Third Harmonic 
Injected Sinusoidal Pulse Width Modulation (THI-SPWM) 
[35]. THI-SPWM as the name suggests that the third harmonic 
component is added to the sinusoidal reference. The addition 
of the third harmonic component to the sinusoidal reference 
improves the response of RSMLI. With reference to the 
sinusoidal signal, the harmonic injected is one-sixth of the 
amplitude. The peak magnitude of the carrier wave and 
modified sinusoidal reference are denoted by Vcar and Vref, 
respectively. The modified reference is represented 
mathematically by Equation (22). 

Vref = V1cmax Sin (ωt) + V3cmax Sin (3ωt)                                       (22) 

where the fundamental component is represented by V1cmax 
and injected third harmonic component is represented by 
V3cmax. The intersection of the carrier wave with the modified 
reference sets the operating point of THI-SPWM. The 
triggering pulse is generated after comparing the magnitudes 
of the carrier wave and the modified sinusoidal reference. If 
the magnitude of the modified wave is greater than that of 
carrier wave, then a positive trigger wave is generated, and 

vice versa. The extent to which modulation is done with a 
carrier signal is called as modulation index (ma). 
Alternatively, ma is defined as the relation between the ratios 
of modified reference voltages to carrier voltage. ma is 
represented mathematically by Equation (23). 

Vrefm =a
Vcar

                                                                                   (23) 

   The input voltage to RSMLI is Vb, while the Root Mean 
Square (RMS) value of the output of RSMLI is represented by 
Vout volts. The relationship between Vb and Vout is represented 
by Equation (24). 

2n 2TonV = Vout b b=1 T × π
∑

 
 
 

                                                           (24) 

   The time period is represented by T. The width of the nth 
pulse is denoted by Ton. 
 
2.5. Filter 

The current and voltage signals from micro inverters often 
contain disturbances and harmonic components. The purpose 
of filter is to filter out unwarranted disturbances coming from 
micro inverter. A L-C-L type filter remains in the scope of this 
paper. The proposed filter has a better response than other 
types of filter. The base impedance (Zb) for the proposed      
L-C-L type filter is expressed by Equation (25). Equation (26) 
and Equation (27) represent the mathematical formularies for 
base capacitance (Cb) and maximum values of load current 
(Imax), respectively. 

2 -1z = V pb bn l                                                                             (25) 

 
Cb = (ωgZb)-1                                                                                    (26) 
 

( )-1I = 0.333 * P 2 * Vmax f                                                      (27) 

   The active power and the filter voltage are represented by Pl 
and Vf, respectively. A tolerance of 10 % is accommodated in 
the values of design parameters for robustness purposes. The 
change in load current accommodating 10 % variation and the 
value of inverter side inductance are given by Equations (28 
and 29) separately. The switching frequency and DC link 
voltage are represented by fsw and Vb, respectively. 

∆Imax = 0.10 × Imax                                                                           (28) 
 

V Vb bL = =1 6 × f × ΔI 0.6 × f × Isw max sw max

                                (29) 

   A 10 % variation in the capacitance of the filter is allowed. 
Equation (30) represents the capacitance of the filter. The DC 
link side inductor is having a value of L2 and is expressed 
mathematically by Equation (31). 

Cf = 0.05 × Cb                                                                                  (30) 

2 2 2((i ) + (i ) .......(i ) )n2 3THD = ×100%
i1
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( )
( )

-2k + 1a
L =2 2

C × fswf

                                                                       (31) 

   The attenuation factor is represented by ka. In order to 
compensate for the ripple effects, electromagnetic interference 
and resonance in a resistor with resistance (Rf) is inserted in 
series with a filter capacitor. The resonant frequency is 
denoted by fres. The value of Rf is expressed mathematically 
by Equation (32). 

Rf = (3Cf × ωres)-1                                                                             (32) 

   Equations (25-32) help formulate a filter strategy for 
photovoltaic system, which is established in the simulation 
model, as shown in Figure 1(d, e). 
 
2.6. Open loop analysis of photovoltaic system 

The performance analysis of the open-loop model of the 
proposed PV system is analysed in the subsequent sub-
sections. 
 
2.6.1 Open-loop PV system’s boost converter 
performance analysis 

In the open-loop mode of the proposed PV system, the 
triggering pulse is provided through the pulse generator. IGBT 
is switched at 30 kHz. The voltage input is 20 volts. This 
value may increase up to 50 volts. The output voltage 
waveform for boost converter is represented in Figure 2. The 
output of the boost converter is fed as input to the inverter. 

 

 
Figure 2. Boost converter response voltage waveform for the open-

loop mode 
 
2.6.2. Reduced switch multilevel inverter (RSMLI) 
performance analysis 

The magnitude of the output voltage is 260 volts; this is 
represented in Figure 3(a). Figure 3(b) represents output 
current whose magnitude is 2.54 ampere. The load used is 
Resistive-Inductive (RL) load. The power is represented in 
Figure 3(c) having a magnitude of 670 watts. The waveform is 
not perfectly sinusoidal in nature and this loss in the 
waveform is due to nonlinearities present in the circuit. THD 
is a measure of the performance of the proposed circuit. The 
Voltage Total Harmonic Distortion (THDV) was found to be 

23.65 %, as depicted in Figure 4(a). However, Current Total 
Harmonic Distortion (THDi) was found to be 23.07 %, as 
depicted in Figure 4(b). 

 

 
(a) 

 

 
(b) 

 

 
(c) 

Figure 3. Responses of RSMLI of open-loop PV system: (a) Output 
voltage; (b) Output current; (c) Output power. 

 
 

 
(a) 
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(b) 

Figure 4. Performance plots for open-loop PV system: (a) Voltage 
harmonic analysis plot; (b) Current harmonic analysis plot. 

 
According to Figures 3 and 4, the response of open-loop PV is 
not optimal and it requires an implementation of a controller. 
The FOTIDC is explained in the next section. 
 
3. CONTROL ALGORITHM 
The proposed control approach uses Tilt Integral Derivative 
Controller with Filter (TIDCF). 
 
3.1. FOTIDC 

FOTIDC is similar to PID controller. The major difference 
lies in the proportional gain of a compensator having a 
transfer function represented by Kts-n. For FOTIDC, the 
suitable value of n is taken between 2 and 3. It is chosen as 3 
in this paper.  This controller belongs to the family of 
fractional order controllers. The tilted behaviour provides a 
feedback gain as a function of frequency, which is tilted with 
respect to the gain of conventional compensator. The control 
signal (UTID(S)) for the FOTIDC can be generated using the 
transfer function of the gain of the FOTIDC (GTID(S)), error 
signal (ETID(S)), reference signal (RTID(S)), and output signal 
(YTID(S)). This is explained by Equations (33-35). 

UTID(S) = GTID(S)ETID(S)                                                            (33) 
 
ETID(S) = RTID(S) - YTID(S)                                                        (34) 

where 

( )
( )

( )

C KOUT s βn iG = = K × S + + K × St αTID s dE STID s
                    (35) 

   The control parameters (Tilt Gain(Kt), Integral Gain (Ki), 
Derivative Gain(Kd), Coefficient of tilt (n), angle of Integral 
(α), and angle of derivative (β)) of FOTIDC are tuned for 
better response. FOTIDC produces a higher degree of freedom 
in control parameters. FOTIDC is a Fractional Order 
controller. This serves good in eliminating disturbances 
quickly and efficiently. There is a need to optimize the control 
parameters of the controller. This is achieved through the 
application of a proper optimization algorithm. 
 
3.2. Optimization algorithm 

The advent of optimization algorithms provides better tuning 
methods. The optimization algorithms used are Genetic 

Algorithm (GA), Particle Swarm Optimization (PSO), and 
Jaya Algorithm (JA). These algorithms are hybridized and are 
applied to the parameter optimization of TIDCF. This is 
explained in sections appended below. 
 
3.2.1. Genetic algorithm 

Genetic Algorithm is a metaheuristically inspired process of 
natural selection that belongs to a larger class of evolutionary 
algorithms [3]. It obtains a high-quality solution to optimize 
and search problems using biological operators like mutation, 
crossover, and selection. A genetic algorithm requires a 
genetic representation of the solution and a fitness function to 
the solution domain. 
 
3.2.2. Particle swarm optimization 

PSO algorithm is one of the optimization techniques and a 
kind of evolutionary computation technique. It iteratively tries 
to improve or find a better solution with respect to a given 
measure of quantity [4]. PSO is a metahuristic as it makes no 
or the least number of assumptions about the problem being 
optimized and can search large spaces. 
 
3.2.3. Jaya algorithm 

Jaya algorithm always tries to get closer to success while 
avoiding failures. It tries to get closer to an optimal solution 
without being struck at any local minima and maxima [5]. The 
JA variables include population size, number of design 
variables, and termination criteria (iterations). The entire 
JAYA algorithm is based on Equation (23). The objective 
function is either to be minimized or maximized depending 
upon the proposed criteria for optimization. For any iteration 
i, it is assumed that m is the number of design variables and n 
is the number of candidates in a population. The best and 
worst solutions are represented by Xj,best,i and Xj,worst,i 
respectively. If Xj,k,i is the value for the jth variable, the kth 
candidate of population during the ith iteration is obtained. 
Then, the value is given by Equation (36). 

Xl,n,i
′  = Xl,n,i +  r1l,i(Xl,best,i - |Xl,n,i|) - r2l,i(Xl,worst,i - | Xl,n,i |)          (36) 

where, Xl,n,i
′  represents the new value of the controller 

parameter to be determined and Xl,n,i represents the previously 
calculated value. Xl,best,i and Xl,worst,i represent the best and 
worst solutions of the optimization problem. r1l,i and r2l,i are 
two random variables for the lth variable at the ith iteration 
which have values between [0, 1], respectively. 
 
3.2.4. Hybrid genetic particle swarm jaya algorithm 
(HGPSJA) 

Hybrid Genetic Particle Swarm Jaya Algorithm (HGPSJA), as 
the name indicates, is a combination of 3 optimization 
algorithms. It combines the benefits of GA, PSO, and JA. This 
algorithm solves the problem of solution being struck at local 
minima or maxima. At first, PSO algorithm is employed to 
find the initial fit for the control parameters. Then, GA is 
applied to find intermediate fit of control parameter values. In 
the final step, JA is applied to find an optimal solution for the 
control parameters. The process is very swift and reduces the 
value of performance index to a very low value. 
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Figure 5. (a) Model of tilt integral derivative controller with filter (TIDCF), (b) Hybrid genetic particle swarm jaya algorithm (HGPSJA) 
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3.3. Cost function 

A number of performance evaluation measures like maximum 
overshoot, peak time, settling time, rise time and damping 
ratio, etc. must be checked while designing a complex control 
system. However, it is not only a time consuming but also a 
hit-and-trial-based procedure. When input and operational 
conditions vary, it is cumbersome to analyse this measure. 
Performance index analysis has a selectivity feature which 
enables it to differentiate between optimal and non-optimal 
responses. Hence, the performance index criteria are good 
evaluation tools. Sensitivity of a controller can easily be 
predicted through analysis of its performance indexes. 
Performance index can be used as standard for controller 
design and optimization. Cost function and minimization or 
maximization function are closely related to each other. 
Hence, the cost function does play a role in designing and 
optimization of controllers. Broadly speaking, there are three 
performance indexes. They are Integral Time Absolute Error 
(ITAE), Integral Square Error (ISE), Integral Absolute Error 
(IAE). The mathematical equivalence is represented in 
Equation (37). 

( )
( )
( )

ITAE = t. | e t | dt

IAE = | e t | dt
2ISE = | e t | dt

∫

∫

∫







                                                                 (37) 

   ISE and IAE are less sensitive and computationally not 
compatible owing to these conditions; and ITAE is chosen as 
a performance index criterion. The parameters for different 
optimization algorithms are summarized in Table 1. 

 
Table 1. Parameters of HGPSJO algorithm 

Parameters HGPSJO 

No. of iterations 100 

Mutation factor 0.7 

Crossover factor 0.9 

No. of population 200 

No. of design variables 6 

Cognitive factor 1.4 

Social factor 1.4 

Inertia weight 0.785 

Random variable-1 1 

Random variable-2 1 

 
4. RESULT AND DISCUSSION 

The detailed analysis of HGPSJA-tuned FOTIDC based 
closed-loop system is discussed in the appending sub-sections. 
 
4.1. Closed loop response 

The closed-loop or FOTIDC-based response of the proposed 
photovoltaic system is discussed in the sections appended 
below. The system is analysed in terms of performance, 
stability, and robustness. 
 
4.1.1. Boost converter 

The voltage generated by solar panels is so small that it is 
useless. As a result, the voltage must be increased in 
magnitude. A boost converter is employed to do this. In order 
to increase the voltage, it is escalated to 50 volts. Figure 6 
depicts the situation. 

 

 
Figure 6. DC voltage output of the boost converter 

 
4.1.2. RSMLI 

RSMLI receives this boosted voltage. This, then, converts the 
voltage to an alternating one. This induced voltage has a 
magnitude of 254 volts. It is represented in Figure 7. The 
inverter is connected to a load of 100 + 240e-3 j Ω. The steady-
state current generated by the load is 2 amperes, as given in 
Figure 8. As shown in Figure 9, the load draws 508 watts of 
electricity. 

 

 
Figure 7. Output voltage of RSMLI 

 
 

 
Figure 8. Output current of RSMLI 
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Figure 9. Output power of RSMLI 

 
4.1.3. Robustness 

Figure 10 (a-d) represents the variation in temperature, 
irradiance, fluctuation of boost converter output voltage, and 
fluctuation of RSMLI (inverter) output voltage. Boost 
converter output voltage fluctuates from 49 volts at 800 
watt/m2 to 53 at 1150 watt/m2. Inverter voltage fluctuates 
from 249 volts to 256 volts. Solar power generation can be 
fluctuatory in nature. Hence, a power system frequency 
response plot indicates the efficacy and effectiveness of the 
proposed model. 

 

 
Figure 10. (a) Variation of temperature with time; (b) Variation of 

irradiance with time; (c) fluctuation of boost converter output voltage 
with change in irradiance and temperature; (d) fluctuation of RSMLI 

(inverter) output voltage with fluctuation in irradiance and 
temperature 

 
4.1.4. Stability 

Stability of any controller or for the matter of the entire 
proposed PV system is essential to any validation of the 
model. The proposed model is analysed for a wide range of 
frequency spectra. The proposed model is analysed for 

stability based on Matignon stability theorem. Dynamic 
system stability analysis of linear time invariant system 
suggests that the all roots of the characteristic equation should 
lie on the left and side of s-plane and should be away from 
origin [44]. However, it is not the case in fractional order 
controllers. The stability of fractional order system is based on 
Matignon stability theorem, stating that a fractional order 
system G(s) is stable if it satisfies Equation (38). In this 
equation, σ is seen as a symbol for the Laplace variable s. i 
represents the ith root of characteristic equation and q is the 
order of integral. Figure 11 represents the stability curve for 
fractional-order (FOTIDC) closed-loop system. 

( ) ( ){ }π qarg σ = q , σ = s : q 0 q 2 : Ci 2 iσ∋ ≤ ≤ ∀ ∈              (38) 

   As shown in Figure 11, the suggested model is able to 
handle higher-order frequency responses with ease. 

 

 
Figure 11. Stability (Matignon stability plot) of the proposed system 
 
4.2. Harmonic analysis 
Components of frequency other than fundamental component 
form the harmonic. This harmonic causes the irrational 
behaviour of the proposed system. The harmonic induced in 
system is current harmonic (THDi) and it induces harmonic 
disturbance in voltage component, which is known as voltage 
harmonic (THDv). THDi and THDv for the proposed system 
are represented in Figure 12 (a, b), respectively. 
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(b) 

Figure 12. Total harmonic distortion curve for RSMLI: (a) THDi and 
(b) THDv plots 

 
4.3. Frequency control 

The proposed model also provides frequency control apart 
from making the system robust and stable. Figure 13 (a, b) 
represents frequency and angular frequency plot along time. 
Less fluctuations in frequency appear with a peak of 50.23 Hz. 
This, in turn, indicates that the proposed model maintains 
good power quality even when the system in itself is projected 
to fault. 

 

 
Figure 13. (a) Magnitude of frequency variation with respect to time; 

(b) Magnitude of angular frequency variation with respect to time 
 
5. SENSITIVITY ANALYSIS 

The model is a mathematical approximation of actual system. 
The controllers designed for the nominal model often provide 
suitable performance as per nominal model requirements. 
However, they may not satisfy the control objective of the 
actual system. Sensitivity analysis is performed on the 
performance of the controller in the presence of model 
uncertainties. The use of sensitivity analysis is to evaluate 
how the parameters of the proposed model influence the 
model output or model design requirements. Sensitivity 
analysis is defined as the study of how uncertainty in the 
output of a model can be attributed to different sources of 
uncertainty in the model input. Mathematically, the sensitivity 

of the cost function with respect to certain parameters is equal 
to the partial derivative of the cost function with respect to 
those parameters. There are two types of sensitivity analysis. 
They are local sensitivity analysis and global sensitivity 
analysis. Local sensitivity analysis is a One-At-a-Time (OAT) 
technique. OAT techniques analyse the effect of one 
parameter on the cost function at a time, thus keeping the 
other parameters fixed. 
   They explore only a small fraction of the design space, 
especially when there are many parameters. Also, they do not 
provide an insight into how the interactions between 
parameters influence the cost function. Global sensitivity 
analysis is often implemented using Monte Carlo techniques. 
This approach uses a representative (global) set of samples to 
explore the design space. The objective of the sensitivity 
analysis for the proposed model is to reduce THD and 
maximize output voltage while reducing cost function (ITAE). 
The control parameter variation plot is represented in Figure 
14(a), and Figure 14(b) represents the THD variation plot. It is 
evident that in order to minimize THD, the optimized values 
of control parameters are not prone to sensitivity fluctuations. 
This is evident from 0.0008 variations in THD value. 
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Figure 14. (a) FOTIDC control parameter variation plot; (b) THD 
variation with fluctuation of control parameter 

 
5.1. Comparative study 

The performance of the proposed system is compared with 
those of other controllers and from Table 2, it is evident that 

FFT analysis

Fundamental (50Hz) = 233.4 , THD= 1.01%

0 2 4 6 8 10

Harmonic order

0

0.2

0.4

0.6

0.8

1

1.2

M
ag

ni
tu

de

0.0104

0.0106

0.0108

0.011

0.0112

0.0114

0.00 0.50 1.00 1.50

M
ag

ni
tu

de

Time (in sec)

THD Varioation Plot



A. Subhadarsini et al. / JREE:  Vol. 9, No. 4, (Autumn 2022)   85-100 
 

98 

the proposed system has outperformed all state-of-the-art 
controllers. The proposed system is compared with others in 

terms of harmonic, system stability, robustness, and frequency 
control. 

 
Table 2. Comparative analysis 

 

Parameter 

Fractional 

proportional-resonant 

current controllers [19] 

Adaptive PI 

controller [28] 

Adaptive PI 

controller [17] 

Fuzzy logic 

based PV 

system [5] 

PR controller 

based PV 

system [15] 

Proposed 

model 

THDi in % 7.2 5.06 4.27 3.37 1.19 1.02 

THDv in % 3.2 2.86 - - - 0.91 

Stability Less Less Less Less Less More 

Robust Less Less Less Less Less More 

Frequency control No No No No No Yes 

 
6. CONCLUSIONS 

In the proposed PV system, the total harmonic distortion was 
reduced due to the application of HGPSJO-tuned FOTIDC in 
a PV system, thus resulting in improvements in its accuracy, 
stability, and robustness. The proposed model was tested 
against sudden changes in solar irradiance. The performance 
was as expected. The proposed work was seen to reduce 
harmonic distortion. The use of THISPWM in the 
implementation of HGAPSO-tuned FOTIDC-based PV 
system enhanced its overall performance by facilitating the 
suppression of harmonic distortions and there by improvement 
of stability and robustness. The concomitant enhanced 
performance of the proposed HGPSJO-tuned FOTIDC-based 
PV system enjoyed better accuracy, more robustness, and 
higher stability through the capability to bear irradiance 
fluctuations as validated in real time. 
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NOMENCLATURE 

I Solar cell current (Ampere) 
IPV Photo current (Ampere) 
I0 Cell reverse saturation current (Ampere) 
a Diode identity factor 
q Charge of electron (coloumb) 
K Boltzmann constant (joule per kelvin) 
∆T Change in temperature (K) 
Gn Solar nominal irradiation (KW/m2) 
G Solar actual irradiation (KW/m2) 
VOC Nominal open circuit voltage (volt) 
T Temperature (K) 
Vt Terminal voltage Vt = 𝑘𝑘𝑘𝑘

𝑞𝑞
 (volt) 

Rp Shunt resistance (Ω) 
Rs Series resistance (Ω) 
ISC Short- circuit current (Ampere) 
Kl Short- circuit temperature (Ampere) 
Kv Voltage/temperature coefficient (ppm/°C) 
Ns Series-connected cells 
Tn Nominal temperature (K) 
JO Current density of the semiconductor (ampere/m2) 
Subscript 
PV Photovoltaic Cell 

n Nominal 

SC Short circuit 
p Shunt 
l Short circuit temperature 
OC

 
Open circuit 

O
 

Output 
t Terminal voltage 
s  Series 
V Voltage coefficient 
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